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Abstract

Information on the number and types of communication activities (including travel) engaged in over a period of four consecutive days, at two points in time about six months apart, was collected from 91 respondents in the context of the introduction of a community network to the city of Davis, California. Three major types of communication were measured: personal meetings (and in a separate but related measure, trips), transfer of an information object (in-house documents, regular mail, and express or overnight mail), and electronic (phone, fax, and e-mail). A system of structural equations was developed and estimated, expressing the number of instances of each type of communication at time 2 as a function of: the number of instances of each type at time 1, the elapsed time between measurements, and exogenous sociodemographic variables. All “own” lagged effects (that is, the effect of one communication type in wave 1 on the same type of communication in wave 2) were found to be positive and (except for information object delivery) highly significant. The “elapsed time” variable was always positive and (except for personal meetings and, in one model, information object delivery) significant; these effects indicate net generation of communication activities over time. Significant “cross” lagged effects (that is, the effect of one communication type in wave 1 on a different type in wave 2) were mostly positive, indicating the presence of some complementarity effects across modes. However, relationships specifically between electronic forms of communication and personal meetings or trips were not significant in either direction for the final models. Several exogenous variables were significant in logical ways. © 1999 Elsevier Science Ltd. All rights reserved.

1. Introduction and conceptual framework

A number of empirical studies of the impact of telecommuting on travel have found net reductions in trips and distance traveled – that is, substitution of telecommunications for travel (see
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Mokhtarian et al., 1995; Mokhtarian, 1998 for reviews of these studies). But there is considerable conceptual, anecdotal, and empirical evidence suggesting a stimulation or generation effect as well (see Salomon, 1986; Mokhtarian, 1990; Mokhtarian and Salomon, 1997; Niles, 1994). It may be that focusing on a specific application such as telecommuting (or teleconferencing, or teleshopping, or . . . ) will underestimate stimulation effects, which tend to be longer-term and more indirect (occurring outside the boundaries of the process being studied), in favor of the shorter-term and more direct substitution effects. What is needed is a comprehensive look at all forms of communication and their impacts on each other, over time. An initial step toward an analysis of that nature is presented here.

Mokhtarian (1990) introduces the conceptual framework that underlies the present empirical analysis. This framework views all communication as requiring some form of transportation in order to occur. The three major “modes” of communication are meeting in person (requiring personal travel); transferring a physical object containing information, such as a book, letter, or diskette (requiring “freight transportation” of some sort); and sending electronic signals (whether wire-based or over the air), such as telephone, fax, e-mail, and videoconferencing, as well as television and radio (requiring the transportation of bits of data). Thus, passenger travel, goods movement of “information objects” and telecommunications may be regarded as alternate modes of communication, each with various submodes.

At least four types of cross-mode impacts are possible, two of that have already been mentioned. Substitution occurs when the use of one mode (e.g., electronic communications supporting telecommuting) reduces the use of another (personal travel for commuting). Generation (stimulation, complementarity) occurs when the use of one mode increases the use of another (the more one travels, the greater the opportunity to use a mobile phone; the greater the availability of information about activities and people of interest, the greater the travel to participate in those activities or meet those people). Modification occurs when the use of one mode alters something about the use of another mode, where the use still takes place (so it is not substituted) and would have taken place anyway (and so is not generated), but is now modified (a phone call changes the time or destination of a trip; real-time congestion information received over the radio or computer changes the route of a trip). Depending on how the use of a mode is measured, instances of modification may fall under one of the first two categories. For example, if the measure of personal transportation is vehicle-kilometers traveled (VKT), then a route or travel mode change will result in fewer (substitution) or more (generation) VKT. Neutrality occurs when the use of one mode has no impact on other modes (an e-mail message may have no impact on other modes of communication, although it may have the “own-mode” impact of generating more e-mail messages).

Fig. 1 illustrates some of these concepts. The pie represents the total amount of communication occurring, allocated among the main modes described above. The heavy lines represent one point in time and the lighter lines represent a later time. Over time, increases in the size of a wedge (the amount of communication by a given mode) can be due to three causes: (1) own-mode generation of new communication (which can occur even if no other mode changes); (2) cross-mode complementarity (which will be accompanied by increases in the complementary mode as well); and (3) cross-mode substitution (which will be accompanied by decreases in the substituted mode). The figure illustrates substitution of electronic communication for personal travel and information freight (resulting in changes in share), but own-mode generation and cross-mode comple-
mentarity (whose effects cannot be separated on the figure) are also expanding the total amount of communication in each mode. The net result of these complex interactions is greater communication in each mode, even with substantial substitution among modes. It can be seen, then, that a study of, say, the impacts of telecommuting on travel presents an incomplete picture, focusing as it does on only one direction of impact and between only two modes, instead of examining the complete set of interconnecting relationships among modes.

The remainder of this paper presents and applies a methodology for analyzing this set of interconnecting relationships: structural equations modeling of communication diary data. Section 2 describes the methodology in general terms. Section 3 presents the empirical context of the initial application of the methodology. Section 4 examines the key results. Section 5 summarizes the results and discusses the limitations of the methodology.

2. Methodology

2.1. The communication diary and associated measurement challenges

The approach taken in this study is to collect data on engagement in many types of communication activities, rather than to focus on a single “tele-application” such as telecommuting and its direct transportation impacts. These data are collected by means of a communication diary, in which respondents record instances of communication in a number of categories, over several consecutive days, at two (or more) points in time several months apart.

Transportation analysts are familiar with the trip diary as a way of measuring travel behavior (Axhausen, 1995). More recently, activity or time use diaries have begun to be used for similar purposes, with advantages and disadvantages relative to travel diaries (Axhausen, 1997; Pas,
1997). Focusing on measuring communication, however (as a subset of all activities) presents a number of practical difficulties. Are all forms of communication important? Reading a billboard or watching television are one-to-many, passive forms of communication which nevertheless can have impacts on transportation (shopping for an advertised product or attending an advertised event) or on other forms of communication (calling a friend to discuss the outcome of the televised football match). Yet providing data on the total input and output of communication would be quite cumbersome for the respondent.

Tied to the question of which types of communication should be included, how much information should be requested for each communication instance? Travel diaries obtain a considerable amount of information on each trip (origin, destination, start time, end time, mode, purpose, number of people traveling, distance, cost) – and that is acknowledged to be a heavy burden for the respondent. Yet most people engage in many more communication activities than trips, and so requesting the same level of information for communication activities would likely be unreasonable unless only a subset of activities was selected (in which case the measurement of total communication, and hence the assessment of impacts, would of course be incomplete).

What should be the units of measuring communication? The number of communication activities is the simplest unit – but limited, since there may be, for example, a tradeoff between number of communications and time spent on each communication. Hence, a finding that the number of communication activities is increasing does not necessarily mean that the total time spent on communication is increasing. (Is there a communication time budget, analogous to the much-discussed travel time budget?) The amount of time spent in communication, then, is another important unit – but also limited, since it does not measure the actual quantity of information conveyed. Fifteen minutes spent reading the newspaper, for example, conveys much more information than 15 min spent composing an e-mail message. But how will quantity of information be measured, especially over very disparate forms of communication? And how can quality and value of information be accounted for? Reading the newspaper may convey a greater quantity of information, but the e-mail message may contain information of higher quality and greater value. This is a critical issue, since the decision whether or not to substitute telecommunications for travel will very much depend on the relative quality of the information obtained in each case.

Further, there is the issue of the temporal dimension, which is important to the measurement of impacts of each form of communication on the others. Some impacts may occur almost immediately while others take months to be realized. In view of the current impracticality of collecting data on all communication activities continuously over a long period of time (although it may be technically possible to do so for many or most telecommunication activities), it seems unrealistic to expect to measure specific impacts of one communication activity on others (however, one imperfect, self-reported approach for doing that for a single type of communication activity is described in Balepur, 1998). The best that can be hoped for is to capture general trends associating levels of communication in one mode at one point in time with levels of communication in that and other modes at a later point in time.

Several researchers have used communication diaries in some form. Claisse and Rowe (1993) had 663 respondents in the Lyon, France metropolitan area keep a one-week diary, but only of residential telephone calls. Moberg (1993) used a diary to study differences in communication patterns between workers at satellite work centers and those at corporate headquarters for three
Swedish companies. Spittje (1994) collected seven-day activity diary data, including information on trips and use of phone, fax, and e-mail, from 209 respondents (both telecommuters and non-telecommuters) in The Netherlands. Perhaps the most comprehensive measurement of communication using the diary approach is described by Zumkeller (1996). He and his colleagues adapted a typical trip diary to obtain information on “contacts” as well as trips in the order in which they occurred. Similar information was obtained for both trips and contacts: time, mode, purpose, and distance. Empirical results, for a one-day period, have been reported for a pilot sample of 166 people associated with the University of Karlsruhe, Germany; larger data collections and analyses are underway.

The diary used in the present study is simpler in some ways than those described above. It asks only for a tally of the number of communication activities in each of various categories (fixed-location phone calls initiated and received; similarly for mobile phone calls, faxes, e-mail, in-house memos or documents, express mail/overnight packages, and all other documents by mail except “junk” mail; number of meetings and number of people present in the three categories of class or conference, other work-related, and other; and number of trips and number of miles by each of drive-alone, shared-ride, walk/bike, public transit, and other modes). Thus, while all three main modes of communication are represented, submodes were selectively chosen to focus primarily on interactive communications. Respondents were asked to complete the diary for four consecutive days (starting either on a Sunday or a Wednesday, so that data would be obtained for one weekend day and three weekdays), and, unlike any of the examples mentioned above, completed the diary at two points in time approximately six months apart.

2.2. Structural equations modeling

Structural equations modeling has been used extensively in economics and the social sciences to examine the interrelated effects of multiple endogenous variables on each other (Dwyer, 1983; Hoyle, 1995; Mueller, 1996). Recently, it has been applied in travel behavior modeling and time use, to analyze relationships between travel time and activity engagement (Golob, 1990; Lu and Pas, 1997; Gould and Golob, 1997). In particular, Gould et al. (1998) use the technique on activity diary data, to shed some light (indirectly) on potential telecommunication/travel tradeoffs.

Here, structural equations modeling is used to identify the impact over time of each communication mode on all other modes (including itself). Let $E_{it}$, $O_{it}$, and $PM_{it}$ represent the daily average numbers of electronic communications, information objects transferred, and personal meetings, respectively, reported by individual $i$ at time $t$ ($t = 1, 2$). In the empirical analysis below, some submodes are distinguished; here we treat only major modes for economy of presentation. Then the structural equations model may be written generically as:

$$
E_{2t} = f(E_{1t}, O_{1t}, PM_{1t}, \text{elapsed time}_t, \text{seasonal dummies}_t, \text{socioeconomic variables}_t, \text{error term}_{E_t})
$$

$$
O_{2t} = f(E_{1t}, O_{1t}, PM_{1t}, \text{elapsed time}_t, \text{seasonal dummies}_t, \text{socioeconomic variables}_t, \text{error term}_{O_t})
$$

$$
PM_{2t} = f(E_{1t}, O_{1t}, PM_{1t}, \text{elapsed time}_t, \text{seasonal dummies}_t, \text{socioeconomic variables}_t, \text{error term}_{PM_t}).
$$
Cross-mode coefficients (e.g., the coefficients of \( O_{1i} \) and \( PM_{1i} \) in the equation for \( E_{2i} \)) represent the lagged effects of one mode (information objects and personal meetings, respectively) on another (electronic communications). A positive coefficient implies a generation effect (high levels of one mode at time 1 are associated with high levels of the other mode at time 2, or conversely), and a negative coefficient implies a substitution effect (high levels of one mode at time 1 are associated with low levels of the other mode at time 2, or conversely). Own-mode coefficients (e.g., the coefficient of \( E_{1i} \) in the equation for \( E_{2i} \), sometimes referred to as “inertia” or “stability” effects) capture the effect of communication by a certain mode on later communication by the same mode, and would generally be expected to be positive (high levels at time 1 associated with high levels at time 2 or conversely) unless some sort of cyclical or dampening effect is at work.

The “elapsed time” variable is the time between the two waves of data, which varies by individual (although relatively little, in this sample). The coefficient of this variable represents changes over time in numbers of communication activities by the mode in question, after other effects are accounted for. It may be interpreted as a background trend, or the average effect of unobserved variables; thus it plays a role similar to that of a constant term in a static equation. In fact, because elapsed time did not vary greatly across the sample studied here (mean = 27.1 weeks, s.d. = 7.9 weeks), it essentially replaces the constant in each equation; including both terms resulted in collinearity effects. A positive coefficient means that communication by that mode is generally increasing over time, all else equal.

Because the two waves of data were collected six months apart (a constraint of project implementation timing and funding availability rather than by intention), seasonal differences in levels of communication could partially account for the observed results. The seasonal dummies help control for that factor by capturing the average effects of those seasonal differences. In this sample, all the second-wave data were collected in spring (April–June 1995). The first-wave data spanned summer (with all but one observation occurring in September, 34.0%), fall (October–December, 46.2%), and winter (January–March, 19.8%) quarters. Taking summer as the base, fall and winter dummy variables were created to represent first-wave data collection in those respective quarters. A positive coefficient for quarter \( q \) in equation \( j \) means that (all else equal) first-wave data collected in quarter \( q \) show a stronger and more positive effect on second-wave communications by mode \( j \) than do first-wave data collected in the base quarter.

Finally, socioeconomic variables capture the effect of individual characteristics such as occupation, income, age, and household size on levels of communication.

In the generic model system described above, all right-hand side (RHS) endogenous variables are lagged. If it could be assumed that lagged endogenous variables for mode \( j \) are uncorrelated with the error terms of the equations for mode \( j', j' \neq j \), then it would be appropriate to apply ordinary least squares (OLS) regression equation-by-equation to estimate the coefficients of the system. Although this is sometimes adopted as a reasonable assumption in this type of equation system, we take a more cautious approach (which is later justified by the outcome, shown in Table 5), and jointly estimate the coefficients of all equations simultaneously while allowing for the error terms to be correlated across equations. The AMOS module of the SPSS software package (Arbuckle, 1997), using maximum likelihood estimation, is employed to obtain the results presented here. Very similar results were obtained from the seemingly unrelated regression equations (SURE) module of the LIMDEP software package (Greene, 1995), which uses generalized least squares (GLS) methodology.
3. Empirical context

The Davis Community Network (DCN) offered the empirical context for operationalizing the methodology described in the previous section. The city of Davis, California (population 45,000) is located 15 miles from the state capital of Sacramento; many Davis residents work for the state government. The major employer in Davis is the University of California.

DCN was launched slowly, beginning in January 1994, and is still in operation. At the time collection of the evaluation data was completed in June 1995, the main features of the system were electronic mail, newsgroup-reading, and web-browsing capabilities. In view of that, its evaluation constituted primarily an assessment of the impact of Internet access on communication and transportation. That impact, especially on transportation, may not be expected to be sizable – particularly not as sizable as might be expected if more information about community activities had been posted and if more transaction opportunities had been available at the time of data collection. Nevertheless, the communication diary data offer a useful snapshot of levels of communication using a variety of modes (not just the Internet and travel) at two points in time, and support a meaningful model of the relationships among those modes across time.

Multiple data collection instruments were developed for the evaluation. In the present context, two instruments are most relevant: the communication diary described in Section 2.1, and a background survey obtaining information on demographic characteristics. Another instrument, the activity diary, which collected data on the antecedents and likely consequences (for communication and travel) of a sample of DCN uses, has been analyzed by Balepur (1998).

The initial sample for this analysis contained 108 respondents who completed and returned both waves of the communication diary as well as the background survey. After screening the sample for missing data and outlier values on important variables, the final estimation sample size was 91. The characteristics of these 91 respondents are summarized in Table 1. Not surprisingly in view of the nature of Davis as a college town, the sample was very well educated, relatively affluent, and highly computer literate. Two-thirds of the sample was male, more than a third had children under 16 in the household, and the median age was approximately 42.

It is useful to examine aggregate changes in communication mode use before turning to the disaggregate models. Table 2 summarizes sample activity indicators by mode, wave, and day type (distinguishing weekdays, Monday–Friday, from weekends). Here and subsequently, the electronic communication mode is subdivided into phone, fax, and e-mail submodes based on preliminary analysis suggesting that uses of these submodes are changing differently over time (confirmed by the results in Table 2). Further, data on both personal meetings and trips were collected, and are distinguished in Table 2 and in the structural equations models to follow. Both “submodes” are important. Trips are important, to be able to analyze the effect of communications on total travel, and personal meetings are essential as the key measure of the face-to-face mode of communication, but trips and personal meetings are not completely interchangeable measures. Not all trips (for example, grocery shopping trips) are undertaken for the primary purpose of communication (whether face-to-face or information object transfer), and conversely, not all personal meetings involve a trip, at least for the respondent (depending on how a “trip” is defined, multiple meetings occurring at the same location, such as work, may
There is a slight asymmetry in the data, as activity indicators for the electronic and information object modes and submodes combined “sent/initiated” and “received” communications (although they were measured separately in the diary), whereas “trips” only counted trips made by the respondent, not trips made by others to see the respondent (which were not measured by the diary). This is not expected to have a material effect on the substantive relationships found here.

Looking first at weekday patterns in Table 2, the “percent of inactive person-days” indicator implies that the percent of weekdays on which phone, fax, and personal meeting communications...
<table>
<thead>
<tr>
<th></th>
<th>Weekday</th>
<th></th>
<th>Weekend</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wave 1</td>
<td>Wave 2</td>
<td>Wave 1</td>
<td>Wave 2</td>
</tr>
<tr>
<td>Total person-days²</td>
<td>275</td>
<td>276</td>
<td>89</td>
<td>88</td>
</tr>
<tr>
<td>Total people</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>88</td>
</tr>
<tr>
<td><strong>Phone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. (%) people w/any inactive days</td>
<td>9 (9.9)</td>
<td>15 (16.5)</td>
<td>14 (15.7)</td>
<td>22 (25.0)</td>
</tr>
<tr>
<td>% of person-days that are inactive</td>
<td>4.7</td>
<td>7.3</td>
<td>15.7</td>
<td>25.0</td>
</tr>
<tr>
<td>Av. no. activities/day:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All person-days</td>
<td>10.75</td>
<td>9.5¹</td>
<td>3.88</td>
<td>3.9¹</td>
</tr>
<tr>
<td>Active person-days only</td>
<td>11.29</td>
<td>10.25</td>
<td>4.60</td>
<td>5.2¹</td>
</tr>
<tr>
<td><strong>Fax</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. (%) people w/any inactive days</td>
<td>77 (84.6)</td>
<td>76 (83.5)</td>
<td>84 (94.4)</td>
<td>80 (90.9)</td>
</tr>
<tr>
<td>% of person-days that are inactive</td>
<td>61.5</td>
<td>64.9</td>
<td>94.4</td>
<td>90.9</td>
</tr>
<tr>
<td>Av. no. activities/day:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All person-days</td>
<td>0.87</td>
<td>1.09</td>
<td>0.01</td>
<td>0.14</td>
</tr>
<tr>
<td>Active person-days only</td>
<td>2.25</td>
<td>3.11¹</td>
<td>1.00</td>
<td>1.50</td>
</tr>
<tr>
<td><strong>E-mail</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. (%) people w/any inactive days</td>
<td>31 (34.1)</td>
<td>32 (35.2)</td>
<td>44 (49.4)</td>
<td>35 (39.8)</td>
</tr>
<tr>
<td>% of person-days that are inactive</td>
<td>22.9</td>
<td>18.5</td>
<td>49.4</td>
<td>39.8</td>
</tr>
<tr>
<td>Av. no. activities/day:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All person-days</td>
<td>11.61</td>
<td>11.39</td>
<td>4.31</td>
<td>5.15</td>
</tr>
<tr>
<td>Active person-days only</td>
<td>15.06</td>
<td>13.97</td>
<td>8.53</td>
<td>8.55</td>
</tr>
<tr>
<td><strong>Object</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. (%) people w/any inactive days</td>
<td>35 (38.5)</td>
<td>34 (37.4)</td>
<td>51 (57.3)</td>
<td>54 (61.4)</td>
</tr>
<tr>
<td>% of person-days that are inactive</td>
<td>17.8</td>
<td>17.8</td>
<td>57.3</td>
<td>61.4</td>
</tr>
<tr>
<td>Av. no. activities/day:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All person-days</td>
<td>7.17</td>
<td>6.96</td>
<td>2.15</td>
<td>1.56</td>
</tr>
<tr>
<td>Active person-days only</td>
<td>8.72</td>
<td>8.47</td>
<td>5.03</td>
<td>4.03</td>
</tr>
<tr>
<td><strong>Personal meetings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. (%) people w/any inactive days</td>
<td>29 (31.9)</td>
<td>27 (29.7)</td>
<td>46 (51.7)</td>
<td>37 (42.0)</td>
</tr>
<tr>
<td>% of person-days that are inactive</td>
<td>14.6</td>
<td>16.7</td>
<td>51.7</td>
<td>42.0</td>
</tr>
<tr>
<td>Av. no. activities/day:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All person-days</td>
<td>5.71</td>
<td>4.65¹</td>
<td>1.99</td>
<td>1.94</td>
</tr>
<tr>
<td>Active person-days only</td>
<td>6.68</td>
<td>5.58¹</td>
<td>4.12</td>
<td>3.35</td>
</tr>
<tr>
<td><strong>Trips</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. (%) people w/any inactive days</td>
<td>7 (7.7)</td>
<td>5 (5.5)</td>
<td>15 (16.9)</td>
<td>7 (8.0)</td>
</tr>
<tr>
<td>% of person-days that are inactive</td>
<td>2.9</td>
<td>2.9</td>
<td>16.9</td>
<td>8.0</td>
</tr>
<tr>
<td>Av. no. activities/day:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All person-days</td>
<td>4.11</td>
<td>4.16</td>
<td>3.56</td>
<td>3.31</td>
</tr>
<tr>
<td>Active person-days only</td>
<td>4.24</td>
<td>4.29</td>
<td>4.28</td>
<td>3.59¹</td>
</tr>
</tbody>
</table>

² In the before wave, two people had data for four weekdays; all others had data for three weekdays and one weekend day (as requested in the instructions). In the after wave, three people had data for four weekdays and all others had data for three weekdays and one weekend day.

¹ Mean is significantly different from its Wave 1 counterpart at \( p \leq 0.10 \) (two-sided independent-sample \( t \)-test). For the All person-days indicator, paired-sample \( t \)-tests found the same differences, with \( p \leq 0.06 \). For the Active person-days only indicator, paired-sample \( t \)-tests resulted in greatly reduced sample sizes, since often a respondent would be active in one wave but not the other (and thus paired observations would not be available). Hence, the independent-sample \( t \)-tests used the data more completely in this case.
took place declined somewhat between waves, whereas the opposite was true for e-mail. This suggests that, on net, traditional forms of communication are to some extent being replaced by e-mail. Similar but not identical results are shown by the “average number of activities per day” indicators: daily communication rates decrease significantly for phone and personal meeting, and increase for fax, but change very little for the other modes, including e-mail.

The weekend patterns show a more mixed picture. The percent of weekend days on which phone communication and (to a lesser extent) information object delivery occurred declined between waves, whereas the percent of days on which e-mail communication, personal meetings, and trips occurred increased. Average daily weekend communication rates, however, remain fairly stable across waves for all modes, with no significant differences found when averaging across all person-days.

The percent of inactive person-days indicator corresponds to the “percent immobile” indicator often reported with respect to travel diary data (that is, the percent of the sample not reporting any trips for the day in question), and permits comparison to similar data collected by Zumkeller (1996). For example, in his 1994 sample of 166 Germans, Zumkeller reports a 6% share of immobile persons with respect to trips. This is reasonably congruent with the 3% share found in our sample for weekdays, with the California sample apparently being slightly more mobile. More marked differences are found for phone, however, Zumkeller reports a 39% “share of immobile persons” with respect to phone, compared to a 5–7% share of inactive person-days in our weekday sample. Several factors could at least partially account for these differences: the proportion of weekdays in Zumkeller’s sample is not reported (our sample showed a higher share of “phone inactivity” on weekends, although still no higher than 25%); Zumkeller’s diary collected data only on contacts “to a location different to your current location” (so many of his immobile persons may have made/received phone calls to/from co-workers at the same location, and hence would have been classified as “active” in our study); and the fact that the data collection instruments are quite different may have affected the responses in unknown ways. It will be of interest to compare these key indicators across future studies to better understand the extent to which observed differences are artifactual, contextual, temporal, or indicative of genuine cultural disparities in communication patterns.

Since respondents were allowed to choose whether to complete the diary for Sunday–Wednesday (group 0, for the purposes of the following discussion) or for Wednesday–Saturday (group 1), it was necessary to check whether day-of-the-week effects could partially account for any observed changes in communication. If a sizable number of respondents fell into group 0 in wave 1 and changed to group 1 in wave 2 (or conversely), and if communication volumes tended to differ systematically between the first part of the work week and the latter part of the work week, then wave effects (true changes in communication levels over time) would be heavily confounded with day-of-week effects.

Only two out of 12 pairs of group means for weekday average numbers of communication activities (wave 1 personal meetings and wave 2 trips) differed significantly between group 0 and group 1. Thus, even if large net shifts between day-of-the-week groups occurred across waves, it would be unlikely to affect the results. As for group stability across waves, a similar number of respondents fell into group 0 in each wave (54 in wave 1 and 57 in wave 2), but they were by no means mostly the same respondents each time. Most importantly, nearly as many respondents switched from group 0 to 1 (24) as switched in the opposite direction (27). Hence, it seems
reasonable to conclude that any systematic differences seen between the two waves can be attributed to a true wave effect and not to wholesale shifts from one day-of-the-week group to another.

4. Structural equation results

The aggregate results presented in the previous section offer a useful overview of net impacts. However, a disaggregate analysis may reveal patterns that “wash out” in the aggregate, and will provide more insight into specific relationships of one communication mode to the others. In this section, we present disaggregate structural models of these relationships. In view of the differences seen in Table 2, and our belief that different processes may govern communication generation and mode choice on weekends than during the work week, separate models were estimated for weekdays (Monday–Friday) and for weekends.

For the sake of brevity, we here present only the results for weekday communications. Weekend results are provided in Mokhtarian and Meenakshisundaram (1998), together with the correlations and standard deviations for the variables in both data sets, in keeping with accepted practice for structural equations modeling (Hoyle and Panter, 1995). The results were less interpretable for the weekend models than for the weekday models, suggesting that there may be considerably more unexplained variability in communication patterns on weekends than on weekdays. It would be of interest to estimate a combined weekday–weekend model to identify potential interactions across day type (for example, increases in weekday trips may be compensated for by decreases in weekend trips). Unfortunately, however, the sample size of 91 does not support the estimation of a 12-equation system with dozens of parameters. Such an analysis awaits replication of this methodology on a larger sample.

In this exploratory research, a number of different model specifications were tested, the general hypothesis being that any lagged endogenous variable (and any exogenous variable) could potentially affect any other endogenous variable. The (initial, untransformed) endogenous variables were the weekday average numbers of communications by each of the same six modes and submodes shown in Table 2 and discussed in the previous section. Because of the small sample size and the exploratory nature of the study, a $p$-value of 0.1 was used as the cutoff for significance. In the “best” final specifications presented here, included variables have a significance level of 0.1 or lower, except in a few cases where excluding an insignificant variable degraded the interpretability of the rest of the model. Variables that were tested for inclusion but not found to be significant in the final models included gender, a dummy variable for full-time employment status, number of full-time workers in the household, number of vehicles available to the household, commute time, and computer experience. Income was also tested in some models, but missing data on that variable would have decreased the sample size to 83, which was considered unacceptable. Education had slightly fewer missing cases but was not used for the same reason.

For the weekday data, we present two models: a direct effects model — that is, one containing both exogenous and lagged endogenous variables, and an endogenous-only effects model — that is, one in which the only explanatory variables are the lagged endogenous variables, plus the elapsed time variable and the seasonal dummies (only one of which was significant in any equation). This
latter model represents an $X \rightarrow Y_1 \rightarrow Y_2$ structure (where $X$ represents the set of exogenous variables and $Y_i$ represents endogenous variables at time $i$) rather than a structure in which $X$ and $Y_1$ simultaneously act on $Y_2$ but not on each other. The $X \rightarrow Y_1 \rightarrow Y_2$ structure may be more appropriate in this situation, in which the exogenous variables are not time-dependent and are measured at or before the wave 1 endogenous variable measurement time.

Prior to estimating the models, the data were checked for univariate and multivariate normality. Significant departures from normality were found. For the variables in the direct effects model, Mardia’s measure of multivariate kurtosis was 79.33, with a critical ratio of 14.10 (a critical ratio above 1.96 would signify departure from multivariate normality with 95% confidence). The same measure for the variables in the endogenous-only effects model was 84.75, with a critical ratio of 19.10. These results led us to transform variables as necessary to achieve approximate normality (West et al., 1995). Natural log (of the original variable plus one, to avoid taking the log of zero) and square root transformations sufficed, and Mardia’s measure for the transformed variables used in the direct effects model was 0.95, with a critical ratio of 0.17. The same measure for the variables used in the endogenous-only effects model was 5.87, with a critical ratio of 1.32.

Turning first to the direct effects model shown in Table 3, several patterns are immediately apparent. The own-mode coefficients are all positive as expected (high levels of communication by mode $j$ at time 1 are associated with high levels of the same mode at time 2) and (except for communication by information object) strongly significant. The elapsed time variable is also always positive and, in four out of six cases, highly significant. These results indicate net generation of communication activities over time.

The interpretation of the magnitude of the elapsed time coefficient is made more difficult by the nonlinear transformations of both elapsed time and the dependent variables, with the implication of a diminishing rather than constant marginal impact of an additional unit (week) of elapsed time on the (transformed) daily average communication rate. However, by reversing the transformations at sample mean values, it can be seen that the passage of another week (all else equal) would result in an average addition of about 0.14 e-mail messages per day and 0.016 personal meetings per day. It is interesting but not surprising that the newest (and in many ways most convenient) mode of communication – e-mail – is the most rapidly growing one, and that the oldest (and potentially most time-consuming) one – personal meetings – is the slowest growing. However, it is intriguing that trips have the second-highest rate of growth: the passage of another week at the sample mean number of weeks and of ln(trips) would result in an average addition of about 0.07 trips per day.

Only three cross-lagged effects are significant at $p \leq 0.1$: personal meetings have a negative effect on faxes (substitution), whereas faxes have a positive effect on information objects and trips have a positive effect on personal meetings (complementarity). In this direct effects model, then, the net generation of communication activities is combined with a few cross-mode effects which are mixed substitution and complementarity.

Several exogenous variables also appear in the direct effects model. Age has a positive effect on number of information objects sent/received. Being a manager (true for 14.3% of the estimation sample) has a marginally positive effect on phone calls ($p = 0.13$) and faxes ($p = 0.15$) made/sent/received, both of which are logical. Wave 1 data collected in the winter quarter (January–March), showed a stronger impact on wave 2 personal meetings and trips than did
wave 1 data collected in the base summer quarter. This may reflect a post-holiday dip in wave 1 personal meetings and trips (both business and social), resulting in larger differences between wave 1 and wave 2. Conversely, the fall dummy was negatively significant in the equation for e-mail, suggesting that fall e-mail activity was elevated over the summer base, which may have been affected by vacations.

Turning to the endogenous-only effects model of Table 4, all own-mode effects except for information object \( (p = 0.08) \) are again positive and highly significant, and similarly for all elapsed time coefficients except for the personal meetings equation. This time, however, several more cross-mode effects are significant (which is not surprising since other exogenous variables have been removed), and all significant cross-mode effects are positive except for the weak impact of faxes on personal meetings \( (p = 0.14) \) – the counterpart to the negative effect seen in the first model. Specifically, phone has a positive impact on information objects; information objects have a positive impact on phone and personal meetings; and personal meetings and trips each have a positive impact on the other. Collectively, there are at least marginally significant cross-mode effects in one direction or the other and of one sign or the other, among all three main modes of communication – clearly illustrating their interdependence. For this model, the predominant effect is net generation, with some cross-mode complementarity. However, although some of the complementarity effects (notably the phone–object relationships) are between electronic modes.

<table>
<thead>
<tr>
<th>( \ln(\text{Phone}_2) )</th>
<th>( \ln(\text{Fax}_2) )</th>
<th>( \ln(\text{E-mail}_2) )</th>
<th>( \ln(\text{Object}_2) )</th>
<th>( \ln(\text{Personal meetings}_2) )</th>
<th>( \ln(\text{Trips}_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln(\text{Phone}_1) )</td>
<td>0.56 (6.62)</td>
<td>0.45 (4.18)</td>
<td>0.29 (1.86)</td>
<td>( \ln(\text{Fax}_1) )</td>
<td>0.23 (1.85)</td>
</tr>
<tr>
<td>( \ln(\text{E-mail}_1) )</td>
<td>(-0.16) ((-1.98))</td>
<td>( \ln(\text{Object}_1) )</td>
<td>( \ln(\text{Personal meetings}_1) )</td>
<td>( \ln(\text{Trips}_1) )</td>
<td>0.12 (3.69)</td>
</tr>
<tr>
<td>( \ln(Trips_1) )</td>
<td>0.26 (1.53)</td>
<td>0.25 (1.45)</td>
<td>( \ln(\text{Age}) )</td>
<td>( \ln(\text{Household size}) )</td>
<td>0.13 (1.17)</td>
</tr>
</tbody>
</table>

\(^a\) Numbers in parentheses are \( t\)-statistics.  
\(^b\) Blank cells in this table represent “structural zeroes”, that is coefficients constrained to be zero in the model. Some insignificant \((p < 0.1)\) coefficients are retained, only when doing so improves overall interpretability. “Ln” refers to the natural log and “sq” to the square root transformations of the original endogenous variables, which are measured as the weekday average numbers of communications by the mode or submode in question.
and modes involving travel, the “classic” relationship between electronic modes and personal meetings or trips is not significant in either direction here.2

Various fit measures for the two models are presented in Table 5 (see, e.g., Arbuckle, 1997; Hoyle, 1995; and the references cited therein for a more complete discussion of fit measures). Both models fit the data well. On every measure, the endogenous-only effects model of Table 4 is either essentially equivalent or markedly superior to the direct effects model of Table 3, lending support to the previous suggestion that the conceptual relationships implied by the endogenous-only effects model are more appropriate for this empirical context.

It is of interest to analyze the estimated cross-equation correlations of the error terms in the model. These are presented in Table 6. The results are quite similar for both the direct effects model and the endogenous-only effects model, and quite interpretable. The largest correlation (0.57) is between the equations for personal meetings and trips, reflecting the conceptual overlap between those two variables: the implication, not surprisingly, is that much of the unexplained variation in these two variables is due to sources common to both. At the other end of the

Table 4
Endogenous-only effects model – weekdaya (N = 91)b

<table>
<thead>
<tr>
<th></th>
<th>ln(Phone2)</th>
<th>sq(Fax2)</th>
<th>ln(E-mail2)</th>
<th>ln(Object2)</th>
<th>ln(Personal meetings2)</th>
<th>ln(Trips2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(Phone1)</td>
<td>0.55 (6.55)</td>
<td>0.45 (4.21)</td>
<td>0.29 (2.24)</td>
<td></td>
<td>-0.13</td>
<td>(-1.50)</td>
</tr>
<tr>
<td>sq(Fax1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.16 (2.69)</td>
<td>0.57 (7.11)</td>
</tr>
<tr>
<td>ln(E-mail1)</td>
<td>0.25 (3.49)</td>
<td></td>
<td>0.52 (5.90)</td>
<td>0.20 (1.81)</td>
<td>0.22 (2.88)</td>
<td>0.32 (3.57)</td>
</tr>
<tr>
<td>ln(Object1)</td>
<td></td>
<td>0.45 (4.21)</td>
<td>0.20 (1.81)</td>
<td>0.16 (2.69)</td>
<td>0.22 (2.88)</td>
<td>0.32 (3.57)</td>
</tr>
<tr>
<td>ln(Personal meetings1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.17 (2.44)</td>
<td>0.14 (6.01)</td>
</tr>
<tr>
<td>ln(Trips1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.23 (1.75)</td>
<td>0.24 (2.27)</td>
</tr>
<tr>
<td>sq(Elapsed weeks)</td>
<td>0.086 (2.73)</td>
<td>0.055 (3.66)</td>
<td>0.17 (4.77)</td>
<td>0.11 (2.24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter dummy variable</td>
<td>0.60 (2.97)</td>
<td></td>
<td></td>
<td></td>
<td>0.23 (1.75)</td>
<td>0.24 (2.27)</td>
</tr>
</tbody>
</table>

a Numbers in parentheses are t-statistics.
b Blank cells in this table represent “structural zeroes”, that is coefficients constrained to be zero in the model. Some insignificant (p < 0.1) coefficients are retained, only when doing so improves overall interpretability. “Ln” refers to the natural log and “sq” to the square root transformations of the original endogenous variables, which are measured as the weekday average numbers of communications by the mode or submode in question.

Complementarity effects were much stronger and more pervasive for the final endogenous-only weekday effects model on the original untransformed variables. For this model, 14 out of 17 cross-mode effects retained in the model were complementary. In particular, the positive impacts of trips on the three telecommunications submodes were among the strongest relationships of the model (largest \( p = 0.001 \)), whereas the three substitution effects were all marginal (\( p \)-values between 0.09 and 0.17). Recall, however, that the untransformed variables violated the multivariate normality assumption required for estimation of structural equation model parameters. Although estimation results can be robust with respect to limited departures from normality, the violation in this case was extreme enough to arouse concern. Hence, although these results cannot be given too much weight, they are certainly suggestive and call for additional investigation with larger samples.

2
spectrum, the smallest correlations (−0.06–0.07) are those between the unobserved variables for the e-mail equation and those for all other equations – reflecting the unique nature of e-mail among the communication modes studied here. The other correlations lie distinctly between these two extremes, indicating a moderate level of commonality among unobserved variables for these equations.

5. Discussion

This study applies disaggregate longitudinal structural equations modeling to analyze the inter-relationships among various modes of communication at the individual level. Net generation of communication was found over a six-month period. Among cross-mode impacts, complementarity appeared more often than substitution, but relationships specifically between electronic forms of communication and personal meetings or trips were not significant in either direction for the final models on the transformed variables.

It is interesting to note that the model results of generation and complementarity would not necessarily have been expected based on an examination of the aggregate data shown in Table 2 alone. Adding the average number of activities per day across the six communication modes
studied shows a slight decline for weekdays, from 40.22 “total” daily communications in wave 1 to 37.76 in wave 2 (the total for weekends increases negligibly, from 15.90 to 16.01). Declines occurred in four of the six individual categories (for weekdays), although as indicated earlier, for only two of those, phone and personal meetings, were the changes statistically significant (whereas neither of the increases in the remaining two categories was significant). Clearly the models, by accounting for disaggregate-level interactions among all variables, are able to identify relationships that are not apparent at a purely aggregate level.

Several aspects of the analysis presented here point to the special character of e-mail among the communication modes studied. Especially for weekdays, the aggregate data show that the percent of person-days on which e-mail communication took place increased across waves, while the same indicator decreased for phone, fax, and personal meetings. The magnitudes of the elapsed time coefficients in the structural equations models show that, all else equal, e-mail is the fastest-growing mode among the six studied – increasing almost twice as fast (at mean values) as the second-fastest-growing mode in the direct effects model. Also, the cross-equation error term correlations show that the unobserved variables affecting choice of e-mail are relatively distinct from those affecting other communication modes. These results are doubtless influenced by the context in which the data were collected (that is, adoption of a communication system facilitating access to the Internet); it would be of interest to examine whether they hold under more general conditions. We speculate that e-mail will continue to show relatively rapid growth and distinct influences, due to its ease of use and increasing ubiquity.

The empirical evidence for complementarity specifically between telecommunications and travel is not very strong in the final models presented here. On the other hand, the evidence for net substitution is even weaker. Other recent disaggregate, but cross-sectional, studies of these relationships have found evidence of complementarity. Zumkeller (1996) concludes that “the
complementary factor of the interrelationship between travel and communication is much stronger than the substitutional one”, since high levels of tripmaking were found to be associated with high levels of communication activity. A KMPG (1997) study of Dutch respondents found that heavy users of information technology traveled about the same amount overall as an otherwise similar comparison group, but the heavy IT users had considerably greater work-related travel.

Thus, given the conceptual nature of the relationships between telecommunications and travel described here and elsewhere (e.g., Mokhtarian, 1990), and the accumulating empirical evidence supporting a predominant effect of complementarity (in addition to the studies just described, see Mokhtarian and Salomon, 1997), it appears unlikely that telecommunications will noticeably reduce travel at a system level. In fact, it is telling that, while the fastest-growing communication mode in this sample was the newcomer e-mail, the second-fastest-growing mode (seen by the magnitudes of the elapsed time coefficients in both models) was travel. Clearly, trips are not giving way to telecommunications.

We believe that the longitudinal structural equations modeling approach holds considerable promise as a way to analyze the multi-directional relationships among different means of communication. In particular, it offers the ability to simultaneously model both communication generation and mode “choice”, so to speak, and therefore to identify the net effects of what may be counteracting tendencies – e.g., substitution of phone by e-mail (an effect observed in the final models on the untransformed variables) simultaneously with generation of new communication in both modes. As such, we see this approach as a logical way of breaking out of the narrowly focused, unidirectional analyses of the impacts of a particular telecommunications application (such as telecommuting) on travel that have been the norm to date. The early results presented here at least tentatively support the speculation offered in Section 1 – that the narrowly focused studies are more likely than this broader approach to find a substitution effect, simply because complementarity effects may be more indirect and long-term.

As initially applied here, however, the approach had several limitations. One obvious limitation was the small sample size, which made the original sample especially susceptible to the effects of outliers before they were removed, reduced the precision with which effects could be estimated, and precluded more sophisticated models of interaction. Interactions of interest include those (1) across day type (weekday versus weekend); (2) among finer categories of submodes (e.g., distinguishing fixed location phone calls from mobile phone calls); (3) between sent versus received communications; and (4) using other distinctions identified within the data collection instrument (e.g., location of the respondent – work, home, other – and time period – morning, afternoon, evening – when the communication occurred). This limitation is presumably easily remedied in future studies.

More substantively, simply counting the number of communication events in each category is a rather crude measure of activity. No indication of the total time spent in each communication mode was available, so (as mentioned in Section 2) findings of a net increase in number of communications may not translate to an increase in time spent on communication. More subtly, there may be cross-mode complementarity when number of events is the measure, but substitution when time is the measure (for example, one may replace a single trip with several phone calls and an object delivery, but still spend less total time in communication than the trip would have involved).
Using number of events rather than time as the indicator of communication activity is analogous, in a purely travel context, to analyzing number of trips rather than distance traveled: it is useful as far as it goes, but incomplete. Thus, applying the methodology described here to modeling time spent in each communication mode is an obvious improvement (although not perfect, as argued in Section 2), and one which is relatively easily accomplished (at the cost of an increased reporting burden on the respondent).

Another shortcoming of the approach as applied here is that inference of causality is limited and indirect. With only two waves, six months apart, wave 1 measures cannot be assumed to “cause” wave 2 measures in the strictest sense of the word. As discussed earlier, however, resolving this issue is not straightforward, theoretically or practically. Nevertheless, even the observation that wave 1 measures are “associated with” wave 2 effects is worth making. One context in which causal inferences would be stronger is in a before-and-after study involving some type of intervention, with a control group not receiving the intervention. An example might be analyzing the communication and travel impacts of a new teleshopping service by comparing before-and-after relationships of those who receive the service to an otherwise similar group of respondents who do not receive the service. Future application of this methodology in such a context would be valuable.

Obtaining richer disaggregate data on communication activities, from larger and more representative samples, presents some formidable measurement challenges, as we have outlined here. Nevertheless, they are challenges worth tackling, in return for the improved insight into communication–travel relationships which is sure to result.
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