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The progress of modern technology is dominated by shrinking component size (with a goal of reaching angstrom scale resolution), particularly with respect to electronics and optimization of common industrial processes such as heterogeneous catalysis. Understanding of such systems lies at the upper end of applicability for first-principles calculations and existing theoretical models, and a scientific framework is needed to understand, predict, and control these systems at the molecular level. My research has focused on organic molecules adsorbed on a Cu(111) surface as model systems, studied experimentally by means of scanning tunneling microscopy (STM) as well as theoretically by density functional theory (DFT) and development of simplified explanatory models. Results of this investigation show that: 1) on Cu (111) full monolayer coverages of acetylene undergo long-range ordering which at short-range is driven by a need to minimize localized stress induced in the upper substrate layers by adsorption while at longer ranges DFT finds an oscillatory interaction that correlates well with the surface state, 2) long-range ordered networks of anthraquinone (AQ) are found to mold the surface state into
optimized quantum dots – this need for optimization under the constraint that neighbors must form H-bonds drives formation of the network at the precise size and shape observed in STM, 3) CO molecules co-adsorbed into the AQ network’s pores titrate the surface state quantum dots and experience increased mobility, 4) the adsorption of anthracene modified with chalcogen linkers onto Cu (111) when viewed within a molecular orbital theory framework yields a chemical explanation for the diffusion behavior observed in STM. In combination, these observations and derived explanatory models help to characterize and quantify the fundamental physics underlying the interactions of adsorbates with one another and with the Cu (111) substrate, in a broader context acting as a model for other confined surface systems where the same kinds of interactions play a dominant role.
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Chapter 1 Introduction

1.1 Overview

This dissertation is a compilation of the work I have done as a member of the Bartels research group, an experimental group in the area of Physical Chemistry. My work, however, has been primarily theoretical in nature, complementing and providing insight into the scanning tunneling microscopy (STM) studies that have been performed in our lab. The underlying theme that ties each of the studies presented here together is that they are all attempts to observe and make sense of the fundamental physics and chemistry involved in the behavior of organic molecules adsorbed to a Cu (111) surface.

The analyses I have performed on these types of systems fall into two broad categories: 1) calculations to directly interpret acquired STM data and 2) formulation of physical models to explain the behavior observed in the STM data. In the first case ab-initio electronic structure calculations are performed using Density Functional Theory (DFT) while in the second case, calculations and model development are performed at whatever degree of simplification is appropriate given the nature of the problem and the data available. In this introductory chapter I will therefore provide a brief introduction to DFT (section 1.2) as well as discuss the software and computational resources used to perform DFT calculations (section 1.3). Chapter 2 provides an introduction to STM from a theoretical perspective and details how low temperature STM images can be interpreted by comparing to electronic structure calculations – these techniques are then put to use in Chapter 3 where the details of adsorption of a monolayer of acetylene to the Cu (111) surface are deduced from STM images. Chapters 4 through 6 are concerned with using simplified models to understand the formation of long-range ordered networks of
anthraquinone (AQ) on Cu (111) and then using those networks as a system of regular pores to study the effects of 2D confinement that they impose on subsequently deposited CO molecules. Finally, in chapter 7 I develop a molecular orbital theory interpretation of DFT calculations in order to understand the effects of electronic structure on the adsorption and diffusion of three related anthracene derivatives (one of which is AQ, the same molecule studied in chapters 4 through 6) on Cu (111).

1.2 Introduction to DFT

DFT is a method for determining the ground state electronic density of a many-body electronic system. The key insight of DFT is that if a system is in its ground electronic state, then the associated electron density contains all of the knowable information of the many-body electronic system; knowing this density is tantamount to knowing all of a ground-state system’s properties. Its use applies to systems in which a zero temperature assumption is appropriate and additionally relies on the Born-Oppenheimer approximation allowing for determination of the minimum energy geometries of molecules and crystals according to the Hellman-Feynman theorem. DFT has enjoyed some measure of success in the past decades due to the fact that compared to other ab-initio techniques of similar accuracy, it is computationally inexpensive. The reason for this is that DFT focuses on electron density $n(\vec{r})$ as its fundamental quantity whereas more traditional techniques focus on the many-electron wave function $\varphi(\vec{r}_1 \vec{r}_2 ... \vec{r}_N)$, which can itself most generally be written as a (potentially infinite) linear combination of Slater determinants of single-electron wave functions (i.e. it is a member of Fock-space). So, ignoring spin, a problem with $3N$ variables (where for systems of interest the number of electrons $N$ is quite large) has been reduced to one with 3 (at least in principle).
The ground state is found by minimizing a functional whose output is the system’s
electronic ground state energy and whose input is the density. That is, the ground state energy
is given by $E_0 = E_0[n]$, and the ground state density $n_0$ is that density $n$ for which $E_0[n]$ is
minimized. That this is at all possible was established in 1964 by Kohn and Hohenberg.[7]
Unfortunately, however, their proof was not a constructive proof: they showed that such an
energy functional exists but not the details of its mathematical form. A year later in 1965 Kohn
and Sham developed a commonly used scheme to approximate the (to-this-date) yet unknown
“universal” energy functional.[8] They did this by exchanging the problem of working with the
density ($n$) of a system of interacting electrons for working with the density ($n_s$) of an auxiliary
system of independent electrons under the influence of a potential designed to yield $n_s(\mathbf{r}) = n(\mathbf{r})$. Because the auxiliary electrons are independent, the auxiliary density can be written as
$n_s(\mathbf{r}) = \sum_{i=1}^{N} \langle \epsilon_i | \mathbf{r} \rangle \langle \mathbf{r} | \epsilon_i \rangle$ where the $| \epsilon_i \rangle$ are called the Kohn-Sham (KS) orbitals; as such, they are
considered to be effective orbitals, acting as single-particle wave-vectors representing each of
the independent electrons of the fictitious non-interacting system.

Similar reasoning as applies to the well-known Hartree-Fock (HF) method applies here:
the Kohn-Sham orbitals can each be considered to be solutions to their own single-particle
Schrödinger-like equation (called a KS equation):

$$\left( \hat{T}_S + \hat{V}_S[n] \right) | \epsilon_i \rangle = \epsilon_i | \epsilon_i \rangle,$$

where $\hat{T}_S$ is the standard single-particle kinetic energy operator and $\hat{V}_S[n]$ is a potential operator
which itself is a functional of the density $n$. Since the density depends on the KS orbitals, the
above equations must be solved iteratively, where an initial guess for the electron density is
supplied, the KS equations are solved using that original density and then their orbitals are used
to generate a new “improved” density that is input into the next iteration. The final density $n_s$
that is found after some number of iterations is said to be self consistent in that, when input into $\hat{P}_S[n]$ in the KS equation, it yields KS states whose calculated total density is $n_e$ (if this were not the case, then the KS equations would not be consistent with themselves).

There are at least two advantages and one disadvantage that I can think of to this technique. The disadvantage is that the 3 variable problem of solving for the density has now been replaced with a 3N variable problem of finding the auxiliary single-particle KS orbitals; this is considered acceptable because at least now the KS orbitals can be solved pseudo-independently from one another (they are not truly independent in so much as the potential is updated each iteration with all of the KS orbitals combined), which is still better than e.g. trying to work with a linear combination of Slater determinants rather than just one.

One advantage of this technique is that it allows us to separate the problem of approximating the universal functional into 1) parts that are well known in terms of either single-particle wave-functions or in terms of the density, and 2) parts that are approximated (because their dependence on the aforementioned variables is not known, or out of convenience; for example, the HF exact exchange energy could be included as a “known” term, however is often approximated instead). The “well known” parts include: the non-interacting kinetic energy, the original potential from the interacting problem (due to the atomic nuclei), and the potential due to interaction of each electron with the mean field of all other electrons in the system. Everything that is left is lumped together and called the exchange-correlation functional, for which there is an annoying abundance of approximations (each potentially useful for certain classes of systems, but none of which that is universally applicable).

The second advantage alluded to above is that the KS orbitals themselves, while not having a precise physical meaning beyond being an auxiliary system of orbitals, do act as a
perfectly good basis (they are ortho-normal to one another and form a complete set) with which to decompose the system whose ground state they were used to calculate, or as will be discussed in chapter 7, any closely related system. In this sense they can be thought of as providing “chemical” insight even if their precise physical meaning is not well understood (at the very least, the KS orbitals offer a mathematically well-defined partitioning of the total charge density which does have a precise physical meaning); in fact, it has been argued that the KS orbitals provide an equally good, if not better basis for an molecular orbital theory analysis.[9, 10]

Finally, for those readers who would prefer to see derivations of the fundamental concepts of DFT in rigorous detail, I suggest [11, 12] and/or [13]. These books won’t help anyone perform any actual DFT calculations, but provide a solid mathematical and physical foundation as to why DFT calculations can be believed to solve the many-body electronic ground state problem in the first place; in my opinion, it is important to check whether your tools actually function as advertized.

1.3 Software and Resources used for DFT and other Calculations

Despite the comparative efficiency of DFT to other ab-initio methods, it is still computationally costly and in order to investigate systems of interest it is necessary to bring many resources to bear. The software used for the calculations presented herein consisted primarily of Vienna Ab-initio Simulation Package (VASP) and Mathematica.

VASP takes a set of atomic coordinates as well as what specific atoms are located at those coordinates as input, performs DFT calculations on those input systems, and then outputs relevant information about their electronic structure and the final geometries they assume as a result of energy minimization. Because DFT is fundamentally an approximation (particularly in
the absence of a “universal” energy functional), and because it is performed on computers which themselves are only capable of manipulating discrete and finite quantities, it is also necessary to specify many additional input parameters aimed at optimizing the quality of the calculations performed while not overburdening the computational resources being utilized. Additionally, the input and output of VASP consist only of text files (and one large binary file whose internal data format/arrangement is poorly documented), and VASP provides little in the way of analysis tools or user interfaces. For these reasons I developed a library of Mathematica functions to aid in generating appropriate input as well as being able to manipulate and analyze the raw output of VASP into useful information. Mathematica notebooks also provide a nice analog to the concept of a lab notebook in that one can keep a somewhat chronological record of calculations performed on any given problem (if one chooses to).

The modeling and calculations that I performed in chapters 4 through 6 do not include DFT calculations (except by collaborators) but instead involve statistical tracking of diffusing molecules as well as single-particle type calculations to create models of the systems concerned. These works were also performed using Mathematica notebooks.

As already noted, VASP calculations require substantive computational resources in order to produce useful data during the limited lifespan of a human being. For this reason I assembled a small linux cluster of computers purchased from various sources with the dedicated purpose of performing VASP calculations. I also wrote software (in Java) to allow monitoring of calculations in progress from a web page (figure 1.1). Additionally we have limited access to resources at the National Energy Research Scientific Computing Center (NERSC) which were also used for many of the VASP calculations reported on in this collection of works.
Figure 1.1 Screenshot of webpage for monitoring VASP jobs.
Chapter 2

*Introduction to Scanning Tunneling Microscopy (STM): interpretation and simulation of STM images*

### 2.1 Observing Charge Density

All of the work presented in this dissertation is directly related to STM studies performed in the Bartels lab. As such it is appropriate to introduce the fundamental physical principles of operation of the STM with regards to what observables it measures and how to interpret those measurements. In what follows I will describe STMs as they specifically apply to our experiments, so for example, while an STM can be used to probe a variety of metallic surfaces (as well as other types of surfaces), I will refer to it as specifically being used to analyze a Copper surface. With that in mind, STM is an indispensable experimental tool for probing the electronic, geometric, and other physical properties of organic molecules adsorbed at the Cu (111) surface. To a good approximation, the principle observable measured by an STM is the energy-integrated electron density at any point within a 3D volume ranging from roughly 3 Å to 10 Å above the Cu (111) surface, and laterally on the orders of 10s or 100s of nm (Figure 2.1). Symbolically we can say that the measured quantity is:

\[
\rho_{\text{int}}(\vec{r}_{\text{tip}}, V) = \int_{E_F}^{E_F+eV} \rho_E(\vec{r}_{\text{tip}}) \, dE,
\]  

**(EQ 2.1)**

where \(\rho_E(\vec{r}_{\text{tip}})\) is the probability of finding an electron at position \(\vec{r}_{\text{tip}}\) having energy \(E\), \(e\) is the magnitude of the charge of the electron, and \(V\) is a supplied bias voltage which determines the
energy range of integration. Absolute value signs indicate that regardless of whether $V$ is chosen to be positive or negative, the integrated charge density should be a positive quantity. It is typical to denote the direction normal to the surface as the Cartesian coordinate $z$, and the coordinates in the plane of the surface as $x$, and $y$ so that $\vec{r}_{\text{tip}} = (x,y,z)$.

![Figure 2.1](https://example.com/fig2.1.png)

**Figure 2.1** Basic setup of the tip sample junction illustrated on a Cu(111) surface with one adsorbed molecule in the scan region. Blue dashed lines indicate a typical volume in which the tip is confined, the lateral dimensions defining the chosen scan region (on the smaller side of what we typically choose).

### 2.2 Tip Sample Junction

To understand where the expression of equation 2.1 comes from it is necessary to consider the electrostatic setup of a typical STM scanner, which most simplistically consists of a sample (a Cu surface decorated with adsorbed molecules) and a sharp metallic tungsten (W) tip separated by several Angstroms of vacuum. Figure 2.2(c) shows a typical potential (on the left half of (c)) as seen by an individual electron under the influence of a Cu (111) surface and an adsorbed molecule; this serves as a good example of the electrostatic makeup of the sample. The potential due to the STM tip is also included on the right half of figure 2.2(c). The red line indicates the Fermi level of the sample, $E_F$, the highest energy occupied by an electron bound to
this system at zero temperature; also shown is a red line for the Fermi level of the tip $E_{F_{\text{tip}}}$. For simplicity the potential energy surface seen by an electron has been collapsed down to 1 spatial dimension by averaging along the $x$ and $y$ spatial directions (dark blue graph) and separately by considering only a cut through the middle of the sample and tip (light blue graph); both ways of representing the potential lose information, given that it exists over 3-dimensional space. Classically any sample electron with energy at or below $E_f$ should be in the potential well created by the Cu, however because of its quantum nature an electron always has a finite possibility to be observed in the regions with a potential energy higher than its energy. In particular, such an electron can be found in the vacuum region ($z > h$) above the sample: Figure 2.2(a) shows the charge density averaged in the same way as the potential, with an inset illustrating that even in regions where the charge density appears to be flat it is finite and decaying exponentially. If the electron is to be observed in this region, then some probe must be placed in proximity to the sample, resulting in an end to the potential energy barrier of the vacuum at the height where the electron is to be measured. There is therefore a finite probability that an electron can cross this barrier and enter into the probe; this is by definition the phenomenon of tunneling and is where the word tunneling in STM comes from.

The W tip is positioned above the sample (at higher $z$) so that there is still vacuum between tip and sample, and the potential created by the tip has minimal influence on that of the sample. The Cu sample is biased relative to the tip, typically so that electrons see the tip as lying at lower potential energies (right half of figure 2.2c), and we speak of the STM as having negative sample bias (electrons are repulsed from regions of lower voltage – i.e. such regions have a higher potential energy). In this configuration, a continuum of unfilled conduction band states lie above the tip’s Fermi level $E_{F_{\text{tip}}}$, but below that of the sample, $E_f$. If the tip and sample
systems were brought into direct physical contact, the vacuum barrier between them would disappear and equilibrium conditions would require that electrons flow from the sample into the empty tip states until the Fermi levels of sample and tip become equal. With the barrier held intact, only a trickle of electrons whose energies are equal to the unfilled states of the tip, are able to tunnel from the sample into the empty tip states where, due to the setup of the STM, they are transported away from the tip/sample junction. In this sense, the tip states lying between $E_{F_{\text{tip}}}$ and $E_F$ appear to remain unfilled on the timescale of electrons tunneling from the

![Figure 2.2](image_url)

**Figure 2.2** Electronic configuration of the tip-sample junction. (a) Total charge density of sample electrons averaged along the $x$- and $y$-directions. (b) Total charge density integrated along the $y$-direction (left), and hypothetical configuration of W atoms at the tip apex (right). (c) Dependence of the potential energy on $z$ for a case of negative sample bias. These potential energy diagrams were generated using DFT calculations, though have been modified to simplify their appearance.
sample. Likewise the Cu acts as a reservoir of electrons and is easily able to replenish those that tunneled across the barrier. By amplifying the signal associated with this trickle of electrons, it is possible to detect and record a current which, by association, is called the tunneling current.

2.3 Why Tunneling Current is Proportional to Charge Density

At this point in the description, it is already possible to motivate the claim of equation 2.1. If the tip is really acting as a minimally invasive probe that registers a current every time it encounters a tunneling electron, it can be argued that the tunneling current (the true measured quantity) is proportional to the probability of finding one of the sample’s electrons in the vacuum region where the tip is located, but only for those sample electrons lying between \( E_{F,\text{tip}} \) and \( E_F \). To my knowledge there are two ways to arrive at equation 2.1 more rigorously: that due to Tersoff and Hamann[14] which centers around use of Fermi’s golden rule to describe the probability of sample states transitioning into empty tip states over time, and that due to Bracher et al.[15] which reframe the problem in terms of a quantum mechanical probability current density and scattering theory. I present a brief version of the latter derivation in appendix A for reference.

2.4 Imaging

Based on the derivation provided in appendix A, under the assumption of a delta-function tip, the tunneling current measured by the STM should therefore be given as

\[
I \propto \int_{E_F}^{E_F+eV} dE \rho_E(\vec{r}_{\text{tip}}),
\]

where again, \( \vec{r}_{\text{tip}} \) is the location of the tip. Under ordinary operation, the position \( \vec{r}_{\text{tip}} \) is raster scanned along the xy-plane (the plane of the substrate surface) while the current \( I \) is continually measured. A feedback control loop is implemented via digital signal processing (the analog
current signal is converted to a digital representation, processed, and then the feedback response is converted to an analog voltage signal) to maintain constant current at a desired set-point by adjusting the tip’s z-position relative to the surface. If the measured current exceeds the set-point (in magnitude), then z is increased: the exponential drop-off of electron density into the vacuum (inset of figure 2.2(a)) above the sample guarantees that a lower current will be achieved. Similarly, if the measured current falls below the set-point, then z is decreased. In this way, a surface of constant integrated charge density is traced out by the tip as it rasters the sample (figure 2.3).

The z-coordinate of the tip is recorded for each x,y position so that a map of the surface of constant integrated charge density (or iso-surface) is created. Typically this map is displayed as a grayscale image in which positions with higher z are displayed as closer to white on the grayscale spectrum while positions with lower z are displayed as closer to black on the grayscale spectrum (see figure 2.3). Figure 2.3 is slightly misleading in that true STM scans are typically done over a square or rectangular region (neglecting imperfections in the mechanics of rastering a tip at slightly fluctuating temperatures over scales on the order of 10s or 100s of nm); however, the calculated images (as presented in the figure) will necessarily take on the shape of the repeated unit cell (VASP calculations are performed under periodic boundary conditions).

2.5 Simulating an STM Image

The first level of simulation of an STM image occurs in the mind of the researcher performing a scan of a given sample. By just looking at an image we can predict that regions that are lighter in color represent one of two possibilities: either 1) the region is physically higher than its surroundings so that the charge density iso-surface will also necessarily be physically higher in that region, or 2) the region might be roughly the same height as its
surroundings but contains a higher charge density (i.e. it is somehow chemically different) in which case the charge density iso-surface must deform upward around that region of higher density. We can come to the opposite conclusions for regions in an STM image that are darker than their surroundings. All of this comes with the caveat that because we do not necessarily know the precise nature of the tip (for example has a molecule desorbed from the sample and attached itself to the tip?), the details of how it interacts with the underlying sample may vary in misleading ways.

So, not necessarily trusting our first intuition, or perhaps just wanting some deeper insights into the details of what is being observed, the next step is to simulate an STM image with a computer. Figure 2.3 illustrates that the process of simulating an STM image in this way is, under ideal conditions, as simple as mapping out a surface of constant integrated charge density, roughly associated with some height above the Cu surface. The integrated charge density (in the form of a 3D array) is a readily available output quantity from VASP in a text file called PARCHG, so long as we restrict ourselves to approximate the energy range ($E_F$ to $E_F + eV$)

![Figure 2.3 Iso-surface of integrated charge density above a sample containing an adsorbed acetylene molecule, illustrating how the iso-surface is converted to a gray-scale image.](image)
as being a range of KS energy eigenvalues rather than true energies (empirically it can be seen that this approximation works quite well, see e.g. Chapter 3).

There are, however, many imperfections in a real system (and with the approximations made thus far) which may need to be accounted for in some way. One immediate problem is that, while we know that the tip traces out an iso-surface, we do not know which iso-surface (i.e. which specific charge density) to trace out. Using the knowledge of reasonable tip-sample distances indicated previously, we can find the charge densities associated with such distances above a clean Cu surface (as calculated by DFT), and use those values as a set of iso-surfaces to generate simulated images for, and then compare to the actual experimental images.

Furthermore, it should be expected that under ordinary experimental conditions there are vibrations which effectively cause the precise location of the tip relative to the sample to be “blurred” on time-scales faster than data recording (e.g. zero-point vibrations) and slower than data recording (e.g. mechanical vibrations of the STM vacuum chamber and surrounding environment). Additionally, as pointed out in appendix A, the precise geometric and electronic makeup of the tip is unknown, so that the assumption of a point-like delta-function tip may not be appropriate. I find that many of these issues can be addressed on a phenomenological level by replacing point-like sampling of the integrated charge density with sampling of a Gaussian or multiple Gaussian’s about the tip position (this should help account for vibrations on timescales faster than the STM sampling rate as well as the unknown, but presumed, electronic and geometric features of the tip) and additionally post-processing the simulated images with Gaussian blurs (which should help to account for vibrations on time scales slower than the sampling rate – in fact, on the experimental side of things, raw STM images in particular are often blurred/smoothed in post processing in an attempt to improve image quality). The
success of this phenomenological technique is apparent in the high level of agreement between the simulated and experimentally acquired images of Chapter 3, and can even lead to a better understanding of the makeup of the tip itself.
Chapter 3

Acetylene on Cu(111): Imaging a Molecular Pattern with a Constantly Rearranging Tip


3.1 Abstract

Acetylene on Cu(111) is investigated by scanning tunnelling microscopy (STM); an adsorption pattern previously derived from diffraction measurements can be validated, if the variation of the STM image transfer function through absorption of an acetylene molecule onto the tip apex is taken into account. Density functional theory simulations point to a balance between short-range repulsive interactions of acetylene/Cu(111) associated with surface stress and longer range attractive interactions as the origin of pattern formation.

3.2 Introduction

Acetylene is one of the platform chemicals of today’s chemical industries; innumerable everyday compounds as well as specialty use ones can be traced to acetylene as a foundation feedstock.[16] A significant portion of the processes by which these are made relies on heterogeneous catalysis, and copper is a metal found in many industrial catalyst compositions. This renders understanding the interaction of acetylene with the thermodynamic equilibrium (111) surface of copper an obvious goal. Furthermore, acetylene is one of only a few (organic) molecules with 4 atoms or fewer and thus presents an excellent model system to study fundamental metal-organics interactions at limited complexity. In this manuscript, we describe real-space scanning tunnelling microscopy (STM) investigations of acetylene on Cu(111) and
apply density functional theory (DFT) modelling to elucidate the particular STM imaging mode in the presence of an acetylene molecule at the tip apex.

Prior investigation revealed that acetylene adsorbs on Cu(111) with its carbon-carbon bond lying across a bridge site [17, 18] and with its hydrogen atoms each pointing away from the surface as shown in figure 3.1(a), in contrast to the linear character of acetylene in the gas phase. Isolated acetylene molecules have been imaged on Cu(111) by Konishi et al. [19] and on Cu(100) by Stipe et al. [20]. At higher coverage, reciprocal space data, i.e., low energy electron diffraction (LEED) [2], indicates a \( \begin{pmatrix} 2 \\ 0 \\ 1 \\ 4 \end{pmatrix} \) pattern, in which two molecules at different rotational orientations are found in each unit cell (figure 3.2(a)). This work provides real-space validation of this pattern and explores fundamental aspects of the acetylene substrate interaction.

Imaging acetylene coverages on Cu(111) we find a pronounced sensitivity of the STM image to the tip condition in a very particular way: acetylene is found to form rows of molecules, as predicted by LEED, but the contrast between adjacent rows varies considerably,
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*Figure 3.1 (a)* DFT-simulation of acetylene adsorbed on a Cu(111) bridge site. *(b)* simulated image (bottom left, blue) and STM image (top right, orange) of an isolated acetylene molecule on Cu(111) highlighting the good correspondence between simulations and measurement; STM Parameters: Bias = -1.9 V, Current = 0.1 nA, Image Size = 8 Å x 8 Å.
sometimes making them appear practically identical, sometimes fundamentally different. This prevents direct correlation between an STM image and any particular adsorption structure; no information on the molecular orientation or registry in neighboring adsorption rows can be obtained in a straight-forward way from STM images. Using DFT modelling of the adsorption configuration, we are able to show that the particular imaging contrast is caused by attachment of an acetylene molecule to the STM tip apex in a fashion that allows it to adjust itself dynamically to the orientation of the substrate acetylene rows directly underneath the tip, thus generating an image transfer function sensitive to the local rotational orientation of the surface pattern.

Variation of imaging conditions induced by the transfer of non-metallic species on the tip apex was first reported two decades ago by Eigler’s group in the context of experiments in which Xenon atoms acted as atomic switches.[21, 22] Molecular adsorption has been shown by Rieder’s group to provide chemically sensitive contrast[23] and, since then, numerous contrast modes in STM based on related phenomena have been reported.[24-26] We believe that these
findings for acetylene are distinct to the extent that they involve dynamic reorientation of the molecule at the tip apex in a fashion determined by and sensitive to the orientation of the substrate adsorption pattern. Modelling this behaviour, we can achieve high-fidelity agreement with the images obtained by STM, confirming the predictions from LEED measurements in real space and ruling out the presence of alternative adsorption patterns.

3.3 Experimental Setup

All STM measurements proceeded on a Cu(111) substrate cleaned by cycles of sputtering and annealing. The cleanliness of the sample was ascertained by imaging at ~85K followed by exposure to 10⁻⁸ Torr for 1.5 minutes (~0.9 Langmuir) of acetylene (99.6% pure, Airgas) on the cryogenic sample. Immediately following exposure, the sample was allowed to warm to room temperature over 45 minutes for annealing of the adsorbate coverage, and then re-cooled for imaging.

DFT calculations use the VASP code[27-30] with the Generalized Gradient Approximation (PBE-GGA) [31, 32] for the exchange-correlation functional and a projector-augmented-wave (PAW) basis[33, 34]. All results are optimized so that the remaining forces are less than 0.03 eV/Å. Simulations of STM images use a 6 layer slab separated by 23 Å of vacuum in the same supercell as figure 2a on a 13 × 7 × 1 k-point mesh with plane wave and augmentation charge energy cutoffs of 600 and 2000 eV respectively. Calculations to assess acetylene-substrate interactions use different supercells and k-point meshes as indicated below.

3.4 Results and Analysis

Figure 3.3 shows a selection of STM images acquired on a sample with 1/4 monolayer (ML) acetylene (with 1 ML taken as one adsorbate per substrate atom). Depending on the tip condition, the parallel rows of protrusions appear to have either identical or different heights.
These images pose two questions: a) can the rows observed by STM be identified as a pattern of molecules aligned in parallel in each row but featuring alternating orientation in neighbouring rows as predicted by the LEED data (figure 3.2(a)) [2], thus ruling out an alternative pattern of identically aligned molecules (figure 3.2(b)), and b) why is it that in some cases the molecular rows are imaged identically while in others a pronounced difference is observed.

3.4.1 Pattern identification by STM image simulation

We first address whether the pattern of figure 3.2(a) is actually capable of producing the variety of images we observe in STM, of which a subset is shown in figure 3.3. Clearly a sharp metallic tip cannot provide the variation in contrast between neighbouring rows that is observed. Thus, we explore the imaging properties of an STM tip decorated with an acetylene molecule at its apex, a likely occurrence when scanning an acetylene-covered substrate. Here it is important to consider the image of an isolated acetylene molecule (figure 3.1(b)), which consists of two areas of high tunnelling probability separated by ~2.5 Å while the remainder of
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**Figure 3.3** 1/4 ML coverage of acetylene on Cu (111). STM Parameters (a): Bias = -1.07 V, Current = 96 pA, Image Size = 6.2 nm x 9.3 nm. (b) Bias = -0.66 V, Current = 0.11 nA, Image Size = 4.2 nm x 6.3 nm. (c) Bias = -1.07 V, Current = 0.11 nA, Image Size = 16.7 nm x 12.5 nm. Differences in the appearance of (a), (b) and (c) are due to tip conditions to be discussed. Adsorption positions of the acetylenes are shown in (b) with circles representing the carbon atoms connected by a parallelogram (grey). The unit cell is indicated with a rectangle (orange).
the molecule has lower (or similar) tunnelling probability than the underlying substrate. In the s-wave approximation of the Tersoff and Hamann interpretation of the STM current signal [14], the STM tip contours a surface of constant charge density integrated between the tip’s and the surface’s Fermi level (whose difference is given by the applied bias). This approximation has been shown to be successful in many cases, yet to be lacking for cases with more complex interaction between substrate and adsorbate electronic states.[25, 35-38]

Tersoff and Hamann showed that under the assumption of an s-type wave function at the tip apex, the surface of constant energy-integrated charge density can be determined by treating the tip as an infinitely sharp point. This approach can be amended straightforwardly to the case that an acetylene molecule is attached at an in-plane angle \( \phi \) and an out-of-plane angle \( \theta \) to the tip: rather than sampling only at one point, we sample the calculated charge density with a pair of Gaussians spaced apart like the apparent height maxima of an acetylene molecule on Cu (111) oriented in space according to the angles \( \phi \) and \( \theta \). Figure 3.4(a) shows an example: the (orange) centre part of the image was acquired by STM and the (blue) sides of the panel are simulated STM images using the acetylene configurations on the tip apex shown in the left and right of the panel. In both cases the acetylene molecule is tilted by \( \theta = 4^\circ \) relative to the substrate but its rotational orientation on the tip apex differs by 60°. Recognizing the different adsorption geometry of the acetylene molecule is tantamount to obtaining meaningful correspondence between experiment and modelling: using a standard s-state (point-like) tip, the image of figure 3.4(b) is obtained; modelling the left part of figure 3.4(a) with the same orientation of the tip acetylene molecule as on the right, the image of figure 3.4(c) is obtained; using the adsorption pattern of figure 3.2(b) with the same tip conditions as the left of panel yields the image of figure 3.4(d). Neither figure 3.4(b) nor 3.4(c) is a faithful representation of
the rotational domain on the left of panel a, and the image of figure 3.4(d) associated with the alternative adsorption pattern (figure 3.2(b)) is not seen experimentally. As the STM image in panel (a) was scanned in horizontal lines, this finding implies that not only was an acetylene molecule present at the tip apex, but also that it reoriented itself in response to the substrate pattern alignment in every scan line at high fidelity.

This approach to simulating STM images is not limited to the particular pattern observed in figure 3.4(a). We repeated this procedure for a wider range of STM images obtained than the sampling in figure 3.3 and were in each case able to obtain convincing correlation. Figure 3.5 shows two additional examples. The pattern in figure 3.5(a) corresponds to figure 3.3(a) and can clearly be modelled at high fidelity using a horizontal acetylene molecule (θ = 0°) at the tip apex.
In contrast, the rather disordered pattern in the centre of figure 3.5(b) is faithfully extended using a tilted acetylene molecule (θ = 45°) on the tip.

### 3.4.2 Identification of substrate strain as determining adsorption pattern

Having validated that the images of acetylene/Cu(111) are indeed consistent with the predicted \( \begin{pmatrix} 2 \\ 0 \\ 1 \\ 4 \end{pmatrix} \) acetylene pattern, we turn to the origin of the different orientations of the acetylene species in each unit cell. To this end, we compare DFT simulations of both adsorption configurations of figure 3.2 in supercells of identical size and geometry. Comparison between systems, in which the molecules are attached and lifted from the substrate yields a binding energy per acetylene molecule of 2.35 eV for the structure predicted by LEED (compared to 2.29 eV for the configuration of figure 3.2(b)), providing an energetic explanation for this preference.

In both supercells the molecules are sufficiently separated from one another (\(~ 5 \, \text{Å}\)) that their interaction has to be dominated by substrate-mediated components. Prior work showed that acetylene adsorption induces stress in a Cu(111) surface that is directed perpendicular to the molecular axis, attempting to widen the span of the bridge site the molecule inserts itself into [39]. Using 3 atoms thick copper slabs in our calculations, we find that indeed the system is under compressive strain. Allowing the supercell to artificially expand to equilibrium (which in
reality would be forbidden through interaction with the underlying bulk), the energetic difference between the patterns of figures 3.2(a,b) vanishes to < 1 meV, i.e., beyond the expected resolution of our calculations. In this process, both patterns expand by nearly the same amount (1% and 2% along the short direction and long direction as indicated in figure 3.2, respectively). Thus, the energetic difference between the two adsorption patterns can be attributed to differences in the resultant compressive stress on the lattice; it is energetically unfavourable when all molecules are aligned in parallel and their stress vectors add up.

3.4.3 Aggregation of acetylene molecules due to long-range substrate mediated interaction

Assignment of the adoption of the observed surface pattern to release of surface stress poses the question whether the ordering of the molecules into the patterns of figure 3.2(a)/figure 3.3 is solely governed by repulsive interactions. While ordering based on repulsive intermolecular interactions is conceptually possible in the presence of the dominant interaction anchoring the molecules to the substrate, it generates a more tenuous foundation for large scale order, as any set of vacancies is not expelled to the outside of the adsorption pattern. To

Figure 3.6. Acetylene at ~1/8 ML coverage on Cu (111). (a) Island formation is observed. (b) The islands are composed of rows of molecules of the same periodicity found at elevated coverage, indicated here with white grid lines. STM Parameters (a): Bias = -0.83 V, Current = 0.10 nA, Image Size = 16 nm x 11 nm. (b): Bias = -1.0 V, Current = 0.12 nA, Image Size = 3.9 nm x 5.8 nm.
investigate whether net attractive interactions between adjacent acetylene molecules also exist on Cu(111) we prepared incomplete coverages (figure 3.6, ~1/8 ML acetylene). Here acetylene molecules aggregate into small islands and, more frequently, into patterns of adjacent rows, that feature the same periodicity found at 1/4 ML coverage (figure 3.6(b)). The formation of such aggregates indicates the presence of attractive interactions. Thus, in addition to the surface stress that orients the molecules in dissimilar orientations, there are also attractive interactions between the molecules present. Given the comparatively large intermolecular distance in this pattern, these interactions need to be mediated by the substrate.

Rieder’s group and others have shown [4, 40-55] that the substrate is capable of mediating attractive forces over distances far greater than the size of individual atoms or molecules. Following Ref. [53], we test whether the variation in total system energy $E'$ between different configurations of acetylene molecules on Cu(111) can be described by the sum of substrate-mediated pair interactions: $E' = \sum_r E_{\text{pair}}(r)$, where $r$ ranges over the set of all pairwise distances between acetylene molecules on the surface. For such systems a pair interaction energy function (expression for $r > r_5$ of equation 3.1) has been proposed [56], where $A$ represents the overall interaction amplitude, its Fermi wavelength of $\pi/k_F$, $\delta$ the backscattering phase shift of each atom and $r$ the pair distance. This approach is unable to describe short-range interactions correctly, which are important for the pattern formation. To account for this we define a set of 5 shortest distances \( \{r_i\} = \{1, \sqrt{3}, 2, \sqrt{7}, 3\} \times 2.55 \text{ Å} \) for which $E_{\text{pair}}$ is defined explicitly:

$$E_{\text{pair}}(r; \{\varepsilon_i\}, A, k, \delta) = \begin{cases} \varepsilon_i, & \text{if } r = r_i, i \leq 5 \\ \frac{A \sin(2k_F r + 2\delta)}{r^2}, & \text{if } r = r_i, i > 5. \end{cases} \quad (\text{EQ 3.1})$$
Figure 3.7 Setup for calculation of the surface state mediated interaction. Dashed red lines indicate the pair interactions. A black circular outline indicates the cutoff radius of 30 Å used. For simplicity, only the interactions for the circled acetylene are shown, and only those interactions between acetylenes visible in the frame.

In order to test whether such an interaction may cause the ordering of acetylene into the row patterns we calculated the total energy of 24 different relative locations of two acetylene molecules on 14 × 4 × 3 copper atoms slabs (figure 3.7 shows an example). To limit configurational and computational complexity, we only considered molecules in the same orientation on the surface and one k-point, respectively. Depending on the intermolecular spacing, we find a variation of the total energies by ~0.1 eV with the exception of the case for directly adjacent acetylenes (separated by one substrate atomic spacing only), for which the total energy is higher (less favourable) by ~0.6 eV.

We find the interaction potential $E_{\text{pair}}$ by fitting its 3 variables and 5 explicitly defined values to achieve a best match of $E'$ for all 24 supercell geometries considered simultaneously. Here we include interactions between acetylene molecules and their copies in neighbouring unit cells up to a distance of 30Å (figure 3.7). The optimal values for the parameters are $A = 2.1$ eV, $k$
The resulting interaction potential is shown in figure 3.8; the vertical lines indicate the intermolecular separations present in our set of relative acetylene locations. By evaluating the rms error in the fit of the set of 24 configurations, we can estimate the error band of our fit. Figure 3.8 reveals a pronounced (~0.05 eV) attraction at separations of ~5 Å, the intermolecular spacings in the experimentally observed pattern, followed and preceded by repulsive interactions. Given that only molecules of one orientation were considered, the particular separations found at molecules in neighbouring rows of 5.6 Å was not tested explicitly but falls into the attractive region of $E_{\text{pair}}$.

![Figure 3.8 Interaction potential $E_{\text{pair}}$. Vertical lines indicate distances sampled. The error bars correspond to ~±0.01 eV fit error.](image)

The optimal fit value of the periodicity $k$ of 0.33 Å$^{-1}$ is in reasonable agreement with the sp-band and surface-state Fermi wave vectors on the Cu (111) surface of 0.26 Å$^{-1}$ and 0.22 Å$^{-1}$ [57], respectively. In Rieder’s and other’s work [4, 40-55] long range interactions on Cu(111) were ascribed to the surface state and it is also a likely candidate here. However, including only 3 substrate layers in our simulations (although resulting in >160 substrate atoms per supercell investigated) does not allow us to distinguish between the sp-band and surface state: as shown by Berland et al., [58] the surface states on the top and bottom of a slab can only clearly be
distinguished from the bulk states and one another with a minimum of 6 copper layers (and only then with appropriate transformations of the Kohn-Sham states). Consequently, our simulations do not permit direct attribution of this effect to the Cu(111) surface state. Experimentally, the propensity for acetylene to form odd-shaped aggregates prevents a meaningful analysis of STM images by pair correlation function to obtain experimental verification of the parameters of $E_{\text{pair}}$. Nevertheless, the data of figure 3.8 is a clear indication that acetylene adsorbates generate a net attractive interaction between species at a certain distance, despite causing a compressive strain on the top substrate layer.

3.5 Conclusion

We have shown that validation of a diffraction-derived surface pattern [2] of acetylene on Cu(111) by STM is possible, if the modification of the STM image transfer function through the adsorption of an acetylene molecule onto the tip apex is taken into account. In that case, the images of acetylene patterns on Cu(111) also include direct evidence of the rotational orientation and dynamics of the acetylene species attached to the tip apex. DFT modelling of acetylene/Cu(111) reveals that the molecular orientation and separation is governed by a balance of repulsive interactions associated with stress induced in the top surface layer and attractive interactions mediated by the electronic structure of the substrate. Computationally relatively inexpensive modelling of the substrate with 3 layers allows one to obtain the periodicity of the intermolecular interaction that is in reasonable agreement with experimental values of the band structure of copper.
Chapter 4

Anthraquinone Network – Part 1

Do Two-Dimensional “Noble Gas Atoms” Produce Molecular Honeycombs at a Metal Surface?

Reprinted with permission from [4]. Copyright (2011) American Chemical Society.

4.1 Abstract

Anthraquinone self-assembles on Cu(111) into a giant honeycomb network with exactly three molecules on each side. Here we propose that the exceptional degree of order achieved in this system can be explained as a consequence of the confinement of substrate electrons in the pores, with the pore size tailored so that the confined electrons can adopt a noble-gas-like two-dimensional quasi-atom configuration with two filled shells. Formation of identical pores in a related adsorption system (at different overall periodicity due to the different molecule size) corroborates this concept. A combination of photoemission spectroscopy with density functional theory computations (including van der Waals interactions) of adsorbate-substrate interactions allows quantum mechanical modeling of the spectra of the resultant quasi-atoms and their energetics.

4.2 Introduction

Since Eigler’s group and others imaged the surface state oscillations on (111) surfaces of coinage metals[59-61] and showed that they can be confined in corrals set up from adsorbed atoms or molecules[62-65] two decades ago, their aesthetic appeal and fundamental physics have captivated the general public and surface scientists alike. In the meantime, evidence has
been found that surface state scattering mediates inter-adsorbate interactions that favor particular separations or atomic patterns.[1, 42, 43, 45, 47, 48, 50-54, 66-69] Here we show results that arguably close the circle begun with the formation of quantum corrals: the self-assembly of molecules into a regular porous network driven by optimization of the electronic quantum dot character of the surface state inside the pore. Thus, we find that quantum corrals, originally painstakingly assembled one atom at a time, can self-assemble in a molecular system driven by optimization of the quantum dot character of the enclosed electrons. While the effect of confinement on electronic states has been noted often, the idea that closed-shell "noble-gas"-like configurations have greater stability represents a new ordering principle in surface science. Molecular pores at surfaces can in turn serve to elucidate fundamental physics of adsorbates in confinement, as shown in refs. [5, 6, 70]

Anthraquinone (AQ) molecules adsorb on Cu(111) into a molecular network that spans pores of ~4 nm in diameter (figure 4.1(a)). This network is stable up to ~190K. Underlying the formation of AQ chains and pinwheel vortices are attractive, short-range hydrogen bonds, which were measured to be ~50 meV,[71] i.e. ~100 meV per AQ-AQ bond; a very crude quantum chemical calculation gave a number of the same magnitude.[63, 72] When we originally encountered this network,[1] we ascribed its formation to a competition between these attractions and an unspecified long-range force preventing aggregation into a compact pattern. Strikingly, this network is not only open but also very regular, suggesting that the effect causing pore formation favors one specific pore shape and size (a regular hexagon with 3 molecules per side): pores that have more or fewer than three molecules on any of their sides are typically present only to accommodate molecules pinned at surface defects such as step edges. A possible explanation of the observed size makes use of the oscillatory interaction mediated by
the surface state on Cu(111),[73] which is much longer range than the analogous interaction mediated by bulk states.[52, 72, 74, 75] Monte Carlo simulations based on this perspective in a simplified model could account generically for some of the experimental observation but were not fully satisfactory.[76] Also, at very low coverages only straight molecular rows are formed; virtually no vertices can be found suggesting that their presence is stabilized by the pore formation.

Lobo-Checa et al.[77] found that confinement of the surface state in a molecular network through scattering from organic molecules[78] can give rise to quantized electronic states, a concept further explored by Barth’s group[79] and related to speculations about the stability of islands in metal epitaxy.[80] Given the high mobility of AQ on Cu(111),[71, 81] we suggest that optimization of the electronic structure of the confined surface electrons, as 2D

![Figure 4.1](image_url)

**Figure 4.1** (a) STM image of regular AQ network. Image parameters: 26 nm × 29 nm; Bias −2.53 V; Current 0.05 nA. (b,c) Single pore of AQ (image parameters: 7.4 nm × 7.4 nm; Bias −2.4 V; Current 0.08 nA) and corresponding model. (d,e) PQ pores (image parameters: 19 nm × 9 nm; Bias −3.8 V; Current 0.01 nA) and corresponding model. (f) Superposition of PQ and AQ networks. The arrows show that the periodicities of the AQ and PQ networks differ substantially but their pore sizes are the same.
quantum dots with a closed-shell orbital configuration, is the foundation for the porous ordering of these films. In support of this proposition we find the formation of a network with virtually identical pores by substantially larger molecules (pentaquinone, PQ), requiring a different superlattice periodicity.

4.3 Methods

In this work we present a combination of scanning tunneling microscopy (STM) and angle-resolved ultraviolet photoemission spectroscopy (ARUPS) data with theoretical modeling. All experiments use Cu(111) samples prepared by multiple sputtering and annealing cycles followed by deposition of AQ or PQ from a glass capillary. Synchrotron ARUPS experiments were conducted at beamline 7.0.1 of the Advanced Light Source using a gradient coverage created by gradually removing a shutter between deposition source and sample; STM experiments use homogeneous coverages. Deposition occurred on a cryogenic sample, and imaging proceeded after annealing to room temperatures. The modeling of the coupling between the molecular overlayer and the copper surface was based on density-functional theory (DFT) calculations using the PBE[31] functional with the ultrasoft pseudopotential code DACAPO[82] and including van der Waals interactions via the vdW-DF2 exchange-correlation functional.[83, 84]

4.4 Results and Analysis

In order to understand the effect of molecular network formation of AQ on the Cu(111) surface state, we model its confinement inside the pores not only for the experimentally observed pore geometry but also for all other pore shapes that can be created from AQ vertices and rows (even for pore shapes incompatible with continuous tiling of the surface). Based on the threefold symmetry of Cu(111), we begin with the eigen-functions of a particle-in-a-triangular-box, which we relax into the pore boundary drawn by the locations of those AQ
carbon and oxygen atoms adjacent to the pore interior;[78] we find the resultant energy spectrum. Appendix B includes an excerpt from a table of the properties (spectrum, geometry, eigenstates, etc.) of the 85 pores considered (the full table can be found in the supporting material for this published work [4]); for reasons of practicality, we limit our survey to pores whose longest molecular row is 6 or fewer units long.

The Cu(111) surface state’s band bottom $E_0$ (relative to the Fermi energy $E_F$) and its effective electron mass $m$ have been established through ARUPS. [85, 86] On a bare Cu(111) surface the surface state contains only a fraction $\gamma$ of an electron per substrate atom, where

$$\gamma = \frac{m|E_0|A_0}{\pi\hbar^2},$$

with $A_0$ the area per atom on Cu(111), i.e., the surface state Fermi wave vector describes a circle much smaller than the surface Brillouin zone.

From the area enclosed by each pore, we can thus learn how many electrons the spectrum of the pore has to accommodate below $E_F$. Taking zero energy at our experimental surface state band bottom of -418 meV, we find that the electronic spectra of all possible pores have fewer levels below $E_F$ than needed. Figure 4.2(a) plots this deficit ($\Delta n$) for all pores investigated in order of increasing pore area; it shows significant modulation since it depends on whether there are pore states just above or just below $E_F$. Again, all pores show an electron deficit.

Confinement of surface states is, however, not the only effect of AQ adsorption. In the simplest picture, AQ adsorption increases the surface dipole (due mainly to charge transfer to the more electronegative quinone), increasing the work function and shifting $E_0$ up (relative to $E_F$). We explored this phenomenon both experimentally by ARUPS and theoretically. Measuring
the surface state dispersion on a sample as a function of the position in a gradient coverage, we find the position of the band bottom relative to $E_F$ as a function of the coverage (figure 4.3) similar to Scheybal et al.’s work on pentacene.[87] Unlike the molecular system of Lobo-Checa, et al.,[77] which can only assemble in one porous fashion, our ARUPS spectra do not show individual pore states, because several geometric factors prevent a dominant fraction of any crystal from being covered with a perfect AQ network. DFT modeling is only possible at or near the high coverage limit, because of the large slab thickness (at least 6 layers of Cu) required to model the surface state adequately. The green data points in figure 4.3 correspond to

![Graphs of electron deficit $\Delta n$ for (a) AQ pores with no $E_0$ shift, (b) AQ with the experimentally determined $E_0$ shift included, (c, d) equivalent plots for PQ.](image)

The pores are listed in order of increasing enclosed area, with regular hexagons shown in black. Colors indicate the number of molecules on the longest side of a given pore (brown is 2, red is 3, purple is 4, green is 5, and blue is 6).
calculations for parallel AQ rows separated by 0, 1, 2 substrate atomic spacings (3×5, 3×6, and 3×7 atoms supercells and attach seamlessly to our experimental dataset.

If the sole effect of AQ adsorption were the field due to the enhanced surface dipole, we would expect a linear dependence on coverage. This is qualitatively seen in figure 4.3; to avoid prejudication of our model, we use a five-point-average fit to guide the eye; some nonlinearity is to be expected related to differences in the local geometries and sample quality.

Different-size pores correspond to different AQ coverages and, thus, different $E_0$. This, in turn, changes the fraction of the surface Brillouin zone corresponding to the occupied surface

\[
\text{Figure 4.3 ARUPS measured coverage dependence of the surface state band bottom } E_0 \text{ (red solid dots) and vdw-DF2 calculated coverage dependence of the surface state minimum (green hollow dots). A 5-point average line is included to guide the eye. The inset shows the ARUPS spectra for the clean surface and for the coverage 0.56 ML, with 1 ML being the close-packed coverage and the vertical dotted line marking the coverage of the regular giant honeycomb network (Fig. 1a). With increasing coverage the surface state band shifts up and loses spectral weight.}
\]
state and hence, \( \gamma \), which becomes coverage/pore dependent. In this treatment we assume effects on \( m \) to be too small to be significant, supported by our theoretical modeling. As a consequence of the shift of \( E_0 \), figure 4.2(a) needs to be rescaled, resulting in figure 4.2(b). Remarkably, the electron deficit \( \Delta n \) now vanishes for one pore only: the one observed experimentally, i.e. a regular hexagon with three molecules per side. This invites the question: Why is this pore different from all other pores?

4.5 Discussion

To answer this question, we turn to the properties of 2D quantum dots: in 1928 Fock solved the Schrödinger equation for a 2D quantum dot with non-interacting electrons confined by a quadratic potential, resulting in successive shells that can accommodate 2, 4, 6, 8, ... electrons (including 2-fold spin degeneracy).[88] Subsequently, it has been realized that this results in quantum dots with exceptional stability for magic-numbers \( N = 2, 6, 12, 20, ... \) of electrons in filled-shell configurations (the equivalent of noble gases).[89, 90] The lowest "orbital" corresponds to an orthogonal pair of simple harmonic oscillators (SHOs) both in the ground state \( n_1 = n_2 = 0 \), while the second orbital is doubly degenerate, with one SHO in \( n = 0 \) and the other in the first excited state \( n = 1 \); the third has either \( n_1 = n_2 = 1 \) or \( n_{1,2} = 2 \) and \( n_{2,1} = 0 \), etc. (Here we follow Fock’s characterization in terms of two SHO quantum numbers \( n_{1,2} \) [88] rather than a principal and an orbital quantum number as in Darwin[91] and Kouwenhoven et al. [89, 90])

Fig. 4.4 shows on the left ordinate the spectrum of the regular AQ pores and for the smallest regular pore the ground state and for all other regular pores the ‘valence’ shell orbital distribution. The states are not perfectly degenerate, as this would require fourfold or circular symmetry, which is not achievable with the 0° or ±120° angles between adjacent molecules in
the pore walls. Here the ‘valence’ shell is the highest energy shell that is (at least partially) occupied to accommodate the number of surface state electrons originally present within the pore area. The local density of states of the orbitals of the experimentally-observed pore has been confirmed by titration through CO adsorption, as recounted in Refs. [5, 6].

We calculate the total energies, relative to $E_0$, of the electron distribution of each pore when filled up to a closed-shell noble-gas-like configuration and display them as dots referenced to the energy scale on the right ordinate of figure 4.4. Remarkably, regular hexagons always have closed shells and have configurations at or near the lowest energy for each filled shell. Moreover, the experimentally observed pore geometry leads to the lowest overall energy of a closed shell (figure 4.4). Thus, in summary, regular AQ pores on Cu(111) match the size that

Figure 4.4 Electronic states (grey horizontal bars) of ideal hexagons with 2-6 AQs per side (left y-axis, relative to $E_0$) and (for 2 AQ) their ground state and (for 3-6 AQ) their ‘valence’ shell orbitals (i.e. 1st-4th shell). The supporting material lists the spectra of all (not only the ideal hexagons) pores and all electronic states. The y-axis on the right indicates the total electron energy, again referenced to $E_0$, required to fill all orbitals up to the ‘valence’ shell for each of the possible AQ pores (same sequence and colors as in Fig. 2a,b). Notably, the experimentally observed one has the lowest energy.
leads to closed-shell 2D quantum dots, with nature choosing the pore that corresponds to the lowest energy closed-shell quantum dot. The dots are sufficiently large that two shells are filled, making the quasi-atom picture more compelling than in previous studies of laterally confined orbitals involving single orbitals.

Our evaluation uses no adjustable parameters and is robust with respect to small variations of the precise location of the surface state scattering and the shape of the $E_0$ fit curve (linear, square, 5-point average). What we observe amounts to surface-state-driven formation of self-tailored quantum corrals. While the stabilization is not so large as to enable the formation of isolated pores in sparsely covered regions (where, instead, molecular rows form), it does provide an explanation for the surprising regularity of the cells given the high entropy associated with honeycomb cells in most physisorption systems.[92]

Since we could not directly observe these states in ARUPS, we provide an indirect corroboration that the pore size/shape and associated spectrum control the AQ self-assembly into a regular porous network: to this end, we sought and discovered a different adsorbate PQ with closely related substrate interactions (so that the $E_0$ vs. coverage curve of figure 4.3 is still valid) that assemble into pores with the same size/shape/spectrum as AQ although requiring a different lattice periodicity.

Deposition of PQ leads to a porous network on Cu(111) that does not quite exhibit the perfect ordering of AQ but which prominently features pores of virtually identical size and shape as AQ (figure 4.1(d-f)). Given the larger size and higher aspect of the molecule, the vertex geometry is different from that of AQ and the overall periodicity of the PQ network is substantially larger (see superposition in figure 4.1(f)). Due to the larger molecule body, PQ molecules are found to interact with one another in a larger variety of configurations leading to
a far larger range of potential pore configurations. Evaluating PQ networks in the same manner as for AQ, we find that all pores have an electron deficit in the absence of the surface state band bottom shift (figure 4.2(c)). However assuming the same coverage-E₀ shift relationship as for AQ (with 1ML coverage being a smaller number density of molecules for PQ than AQ due to its larger size), we find that the pores of figure 4.1(d,e) stand out as having no electron deficit (along with two others, that do not tile and have a higher closed-shell energy). While the effect is not quite so striking for PQ as for AQ, it does corroborate the singular role of the pore shape/area adopted by AQ and its ability to drive network formation.

Our picture leads to a variety of predictions: if the network is indeed formed through coalescence of the surface state into quantum dots, then modifications of its properties using alkalis and halogens, and (as Fock points out for the 2D SHO[88]) a magnetic field may pose an avenue to varying the surface pattern. Our description in terms of isolated 2D orbitals in each pore is the simplest possible; our DFT calculations suggest that in reality, some coupling between the pores, as envisioned by Lobo-Checa et al.[77] for smaller pores and narrower "walls", is likely to occur and should help stabilize the regularity of the giant honeycomb network. Readers familiar with semiconducting quantum dots may be concerned with the Coulomb repulsion between electrons in the pores, which scales with the reciprocal of the capacitance. On a metal surface, however, screening makes the capacitance enormous and the associated splitting negligible.

4.6 Conclusion

In conclusion, we have found that the surface state cannot only be captured in quantum corrals, but that the surface state itself can also be the driving force behind the formation of corrals that are minutely tailored to optimize the quantum dot character of its electronic setup,
leading to coral shapes that are uniform across different adsorbate periodicities. Thus, what started as a survey of their aesthetics finally was realized to be a tool for surface patterning.
Chapter 5

*Anthraquinone Network – Part 2*

*Adsorbates in a Box: Titration of Substrate Electronic States*


### 5.1 Abstract

Nanoscale confinement of adsorbed CO molecules in an anthraquinone network on Cu(111) with a pore size of ≈4 nm arranges the CO molecules in a shell structure that coincides with the distribution of substrate confined electronic states. Molecules occupy the states approximately in the sequence of rising electron energy. Despite the 6-fold symmetry of the pore boundary itself, the adsorbate distribution adopts the 3-fold symmetry of the network-substrate system, highlighting the importance of the substrate even for such quasi-free electron systems.

### 5.2 Introduction

Understanding the adsorption of molecular species at solid surfaces resonates as one of the unifying themes throughout the evolution of surface science over the past half-century. The adsorption of an ever increasing number of molecules on crystallographic surfaces, as well as on steps and at other defect sites, has been studied. Great progress has been made in the development of computational techniques that reveal the electronic interaction between adsorbates and the underlying substrate atoms. However, the effect of lateral confinement of the support on the nanometer scale has remained largely unaddressed because of challenges in the preparation of surfaces covered with atomically identical patterns several nanometers in
scale and because of computational limitations in simulating systems consisting of many hundreds of substrate and adsorbate atoms. Yet many of the applications of surface science, for instance in heterogeneous catalysis or in semiconductor processing, crucially rely on nanoscale-delimited surfaces; and recent progress in these fields emphasizes the effects of nanoscale confinement[93] and diminishing scale, respectively.

In this work we address how confinement of the substrate to approximately 4 nm hexagons, i.e. larger than most adsorbate patterns[77, 94, 95] and substrate unit cells but smaller than previously investigated structures such as quantum corrals and adislands,[62, 96] affects the distribution and energetics of small molecule adsorption. A number of molecular surface networks, such as hydrogen bonded [97] and boron-nitride based[95, 98], have been shown to template adsorption of subsequent species.

It has been shown that perturbation of substrate electronic states, such as an underlying gas bubble[99] or scattering of a Shockley surface state at a step edge[47] or adatom row[100], affect adsorbate distribution. Substrate-mediated long range interactions between molecules have been found in a variety of systems and quantified in a number of cases by scanning tunneling microscopy (STM)[1, 42, 43, 50-54, 66-69] and field ion microscopy.[74, 75, 101] A correlation between the location of CO molecules on Ag(111)[48] and benzene on Cu(111)[47] with the phases of the surface scattering amplitude have been proposed from experimental data and through theoretical modeling.[102, 103] In this experimental study we show that confined electronic states of the substrate can actually be titrated with adsorbates, arguably much as electronic states are filled up from the lowest to highest energy in an atomic orbital diagram.
5.3 Methods

Our measurements were conducted on a Cu(111) surface decorated with a chiral anthraquinone (AQ) network of sixfold symmetry (disregarding the substrate) exhibiting pores that expose 186 substrate atoms in their midst.[1] (figure 5.1(a)) We use CO as our test molecule because a wealth of data on its surface behavior is available: CO molecules adsorb upright atop Cu(111) substrate atoms. They are imaged in STM as protrusions or indentations, depending on whether the STM tip is decorated with a CO atom at its apex or not, respectively.[23]

Sample preparation involves the usual sequence of sputtering and annealing, followed by cooling to liquid nitrogen temperatures. The AQ pattern is created by evaporation of the molecule onto the cryogenic sample followed by annealing to room temperature. Deposition of

![Figure 5.1](a) array of atomically defined pores on Cu(111) formed by deposition of anthraquinone. Image parameters: 38 nm x 43 nm; Bias: -2.534 V; Current: 50 pA (b,c) images from a movie showing the diffusion of two and three CO molecules in confinement. Image parameters: 6 nm x 10 nm; Bias: -2.673 V; Current: 99 pA.
CO molecules through a leak valve onto the AQ-patterned surface at 40K preserves the pore shapes.

5.4 Results and Analysis

We find that the AQ network blocks the diffusion of adsorbed CO molecules on the substrate; repeated imaging of the same set of pores allows tracking of the perambulation of a fixed number of molecular entities within a confined area. Figures 5.1(b) and 5.1(c) show images from a series of STM scans of a set of pores, in each of which a few molecules are seen to diffuse. In such sequences of images each molecule can be assigned to a particular substrate atom on which it is adsorbed. From thousands of images obtained, we calculate histograms of the occupation of the various substrate sites within the confined area (figure 5.2(a-e)). Each confined area consists of 62 threefold degenerate (186 in total) adsites surrounding a hollow site at the pore center in a threefold symmetric arrangement. The AQ network is chiral, removing inversion symmetry.

The radial distribution of CO molecules in pores of different coverages is shown in figure 5.3(a). Given the large number of different adsites, we construct 7 radial bins, as indicated in the inset of figure 5.3(a). In pores containing a single CO molecule, the CO is generally found at

![Figure 5.2](image)

**Figure 5.2** Color coded plots of the probability of CO molecule occupation for each of the 186 Cu substrate atoms exposed within an anthraquinone pore. Each plot is based on > 500 CO configurations observed and averaged over equivalent locations.
the pore center; in 54% of the cases, the molecule occupies one of the two inner bins of figure 5.3. From the distribution of figure 5.2(a) we can obtain the radial variation of the probability $P_i$ of CO occupation of an adsite $i$ indicated in the yellow (front) curve of figure 5.3(a). From this dataset we can construct the canonical partition function $Z$ of the single CO system, which allows us to deduce the radial variation of the CO adsorption energy $\varepsilon$ (figure 5.3(b)):

$$Z = \sum_i e^{-\varepsilon_i / k_B T} \quad \text{with} \quad P_i = \frac{e^{-\varepsilon_i / k_B T}}{Z},$$

**Figure 5.3** (a) normalized probability of occupation of radial bins (shown in the inset, normalized to the number of substrate sites they encompass) for pores containing 1-7 molecules. For 1,3 molecules the distribution is monotonic, whereas at increasing number of molecules also an additional intermediate distance becomes favored until further increase of the coverage renders the plot featureless. (b) Variation of the adsorption energy of a single CO molecule across a pore. Error bars are based on $\sqrt{\text{counts in the histogram}}$ and are shown in panels (a,b) when larger than the data markers.
with $k_B$ the Boltzmann constant and $T$ the temperature 27 K of our measurements. The resultant variation of $\approx 14$ meV is quite substantial, approximately $1/5$ of the CO/Cu(111) diffusion barrier of 75 meV.[43]

For two CO molecules in the system (figure 5.2(b)), we find generally that either both molecules occupy the confinement center or they are split between the center sites and a set of three equivalent adsites approximately half-way towards one set of confinement vertices. The same set of three adsites is also favored in pores that contain 3-5 molecules (figure 5.2(c-e)). Experimentally, these are independent datasets acquired on different pores, days and sample preparations; the reappearance of the same location for pores of different coverage rules out experimental error (e.g. through subsurface defects) as the origin of the peripheral peaks in figure 5.2. This poses the question of their physical origin and, in particular the reason for their threefold symmetry. The $\approx 4$nm diameter of the pore rules out direct intermolecular interactions, suggesting that a substrate-mediated effect may be of relevance. Unfortunately, first-principles computational methods (such as density functional theory) are incapable of treating a system that requires at least 186 substrate atoms per layer (i.e. several hundred in total).

Prompted by the idea that surface states get reconstituted in laterally confined geometries, we turn here to a much simpler continuum model of the surface bound states derived from the Cu(111) surface state. In this context it is important to realize that although the pore boundary itself is sixfold symmetric, the pore vertices are alternatingly centered on hcp and fcc hollow sites, so that the overall symmetry of the pore on the substrate has the same threefold (and not sixfold) symmetry of the CO distribution.
Thus, we calculate the confined electronic states within the pore starting from the known solutions of a particle in a triangular box[104], followed by relaxation into the actual geometry of the pore. Gross et al. showed that scattering of the surface state from organic molecules occurs not at the peripheral hydrogen atoms but at the 2nd period elements.[78] Hence, we construct the boundary of our pore from the six carbon and oxygen atoms per molecule (102 in total) that are closest to the pore center. We adapt an iterative finite-difference algorithm[105], more commonly used for solution of Poisson or heat-diffusion equations, to the relaxation of the known solutions into the geometry of the pore. Here, we develop the wave function in a Taylor series to third order, summing over four locations adjacent to a point \((x,y)\) to reproduce the Hamiltonian \(H_{\text{inside}}\) inside the potential-free pore:

\[
\frac{(x+\delta,y) + (x-\delta,y) + (x,y+\delta) + (x,y-\delta)}{\delta^2} \varphi - \frac{4(x,y)\varphi}{\delta^2} \approx \left\langle x,y \right| \left( -\frac{2m^*}{\hbar^2} H_{\text{inside}} \right) \varphi \right\rangle \\
= \left\langle x,y \right| \left( -\frac{2m^*}{\hbar^2} E \right) \varphi \right\rangle,
\]

with \(m^*\) the effective mass of an electron of the surface state of 0.34 electron masses and \(\delta\) a small displacement. Thus, if \(\varphi_{n-1}\) is an approximate eigenfunction of the Hamiltonian, a better approximation \(\varphi_n\) can be found by evaluating

\[
\langle x,y|\varphi_n \rangle = \frac{(x+\delta,y) + (x-\delta,y) + (x,y+\delta) + (x,y-\delta)}{4 - 2m^* \delta^2 E_{n-1}/\hbar^2} |\varphi_{n-1}\rangle.
\]

Alternating this iteration and Gram-Schmidt orthogonalization[106] of the set of eigenfunctions originally obtained from the triangular particle in the box problem, we end up with three eigenfunctions (one unique and one twofold degenerate) whose eigenvalues \(E\) of 170 meV and 440 meV, respectively, are below the Fermi Energy \(E_F\), if measured from the bottom of the surface state band of 450 meV below \(E_F\).[85, 86] Figures 5.4(a) and 5.4(b) show the
distribution local density of state (DOS) associated with the first and twofold-degenerate second state, respectively. Our algorithm provides correct eigenfunctions that are converged and invariant to the grid spacing $\delta$ of 1.25 Å, 0.63 Å, or 0.41 Å (corresponding to using a 40x40, 80x80 or 120x120 points grid to represent the pore); however, it cannot guarantee completeness of the set of eigenfunctions and eigenvalues found. Summation of the fraction of the surface Brillouin zone filled by the surface state (characterized by the Fermi vector $k_F = 0.21$ Å$^{-1}$)[86, 107] over the exposed substrate atoms leads to no more than 3 complete electron pairs in the surface state within each pore, in good agreement with the three states found. This result is further corroborated by the recent finding of Lobo-Checa et al. by electron spectroscopy that in a molecular surface network of roughly $1/3$ the size of our system there is exactly one confined state.[77]

5.5 Discussion

Comparison between the DOS of figure 5.4 and the molecular distribution within the pore of figure 5.2 shows that CO molecules preferentially occupy locations in the pore that feature a high DOS of the confined surface state, supporting a picture that adsorption energy

Figure 5.4 Plots of the local density of states of (a) the lowest-energy electronic state of the pore and (b) superposition of the two degenerate second electronic states of the pore. Compare to the distribution of molecules in pores in figure 5.2.
increases with DOS (and that CO-CO repulsion is relatively insignificant). Moreover, we find that if only one molecule occupies the pore, it seeks out preferentially the pore center where the lowest-energy confined surface state is located. Increasing the coverage leads to occupation of locations corresponding to the more energetic second confined state. Thus, increase of the CO coverage may be likened to the 'titration' of the locations inside the pore that show appreciable local density of states of the confined surface state. The fact that the sequence in which these locations are occupied matches the energetic succession of the corresponding confined surfaces states reminds one of the filling of electrons into an atomic orbital diagram.

Previous modeling of surface-state-mediated interaction of adsorbates has generally employed a scattering-based formalism related to the modeling of the lateral surface state distribution at $E_F$ visible in STM. This has been shown to work well for systems that involve no confinement of the surface and/or dimensions much longer than the surface state Fermi wavelength.[66, 102] The energy integrated approach described here is more suitable to the relatively small scale of pores in molecular surface networks where the confinement size does not exceed the Fermi wavelength by much. Fiete and Heller showed for circular quantum corrals that at larger corral size both approaches lead to equivalent results for the surface state local density of states.[85]

Increasing the number of molecules inside the pore beyond the number of electrons in the surface state (i.e. 6) causes the radial distribution of molecules in the pore to become more uniform (red curve in figure 5.3(a)), showing the limitation in adsorbate guidance achievable in a pore of given size. This finding corresponds with CO’s ability to quench the surface state at relatively low coverage.
5.6 Conclusion

Although our calculations were based on free-electron-like behavior of the surface state electrons (i.e. a constant potential within the pore boundary) with just an effective mass accounting for the presence of the substrate, our finding of threefold symmetry (as enforced by the substrate, in contrast to the sixfold symmetry of the molecular network) is crucial for explaining the experimental distribution of adsorbates; this highlights the limitation of the free electron approximation in understanding surface state electrons and their impact on adsorption. In summary, by monitoring adsorbate diffusion within a nanometer-scale confined system we found that such confinement has a pronounced effect on their average location, suggesting that engineering of confinement boundaries may not only allow engineering of surface electronic states but can also be a tool in assembling molecular patterns at surfaces.
Chapter 6

Anthraquinone Network – Part 3

The Power of Confinement: Adsorbate Dynamics on Nanometer-Scale

Exposed Facets


6.1 Abstract

The diffusion and arrangements of CO adsorbates within nanometer-scale pores on a copper surface are investigated by low temperature scanning tunneling microscopy. In contrast to extended terraces, confinement stabilizes dislocation lines that expose > ¼ of the adsorbate population to potentially more reactive adsorption configurations. Confinement allows correlation between adsorbate diffusivity and the number of adsorbates in the pore. A marked increase is found which coincides with the absence of dense films on the exposed facets. In combination, we find that in confinement CO molecules are much more likely to be at adsorption sites that allow lateral access, in contrast to the dense and uniform films on extended terraces.

6.2 Introduction

Nanoscopic metal facets have considerable technological relevance, for instance on supported metal catalysts for applications ranging from the (petro-)chemical industry to emission control, yet the diffusive behavior of adsorbates has so far generally been studied on extended terraces, i.e. not under lateral confinement, mainly due to experimental obstacles. For the study of the dynamics of adsorbates on nanoscale clusters, it would be ideal if arrays of
atomically identical ones could be formed. Absent this possibility we utilize a Cu(111) substrate covered with a self-assembled anthraquinone network (figure 6.1(a)). This network sustains subsequent deposition of CO molecules and confines their diffusion into pores of ≈ 4nm in size, where it can be imaged and studied in detail.

The pores have a similar size as the facets expected on catalytic nanoclusters; in particular, studies on gold have shown that its activity increases enormously if dispersed in this
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**Figure 6.1** (a) array of atomically defined pores on Cu(111) formed by deposition of anthraquinone according to Ref. [1] Image parameters: 83 nm x73 nm; Bias: -2.53V; Current: 50 pA, Temperature 90 K; (b,c,d) images from a supporting movie of a dislocation line moving in confinement. Image parameters: Bias -2.40 V, Current 44 pA, Temperature: 24 K (e,f) The (V3xV3)R30° adlayer can be anchored at any one of the three atoms at the center of the exposed facet (light blue). In each case, one facet edge is decorated differently than the remaining two of the same kind (yellow in (e)). This can be alleviated, if a dislocation line is induced in the pore (f). In both cases the same number of molecules fit inside the pore. (g) Model of a kink in a dislocation line similar to the STM image of panel (d).
size regime.[108, 109] Conventionally, the high activity of nanoparticles, as compared to the surfaces of bulk metals, is attributed partly to the high surface to volume ratio at high dispersion, and partly to support-metal interactions and the abundance of surface defect sites such as step-/facet-edges and -kinks.[110] While the exposed copper facets of our network probably have little besides their size in common with catalytic nanoparticles, they nevertheless open for study the kind of effects that lateral confinement may have on the dynamics of adsorbates, at least in a phenomenological manner; a survey of them is the objective of this study.

Several previous publications addressed the dynamics of adsorbates at metal surfaces and their interaction with one another. They include measurements of the dynamics of benzene molecules,[111, 112] reactive mixtures,[113, 114] hydrogen atoms,[115] and CO molecules.[42, 43, 48, 116-118] Also, the insertion of atoms or molecules into molecular surface networks has been studied previously.[94, 97, 98, 119-121] What makes our study novel is the confined nature of the adsorbates that allows us to study how molecules behave when their support is not a large, clean and inert terrace.[122]

We use CO as our test molecule because abundant data on its surface behavior is available: CO molecules adsorb upright atop Cu(111) substrate atoms. They are imaged in scanning tunneling microscopy (STM) as protrusions or indentations, depending on whether the STM tip is decorated with a CO atom at its apex or not, respectively.[23] At sufficient coverage, CO adsorbates form an ordered (V3xV3)R30° overlayer; large islands of this superstructure have been observed in previous STM studies.[123] In our model system there are 186 exposed atop adsites in each 4 nm pore, allowing a maximum occupation in the exposed facet of 62 CO molecules in a dense (V3xV3)R30° adlayer.
6.3 Methods

Initial sample preparation involves the usual sequence of sputtering and annealing, followed by cooling to liquid nitrogen temperatures. The anthraquinone pattern is created by deposition of the molecule onto the cryogenic sample followed by annealing to room temperature. After subsequent cooling to ≈ 40 K, CO is deposited through a leak valve.

6.4 Results and Analysis

Deposition of CO molecules into an anthraquinone honeycomb network does not alter the pore shape. With careful dosage we obtain a CO coverage very close to a complete \((\sqrt{3} \times \sqrt{3})R30^\circ\) overlayer, which is visible inside the pores (figure 6.1(b-d)). Moreover, we find on the exposed facets a dislocation line which is constantly present yet persistently shifting position. This differs from the behavior of CO films on extended terraces, where the \((\sqrt{3} \times \sqrt{3})R30^\circ\) is observed over large areas and dislocation lines (i.e. antiphase domain boundaries) are expelled to the edge.[123] What is the origin of this effect?

Each exposed facet is centered around a substrate hollow site, allowing three equivalent atop adsites (light blue in figure 6.1(e)) to anchor the CO \((\sqrt{3} \times \sqrt{3})R30^\circ\) pattern, thus spanning three equivalent overlayer sublattices. The facet edges consist of two alternating sets of three equivalent sides, much as any hexagonal fcc island is surrounded by steps with alternating (111) and (100) facets. One of the sets of sides is equally decorated with CO molecules no matter which central substrate atom anchors the overlayer. Of the other set of sides, however, only two are covered intimately, leaving open space near the third side (yellow in figure 6.1(e)).

The open space can be avoided if the CO adlayer is imperfect: a dislocation line in the overlayer allows placement of adsorbates at all sides of the second set equivalently. Consequently, the confined adlayer is under competition between forming the structure found
on extended surfaces and incorporation of a dislocation line that permits equal filling of the edge sites, i.e. providing optimal edge interaction at the expense of intermolecular interaction. In both cases, the same number of CO molecules fit onto the exposed facet. The observation of the persistence of the dislocation lines indicates that the interactions at the adlayer edge are dominant over those within the adlayer.

 Imaging 75 setups of one dislocation line at 24 K, we find that in ≈ 40% of the cases a kink is present in the line. A dislocation typically affects 16 molecules (8 per side); a kink in the double line increases this number by 2 along the dislocation line (figure 6.1(g)). Analyzing the measured fraction of kinked lines using the Boltzmann equation and taking into account the degeneracy of the various possible kinked configurations, we estimate a kink energy of 6.1 ± 0.3 meV and a total energetic cost of the entire dislocation line of ≈ 0.05 eV. For three molecules the edge-interaction is improved by the dislocation line (yellow in figure 6.1(e)). This yields a lower boundary of the edge interaction of ≈ 0.02 eV per molecule, a considerable energy compared to, e.g., the CO diffusion barrier of 0.075 eV.[43]

 The presence of the dislocation can potentially affect the chemical reactivity of the film markedly: molecules affected by a dislocation line have a nearest neighbor configuration that allows more ready access to them as well as the underlying substrate. The number of molecules affected by the dislocation scales linearly with the size of the facet, whereas the total number of molecules scales quadratically, indicating that the smaller the facet size, the more pronounced this effect. For the 4 nm facets studied here, more than ¼ of the adsorbates (16 out of 62) are directly affected by the dislocation line, significantly greater than on extended terraces.

 The constant motion of the dislocation lines well below 30 K contrasts substantially with the behavior of individual CO molecules on Cu(111), whose diffusion starts only at ≈ 33K.[43] Is
this effect limited to dislocation lines? Preparing films of slightly lower coverage with facets that have a small number of vacancies in their (V3xV3)R30° coverage (figure 6.2(a,b)), we observe rapid motion at similarly low temperature. While increased diffusivity at high coverage has been observed in the past – to our knowledge it has not yet been quantified except at very low concentration[43] and for direct neighbors.[66, 117, 124] The confined nature of our exposed facets allows us to monitor the diffusion rate for a fixed number-density of molecules. The dotted line of figure 6.3 shows the diffusivity from a few molecules per pore (figure 6.2(e,f)) up to the point at which the (V3xV3)R30° adlayer is 1/3 complete and site blocking becomes important (figure 6.2(c,d)). While data points for coverages up to 6 molecules on the exposed facet were measured at 27 K, diffusion at higher coverages was too rapid at this temperature; the data point for 21 molecules per pore was measured at 22 K and scaled according to the
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Figure 6.2 images from STM movies showing the diffusion of (a,b) vacancies in a (V3xV3)R30° CO coverage in confinement (image parameters: 12 nm x 9 nm; Bias: -1.23 V; Current: 120 pA, Temperature: 23 K); (c,d) 20-22 CO molecules on each exposed facet (image parameters: 8 nm x 8 nm; Bias: -0.72 V; Current: 60 pA, Temperature: 22 K); (e,f) two and three CO molecules in confinement (image parameters: 12 nm x 9 nm; Bias: -2.67 V; Current: 100 pA, Temperature: 27 K).
Arrhenius parameters of Ref. [43]. The dotted line represents an exponential fit of the diffusivity.

A detailed look at the STM images indicates that the diffusivity depends not only on the number of molecules on the exposed facet but also on the position of the molecules within that facet. Generally, molecules tend to move less if they are closer to the center and more rapidly around the perimeter. Unfortunately, this renders a complete Arrhenius-based evaluation (which would need to separate molecules by location) beyond reasonable effort.

Thermally programmed desorption experiments showed that an increase of the surface coverage can lead to a reduction of the adsorption energy.[110] In the simplest approximation, the diffusion barrier is a constant fraction of the adsorption energy. While this argument justifies a variation of the diffusion barrier with coverage, it provides little indication that the diffusion preexponential factor should vary markedly with it. Fixing the diffusion prefactor at the
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**Figure 6.3** dotted line: diffusion rate per molecule as a function of number of molecules on an exposed facet; solid line: reduction of the diffusion barrier that causes this acceleration under the assumption of a constant diffusion prefactor. All error bars are dominated by the temperature uncertainty of 1 K in our measurements; the statistical error is much smaller than the data markers.
value for isolated molecules,[43] the variation of the diffusion barrier with coverage can be obtained from the diffusion data (figure 6.3, solid line). The adsorption and subdivision of the Cu(111) terrace by the anthraquinone network causes a reduction of the CO diffusion barrier by ¼; increasing the coverage inside the pore up to 1/3 of the (v3xv3)R30° adlayer reduces the diffusion barrier by another ¼. The data suggests a linear fit of the reduction of the barrier as a function of the coverage with a slope of (57 ± 14) %/ML, with 1 ML defined as the complete (v3xv3)R30° coverage. If the adsorption energy is assumed to be proportional to the diffusion barrier, then its reduction by half indicates a comparable reduction of the adsorption energy. The observation of a linear dependence of the energy reduction on the number density of molecules suggests that its origin is not direct pair interactions (which scale quadratically with coverage) but involves the substrate, potentially both through confinement-induced surface state effects[62, 77, 85] or through mediation of trio and higher order interactions.[102] While the effects of site blocking and nearest neighbor interactions prevent us from obtaining experimental data beyond 1/3 ML coverage, our results suggest a quite substantial destabilization of the CO molecules in the (v3xv3)R30° adlayer, well in line with the results discussed in Ref. [110, 124]

Following this discussion of the CO dynamics, we finally examine the locations the molecules/vacancies occupy and the effect of the lateral confinement on them. To this end, we study the distribution of vacancies in coverages like the one shown in figure 6.2(a-d) and of molecules in coverages like shown in figure 6.2(c,d).
Figure 6.4(a) shows the likelihood that the dislocation line of Figure 6.1(b,c,d) occupies different substrate sites in a color-coded histogram. In this context it is important to realize that although the anthraquinone network appears sixfold symmetric, due to the threefold (and not sixfold) symmetry of the substrate, every other of its sides comes to rest at different surface locations. The dislocation line generally crosses near the center of the exposed facet thereby connecting dissimilar edges. Consequently, the area showing higher occupation of the dislocation line in the center right of figure 6.4(a) is not equivalent to the area on the center left of the pore line. The sensitivity of the dislocation line to the geometry of the facet boundary is a testament to the importance of confinement for the spatial distribution of adsorbates.

Figure 6.4(b) shows the distribution of vacancies on exposed facets a few molecules short of saturation; bright colors correspond to a high likelihood of finding vacancies. Viewing a large number of movies with coverages similar to figures 6.2(a,b), we qualitatively observe that the vacancies frequently arrange themselves in rows that originate at the facet edge and often

![Figure 6.4 color coded histograms of CO vacancy/molecule distribution for each of the 186 Cu substrate atoms exposed within an anthraquinone pore. The anthraquinone pore is chiral and threefold symmetric, panels (b) and (c) are averaged over three equivalent rotational orientations. (a) Dislocation lines are most commonly found to cross the facet center, (b) whereas vacancies are more commonly found around the facet edge. (c) For 20-22 CO molecules a relatively featureless distribution is observed. Each panel represents the location of >1000 vacancies/molecules.](image)
bend back towards the same or an adjacent edge. In the histogram of figure 6.4(b), this is reflected in a higher probability for vacancies to be found at the edges, with a slight preference for one kind of edge and vertex. It is important to realize that in our observation, the vacancies do not segregate from the adlayer, i.e. they do not form a closely covered area surrounded by empty space as on extended terraces.[123] Rather the vacancies are interspersed with the adlayer, affecting a far greater fraction of the adlayer molecules and potentially rendering the adlayer more reactive. A statistical analysis of vacancy motion is much more complicated than for adsorbate motion, as in the (V3xV3)R30° overlayer ‘fractional’ vacancies (corresponding to molecules adsorbed in antiphase) can combine and molecules can occasionally and intermittently adsorb closer than the √3 spacing, so that the total number of vacancies on an exposed facet is not conserved.

Reducing the coverage to 20-22 molecules on the exposed facet (i.e. ≈ 1/3 of the (V3xV3)R30° adlayer), we do not observe aggregation into large islands (figure 6.2(c,d)). Despite the low temperature only small aggregates of molecules form, with almost every molecule being accessible on the surface from at least one side. This is, again, in marked contrast to CO films on extended terraces, where we find extended (V3xV3)R30° islands under similar conditions.[123] The distribution of molecules within the exposed facet is relatively featureless; no preferred or avoided regions of adsites can be discerned (figure 6.4(c)).

6.5 Conclusion

In summary, we conducted a survey of the effects that nanometer-scale confinement can have on adsorbate dynamics and placement: on small exposed facets we found that adsorbate diffusion increases rather than decreases, resulting in more even and open distributions of adsorbates and adlayer vacancies than found on extended terraces. Even at full
coverage, confinement can stabilize dislocation lines which affect a substantial fraction of the molecules in the adlayer (> ¼ of them). In combination, these findings suggest that confinement alone can increase the potential for surface reactivity in an adsorbate film: the smaller the facet size (i.e. the smaller a metal nanoparticle that creates it), the more pronounced the mentioned effect.
Chapter 7

*Molecular Orbital Analysis of Anthracene Derivatives on Cu (111)*

7.1 Introduction

Density functional theory (DFT) simulations have become a ubiquitous and indispensible tool in many areas of chemistry. In surface science, their use includes determining the adsorption geometries of a vast array of organic molecules on metal surfaces through geometric optimization based on minimization of the total energy of appropriately chosen super cells comprising both the adsorbate and several substrate layers. This approach has allowed for the understanding of surface pattern formation in a plethora of adsorption systems; likewise, it has permitted simulation of molecular motion at surfaces at great fidelity. The overall success of this method is beyond doubt. Yet from a chemical perspective this approach is somewhat unsatisfactory, as interpretation of its results, i.e. charge density distributions, and their reconciliation with a molecular-orbital approach to chemical understanding is difficult and cumbersome and, hence, all too often not even attempted. Here, we present a facile and very informative way of analyzing DFT data on molecular adsorption at metal surfaces that provides a direct bridge to a more chemical and molecular-orbital oriented understanding of the phenomenon.

We stress that our approach does not generate novel or better data *per se*, but submit that the understanding of the adsorption and diffusion processes it furthers may lead to fundamentally improved insights into surface chemistry, with a potential host of applications. In
particular, we demonstrate a way of obtaining a molecular orbital (MO) theory picture - including MO diagrams - by means of utilizing the projections of the Kohn-Sham (KS) orbitals onto the partial waves of each atom that are generated by typical DFT codes using projector augmented waves (PAW). As a consequence, we can highlight the impact that individual functional groups play in the adsorbate-substrate interaction, directly relating DFT-analysis to conventional chemical intuition; in fact, application of KS orbitals to an MO analysis is perfectly reasonable, if not more appropriate than some of the more traditional orbitals (e.g. Hartree-Fock), that are typically applied to a qualitative MO theory picture.\[9, 10\]

As an example, we apply our method to a family of anthracene derivatives adsorbed on the Cu (111) surface: Anthraquinone (AQ), Dithioanthracene (DTA), and Diselenoanthracene (DSeA), as well as anthracene (A) itself (a fairly rigid linear combination of three fused benzene rings, figure 7.1(a). AQ, DTA, and DSeA are derived from anthracene by replacing the hydrogen atoms at the 9,10-positions with the elements O, S, and Se respectively, which lie in the chalcogen group of the periodic table. Because of the chalcogens’ comparatively strong interaction with the substrate, we refer to them as linkers in this work. It should be noted that, while DTA and DSeA typically have extra functional groups attached to their linkers, it is possible to deposit them on the Cu (111) surface and then remove those functional groups by annealing, resulting in all three species having the same basic structure.

This class of organic molecules deposited on Cu (111) is of particular interest because these molecules have shown some promise as molecular machinery: they are able to diffuse uniaxially along the [110] direction in the plane of the Cu surface and, in the case of AQ, even act as a cargo-carrying agent.\[81, 125\] Both AQ and DTA are also capable of creating long-range ordered structures on the Cu (111) surface (hydrogen bonded chains\[71\] in the cases of both
DTA and AQ, and a honeycomb network[1] in the case of AQ). Anthracene derivatives in general have also been shown to have applications in photovoltaic devices[126] and electronics[127].

In this work, we first examine the geometric and energetic details of adsorption for each species including unsubstituted anthracene. We then reexamine adsorption from the point of view of the molecules’ KS orbitals, which we show can readily be partitioned into contributions from KS states of the anthracene and contributions from KS states derived from the linkers. This permits us to identify which states among these participate in hybridization upon adsorption (i.e. which molecule states are most involved in bonding to the substrate). As a consequence, we can systematically (in a chemical sense) analyze the variations in impact this related set of functionalities has. These are then compared to experimental scanning tunneling microscopy (STM) data on these species, of which the aspects concerning anthracene, AQ and DTA have been published already, but not the data concerning DSeA.

The principle findings of this study are that observed differences in diffusion barriers measured by STM can be linked to differences in how linker-derived states of each species hybridize to the underlying Cu (111) substrate by direct side-by-side comparison of MO diagrams of each adsorbed system. In particular, DSeA is found to bind its chalcogen linkers in a fundamentally different way than its counterparts, suggesting an explanation for a lower STM measured diffusion barrier when compared to AQ and DTA.

7.2 Methods

DFT calculations use the VASP code[27-30] with the optB86b-vdW [128, 129] exchange–correlation functional and a projector-augmented-wave (PAW) basis[33, 34]. The PBE-GGA[31, 32] functional was also used to measure binding energies for comparison. Calculations were performed for each molecule deposited on an 8-layer Cu slab, 6x5 atoms in the lateral
dimensions; dipole corrections were employed to cancel the effects of any induced dipoles. All results are optimized so that the remaining forces are less than 0.03 eV/Å. Because of the large size of the unit cell and the ensuing small volume of the first Brillouin zone, we sample k-space exclusively at the gamma point. Plane wave and augmentation charge energy cutoffs of 400 and 700 eV, respectively, were used. A detailed explanation of the MO analysis methods performed is presented later, in section 7.4.

7.3 Results: Adsorption Energies / Geometries

Before developing a systematic molecular orbital picture of the variations of the

Figure 7.1 Geometric and energetic properties of adsorbed anthracene and its derivatives. (a) Top-view of a generic anthracene derivative in its optimum adsorption configuration, with center, C, positioned above an hcp hollow, and designation of positions (indicated as circled letters): linkers \( L_1 \), \( L_2 \), and the terminal edge, \( T \), of the anthracene moiety. (b) Angled side-view with vertical \( z \) scale doubled to highlight vertical displacements, illustrating the same positions as (a) as well as the displacement \( S \) of the furthest displaced Cu surface atom. (c) From top to bottom: binding energies of anthracene and its derivatives, \( z \)-coordinates of the positions illustrated in (a,b) for each species (with the same ordering as the graph below), and measured distortions of the substrate (left axis) and molecule (right axis).
substrate-linker-backbone or adsorbate-substrate interactions in each adsorption system, we first describe the overall adsorption geometry and associated binding energies. Figure 7.1(a,b) shows top and side views respectively of what we consider to be the minimum energy adsorption configuration taken by anthracene derivatives on the Cu (111) surface. One linker lies at an atop site while the other lies at or near an fcc hollow site; the rings of the anthracene backbone are centered above hcp hollows. This determination was made by noting that the long axis of the anthracene backbone points along the close-packed [110] direction in STM images,[81, 125] and choosing the minimum relaxed configuration as determined by DFT that yields a long axis pointing in that direction.

The binding energy graph of figure 7.1(c) shows that each anthracene-derived molecule is stable on the surface with binding energies increasing as the linker species proceeds down the periodic table from H to Se. The need and utility of incorporation of a vdW-DF functional is expected from [130]. Calculations without the vdW-DF corrections (PBE-GGA) yield low binding energies for AQ on the order of a few hundred meV which is not consistent with experiment in which AQ sticks on Cu(111) up to room temperature [1] and beyond. This is in line with other non-vdW DFT studies of aromatic systems on metal surfaces in which calculated binding energies are found to be underestimated when compared to experimentally determined binding energies and have been linked to a lack of proper accounting of the van der Waals forces.[131]

Further light is shed on the trend in binding energies when the geometries of the molecule and substrate upon adsorption are taken into consideration (since PBE-GGA has difficulty binding AQ we present only the results for the optB86b-vdW functional here; we also find essentially similar results using the optB88-vdW functional). The linker atoms of each anthracene derivative are pulled close to the substrate (compare the linker z-coordinates $L_2z$ and
$L_2$ to the central ring heights $C_z$ of each molecule in figure 7.1(c)) while the anthracene backbone bends upward in a v-shape as can be seen in the side view of figure 7.1(b) in which the direction normal to the Cu surface, $z$, has been exaggerated for clarity. From the values of $C_z$ shown in figure 7.1(c) it can be seen that anthracene comes to rest more than 3 Å above the surface. This explains why, when the linkers force the central ring to be pulled closer to the substrate, the ends of the anthracene backbone try to pull away, creating a v-shaped molecule which appears as a set of 2 lobes in STM images.[1, 125] The relative degree of bending for each molecule is indicated by the height of the terminal carbon atoms (marked as $T$ in figure 7.1(a,b)) above the central ring, with that of unmodified anthracene being zero (i.e. the anthracene is flat) in agreement with experiment [132]. The general trend of increasing central ring height follows that of the increasing linker atomic radius from O to Se. It may also help to explain the same trend in binding energy: forcing the anthracene backbone closer to the substrate is less energetically favorable, which can also be seen in the trend of decreasing $T_z - C_z$ (bottom right axis of figure 7.1(c)). The substrate distortion, measured here as the z-coordinate of the most uplifted Cu atom, also appears to mirror this trend of decreasing interaction for AQ and DSeA, though DTA shows more substrate distortion than AQ.

7.4 MO Diagram Implementation

In order to evaluate the different impacts of the chalcogen linkers, we need to identify which electronic states appear when they are substituted and how these states shift in energy and real space, as the linkers are varied. To this end, we take the KS states of each system and create the site projected overlap integrals between pairs of states (one from each system): if the squared magnitudes of their projections onto one another are above a threshold within the PAW spheres of the atoms that remain the same upon substitution, then they are considered to
be the same state, or at the very least can be considered to be derived from one another. Here, PAW spheres refer to the regions surrounding each atom over which the projectors are defined (those regions where electronic wave-functions would typically oscillate rapidly).

As an example, if we wish to relate unsubstituted A to AQ, we perform DFT calculations on the two related systems: A isolated in vacuum, and AQ isolated in vacuum. Then, since the hydrogen and carbon atoms of A remain unaltered in the substitution that yields AQ, (with the exception of the 9,10 hydrogens which are replaced by O atoms), the projection of the state $\psi_m^A$ from A onto the state $\psi_n^{AQ}$ from AQ is given by:

$$\langle \psi_m^A | \psi_n^{AQ} \rangle = \sum_a \sum_i \langle \psi_m^A | \tilde{p}_i^a \rangle \langle \tilde{p}_i^a | \psi_n^{AQ} \rangle,$$

(EQ 7.1)

where the first sum is over the atoms, $a$, that remain unchanged (in this example the carbon and hydrogen atoms), the second sum is over the partial wave indices, $i$, centered at each of these atoms, and $|\tilde{p}_i^a\rangle$ are the PAW projector functions defined by Blöchl [33]. It should be noted that the term on the left hand side of equation 7.1 is not the full projection of $\psi_m^A$ onto $\psi_n^{AQ}$ as might be inferred from the notation, but only the projection within the PAW spheres; it is, however, intuitive to write it in this way since it will be used as if it were the full projection. Other aspects of the notation presented here are the same as adopted in GPAW[133]. Because the quantities $\langle \psi_m^A | \tilde{p}_i^a \rangle$ and $\langle \tilde{p}_i^a | \psi_n^{AQ} \rangle$ are already calculated as part of any PAW code performing DFT on the systems of anthracene and AQ, respectively, they are readily available as output from those calculations. [134]

Since the projector functions are zero outside of the PAW spheres, they do not form a complete set over all of space, so that the resulting projections need to be normalized in a way that correctly indicates the degree to which the two states being compared can be considered
as well represented by one another (i.e. they have sufficient overlap). We find reasonable results if we construct a normalization constant, $d_{mn}$, equal to the maximum of $\left| \langle \psi_m^A | \psi_j^{AQ} \rangle \right|^2$ and $\left| \langle \psi_j^A | \psi_n^{AQ} \rangle \right|^2$, where $j$ is varied over all of the KS states of AQ and anthracene, respectively, and use it to define a matrix representation of the MO diagram:

$$MO_{mn} = \frac{\left| \langle \psi_m^A | \psi_n^{AQ} \rangle \right|^2}{d_{mn}}.$$  \hspace{1cm} \text{(EQ 7.2)}

For those states that are similar in spatial extent in the systems of AQ and A (one state from each system), one finds exclusively weight in the diagonal elements of the MO matrix, whereas states affected by the insertion of the functional groups are represented by rows with off-diagonal elements. The hybridization partners can then be read from the position of the non-zero elements in the row. As a consequence, the MO matrix can be compactly represented as an MO diagram. To simplify the diagrams, we additionally set values of $MO_{mn}$ to 0 if they fall below some threshold. In this work the threshold was chosen to guarantee diagrams that would show important features in the electronic structure of each system while remaining relatively simple to interpret; these threshold values were 0.1 and 0.35 (out of a maximum of 1) for systems in vacuum and for adsorption systems respectively. Examples of these diagrams for AQ, DTA, and DSeA are in figures 7.2 and 7.3, the details of which are explained in sections 7.5 and 7.6 respectively. Each column of line segments shown represents a different MO matrix linking the states of the system on the left to those on the right.

### 7.5 Anthracene Derivative Orbitals in Vacuum

Figure 7.2 shows the relationships between KS orbitals of the A precursor and each of its derivatives which in section 7.6 are found to hybridize extensively with the Cu (111) surface
upon adsorption (i.e. having many off-diagonal elements in the $MO$ matrix). Figure 7.2(a) was generated using the implementation described in section 7.4, and as such serves as a first test-case of relatively simple systems whose orbital relationships can easily be verified by the human eye (see the surfaces of constant KS orbital charge density of figure 7.2(b)). The first column of figure 7.2(a) shows the density of states (DOS) of A. The second column shows the DOS of AQ. Between these two columns, lines connect the eigenvalues of KS states of A to those states of AQ that derive from them. Similarly, the DOS of each anthracene derivative is shown in its respective column, and the related states in each can be traced all the way (from right to left).

**Figure 7.2** KS Orbitals of anthracene and its derivatives isolated in vacuum. (a) MO diagram highlighting similarities between the KS orbitals of each molecule. Column headings include total charge densities for each molecule in vacuum, integrated along the direction normal to the page and colored gray, red, green, and blue for A, AQ, DTA, DSeA respectively. The Fermi level is marked by a horizontal black line. States are color-coded according to the same scheme as in (b). Surfaces of constant charge density (iso-surfaces) of the highest energy KS orbitals are displayed in (b). Color-coded boxes surround related iso-surfaces of each molecule. The LUMO and HOMO-2 of DSeA appear the same as those of DTA, so are rotated 90° to illustrate the π anti-bonding/bonding nature of each with respect to their linkers.
back to their A precursor states. Those states that we consider to have some importance are color-coded according to figure 7.2(b). The order of color assignment for each state of each system is based on which states between systems are comparable (i.e. which states are linked together). For example, in figure 7.2(a) the LUMO of A can clearly be seen to connect to the LUMO+1 of AQ, therefore, both states are colored purple; comparison between the LUMO of A and the LUMO+1 of AQ in figure 7.2(b) shows that this assignment is correct. The introduction of warm colors (red, orange, and yellow) for the derived molecules is due to the presence of new states contributed from the linkers that do not exist in the A precursor (which has only cool colors in its color-coding). The HOMO-4 of AQ (red, second column) can be seen to derive somewhat from the A HOMO-4, but it is color-coded as a linker-derived state because the equivalent state in DTA and DSeA shows little relation to any state from A, as can be seen in the HOMO-1 states of figure 7.2(b) outlined in red. We treat the HOMO in the derived systems as being degenerate so it is assigned two colors (yellow and orange). The repetition of the color blue for the LUMO and HOMO-1 of AQ (HOMO-2 for DTA and DSeA) has the purpose of indicating that both of these states are derived from the HOMO of A.

As already noted, figure 7.2(a) could have been easily created by direct inspection of the shape of the KS orbital densities of figure 7.2(b). In this regard, figure 7.2(a) serves as a proof of concept that the procedure described in section 7.4 is capable of making the right assignments, as well as establishing the similarities between all three anthracene derivatives and their relationship to the A precursor. Figure 7.2(b) also makes it clear that the A HOMO derived states (boxed in blue) are hybridizations with the $p_z$ orbitals of the linkers, creating a π bonding and anti-bonding pair, with the effect that these states, while assigned to the A precursor, should also have properties related to the linkers.
7.6 Results: Adsorbed System Orbital Comparisons

Having established the effectiveness of the technique described in section 7.4, we now turn to application of this MO analysis to systems exhibiting a continuum of states where such an automated analysis becomes indispensible. Figure 7.3 shows comparisons between the adsorption of (a) AQ and DTA, and (b) AQ and DSeA, and is arranged in a similar manner to figure 7.2(a), with the central DOS graphs of each being the projected density of states (PDOS) onto the adsorbate atoms (i.e. excluding PDOS of the underlying Cu) of the adsorbed systems.

![Figure 7.3 Side-by-side MO comparisons of (a) AQ and DTA, and (b) AQ and DSeA. The first three columns of DOS/PDOS are of the systems A in vacuum, AQ in vacuum, and AQ adsorbed to Cu (111) respectively, indicated by column headings showing the total charge density of those systems, integrated and colored as in figure 7.2. Dashed ovals in (b) highlight MOs that differ for DSeA when compared to the other two derivatives. Color-codes for each orbital as defined in figure 7.2 are repeated in (c) for reference.](image-url)
The orbital color-codes introduced in figure 7.2 are used again here, and indicated in figure 7.3(c) for convenience. The first 2 columns of figure 7.3(a) are a repeat of the first 2 columns of figure 7.2(a) (showing how the states of AQ are derived from those of A).

The third column of figure 7.3(a) illustrates how the KS orbitals of an isolated molecule of AQ hybridize with the underlying Cu to create the states of the adsorbed AQ system. Similarly, the fourth column, shows how the KS orbitals of an isolated molecule of DTA hybridize to create the states of the adsorbed DTA system (if read from right to left). The fifth and sixth columns are arranged as mirror images of the second and first columns respectively, but now applied to DTA rather than AQ. This setup allows for a direct comparison of the adsorbed system KS orbitals of AQ and DTA. Figure 7.3(b) repeats the same structure, but now for direct comparison of adsorbed AQ (left) to adsorbed DSeA (right).

Close inspection of the third and fourth columns of figure 7.3(a) shows that the bonding of AQ and DTA to the surface is quite comparable, particularly for states below $E_F$: while the precise KS eigenvalues often vary slightly between the two, they appear to have a near one-to-one correspondence. Figure 7.3(b) however, shows that this is not the case when comparing adsorbed AQ to adsorbed DSeA (and by transitivity, when comparing DTA to DSeA). In particular, DSeA shows significantly more hybridization of its LUMO, HOMO-1, and HOMO-2 (blue, red, and blue again, respectively) in the range of $-1.5$ eV to 0 eV (circled). Furthermore DSeA shows no signs of bonding of its HOMO to lower energy states (below $-3$ eV), whereas AQ and DTA do. Experimentally we observe such a low diffusion barrier ($< 20$ meV) for DSeA that its motion cannot be frozen out at the lowest temperatures provided by our STM (between 10 and 20 K, see figure 7.4). This is a significantly lower diffusion barrier when compared to those previously reported for AQ[81] and DTA[125] (23 meV and 130 meV respectively) the motions of
which could be frozen out by our equipment. Based on the circled differences in figure 7.3(b), we therefore assign DSeA’s lower diffusion barrier to be related to its linkers’ tendency to bind at higher energies than its counterparts, as well as the somewhat different hybridization behavior of its LUMO.

According to figure 7.3(a) then, AQ should exhibit similar diffusion behavior to DTA; however, as already noted, the apparent barrier for AQ is much smaller than that of DTA. In this case we believe the deciding factor is that the O linkers of AQ, unlike its more massive chalcogen counterparts of S and Se, are able to tunnel through part of the diffusion barrier, thereby circumventing the constraints placed on it by bonds that are otherwise quite similar to those of DTA; the fact that AQ’s linker-derived HOMO-4 state, unlike its DTA and DSeA counterparts,
inherits charge density from A’s HOMO-4 \( \pi \) system state (see figure 7.2(a,b)) may also play a role in this. In previous studies of similar uniaxially diffusing molecules we have also observed such apparent tunneling behavior for O linkers.[135]

7.7 Conclusions

In conclusion we have demonstrated a way to extract MO diagrams from typical DFT codes employing PAW bases for a variety of related systems that enables facile side-by-side comparison of their chemical properties within an MO theory-based framework. Using this technique we were able to trace the orbitals of anthracene derivatives from their beginnings as anthracene orbitals and linker orbitals to their final configurations upon adsorption of each derivative. In doing so, we found that DSeA in particular exhibits a different bonding behavior with respect to its linker-related states, which then provides a chemical explanation for STM results showing that DSeA has the lowest diffusion barrier among the three derivatives studied.
Chapter 8

Conclusions and Future Work

8.1 Conclusions

The studies presented in this dissertation all focused on systems whose important features extend over a very small spatial range: over angstroms and nanometers. Before they were ever conceived of or observed in the Bartels lab, and before I (and others) analyzed them, at a most fundamental level they were already well-understood: each system consisting of atoms, electrons, molecules, and nanometer scale superstructures is for most intents and purposes perfectly described by the Schrödinger equation. So if we already know everything about these systems, why study them – what more can we learn?

The answer (aside from 42 [136]) is that, in isolation, the raw information we get from a brute-force application of Quantum Mechanics is not practical. This is true both in terms of the computational resources required (as the system size grows), as well as how useful the information about the system is to us once we have it. Our goal should be to simplify and distil out only the information and insights that will allow us to make useful predictions about these and related systems (as well as helping us to decide what it means for systems to be related in the first place). This is what my co-workers and I have tried to do in each of the cases studied in this dissertation, for the general class of systems described as “organic molecules adsorbed to a Cu (111) surface”.
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8.2 Future Work

In this section I would like to propose what I believe the next logical step should be with regards to interpreting the physical meaning of KS orbitals, as related to the analysis performed in Chapter 7. As noted in Chapter 1, the KS orbitals are considered to be an auxiliary mathematical system used as a tool to solve the real problem in DFT. However it is already common practice to treat KS orbitals as though they represent some real physical quantity (e.g. it is routine to use them to generate as DOS or PDOS plots). The main problem with these orbitals is that because they represent an auxiliary system of non-interacting single-particle electrons, their energy eigenvalues do not strictly represent a real energy in the way that we would want to interpret an energy eigenvalue (as being the energy of an actual particle, or quasi-particle). It has however been noted that the energy eigenvalues can often be rescaled to fit, for example, the HF orbital eigenvalues.[137] I believe that a deeper interpretation of their physical meaning lies in the charge density which they can be considered to partition (see below).

In Molecular Orbital (MO) theory, there is a concept of whether a particular orbital is “bonding” or “anti-bonding”, the determination of which is often made on a geometric basis (does the charge distribution of this orbital help to hold 2 nuclei together, does it tend to push them apart, or does it have a neutral effect?). For complex systems (e.g. those studied in Chapter 7), this definition presents a problem because there are many nuclei and the question of bonding or anti-bonding needs to be asked with respect to what change is being made to the system. For example, one orbital that binds a molecule to a substrate might prefer to bind the molecule to one adsite while a different orbital might prefer to bind the molecule to a different adsite. What we would like then, is to take the potential energy surface (PES) associated with
motion of each of the nuclii (ideally, easily calculated with DFT, though famously problematic for some systems [138]) and determine how each KS orbital contributes to that PES. In this way, for example, a diffusion barrier (see cartoon in figure 8.1) could be broken down into its energetic contributions from each KS orbital with orbitals that contribute positively to that barrier considered as bonding with respect to the preferred adsite and with those orbitals contributing negatively to the barrier considered as anti-bonding with respect to the preferred adsite (or, equivalently, bonding with respect to the transition state). This would yield a quantitative energetic meaning to each KS state (or, more generally, any chosen partitioning of the charge density). In what follows I show how this might be done.

Based on the Hellman-Feynman theorem, the ground state charge density can be evaluated directly as an electrostatic charge distribution in order to calculate the force on each nucleus (or ion in a frozen-core approximation) in a given system. In this way, one can in principle calculate the energy difference between, for example, two different adsorption states.
configurations (call them A and B) of a molecule undergoing diffusion (i.e. we are considering the PES at two points A and B). One would do this by dividing up the path from A to B into differential changes of the positions of the nuclei, and calculate the work done in forcing the ions to move from configuration A to B:

\[
E_A - E_B = \Delta E_{A \rightarrow B} = \sum_i \int_A^B dx_i F_{x_i}
\]

\[
= \sum_i \int_A^B \left( dx_i \left( F_{x_i}^{\text{elec}}[n_0] + F_{x_i}^{\text{nucl}} \right) \right),
\]

(EQ 8.1)

where the index \( i \) runs over each of the nuclei coordinates \( x_i \), the force on the nucleus at each such point being \( F_{x_i} \) which is then divided into a contribution from the ground state electron density \( F_{x_i}^{\text{elec}}[n_0] \) evaluated at each differential configuration and a contribution from the repulsion due to the surrounding nuclei \( F_{x_i}^{\text{nucl}} \). Of course, the energy difference between A and B could just as well be solved by taking the difference in the ground state energy calculated by DFT for the system in both configurations – what has been gained by this alternative approach is that the energy has been written in a way that can be partitioned by the KS orbitals: \( F_{x_i}^{\text{elec}} \) is linear with respect to partitioning of the charge density, therefore we may define the force on each ion due to the occupied KS orbital \( |\epsilon\rangle \) as \( F_{x_i}^{\epsilon} \equiv F_{x_i}^{\text{elec}}[n_\epsilon] \) where \( n_\epsilon(\vec{r}) = |\langle \vec{r} |\epsilon\rangle|^2 \). That is,

\[
F_{x_i}^{\text{elec}}[n_0] = F_{x_i}^{\text{elec}} \left[ \sum_\epsilon n_\epsilon \right] = \sum_\epsilon F_{x_i}^{\text{elec}}[n_\epsilon] = \sum_\epsilon F_{x_i}^{\epsilon}.
\]

We can just as well consider the force associated with an orbital \( |\epsilon\rangle \) from the related molecule-in-vacuum system (e.g. in Chapter 7 I spoke of the projection of the HOMO etc. of AQ onto the adsorbed AQ system), \( F_{x_i}^{\epsilon,\text{AQ}} \equiv \langle \epsilon|\epsilon\rangle F_{x_i}^{\epsilon} \) so that \( F_{x_i}^{\epsilon} = \sum_\epsilon F_{x_i}^{\epsilon,\text{AQ}} \). Because \( |\epsilon\rangle \) is fixed
with respect to the changing adsorption system (in going from A to B) substitution back into equation 8.1 yields quantities (call them \(\Delta E_{A\rightarrow B}^e\)) very similar to what we would like to have:

\[
E_A - E_B = \sum_e \Delta E_{A\rightarrow B}^e + \sum_i \int_A^B dx_i F_{x_i}^{\text{nucl}}
\]

\[
= \sum_e \left\{ \sum_i \int_A^B \left( \sum_{\varepsilon} dx_i F_{x_i}^{e,\varepsilon} \right) \right\} + \sum_i \int_A^B dx_i F_{x_i}^{\text{nucl}}
\]

where the expression for \(\Delta E_{A\rightarrow B}^e\) is given by the term in curly-brackets above. This is already a perfectly good and physically interpretable partitioning of the barrier energy (if A is taken to be the optimum configuration and B the transition configuration) into parts due to the \(|e\rangle\) states and one big part due to the nuclii repulsions. What I believe would be more faithful to the original concept of bonding/anti-bonding would be to consider the effective energy that a KS orbital contributes to the barrier with the idea that each orbital must pull its figurative weight in opposing the repulsions of the nuclii (given \(N\) occupied states): \(F_{x_i}^{e,\text{eff}} \equiv F_{x_i}^e + \frac{1}{N} F_{x_i}^{\text{nucl}}\),

\(F_{x_i}^{e,\text{eff}} \equiv \langle e|\langle e|F_{x_i}^{e,\text{eff}}\rangle\), and

\[
E_A - E_B = \sum_e \Delta E_{A\rightarrow B}^{e,\text{eff}} = \sum_e \left\{ \sum_i \int_A^B \left( \sum_{\varepsilon} dx_i F_{x_i}^{e,\varepsilon,\text{eff}} \right) \right\}
\]

where, as was the case before, \(\Delta E_{A\rightarrow B}^{e,\text{eff}}\) is given by the term in curly-brackets. Now for each molecule state \(|e\rangle\) (LUMO, HOMO, etc.), an energy contribution to the barrier can be defined to create a picture like figure 8.1, yielding at the same time a quantitative interpretation of the MO type analysis presented in Chapter 7, as well as of the KS orbitals themselves.
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Appendix A

Appendix to Chapter 2: Introduction to Scanning Tunneling Microscopy (STM): interpretation and simulation of STM images

Here I present a derivation along the lines of the work in [15], with some simplifications and modifications where I think appropriate. The central idea is that we can model the effect of the STM tip on electron flow as being a sink (source) into (out of) which probability current flows so that over some finite region \( R_{\text{tip}} \) in the vicinity of the tip, electronic wave-vectors are not stationary states but instead are either losing or gaining electron density at a steady rate. Throughout the rest of the sample however, electron density remains constant because those electrons transferred to (or from) the tip are replenished (or lost) to the underlying reservoir that is the Cu substrate. If this is the case, then the sample/tip system can be modeled as:

\[
\hat{H} |\varphi_E\rangle = E |\varphi_E\rangle + |\sigma\rangle, \quad \text{(EQ A1)}
\]

where \( |\varphi_E\rangle \) is a steady-state wave-vector with energy \( E \) at locations where \( |\sigma\rangle \) is 0, and has time dependence elsewhere. Later it will be necessary to re-express \( |\varphi_E\rangle \) in terms of true steady-state wave-vectors (i.e. those that would exist if no current were flowing through the tip) as these wave-vectors (call them \( |\varepsilon_i\rangle \)) can be calculated with DFT whereas the original \( |\varphi_E\rangle \) cannot. The wave-vector \( |\sigma\rangle \) encapsulates the effective current-sink/source properties of the tip (the details of which generally are not known due to experimental limitations), where based on the model described above:
\[
\langle \hat{r} | \sigma \rangle = \begin{cases} 
\sigma(\hat{r}), & \text{if } \hat{r} \in R_{\text{tip}} \\
0, & \text{otherwise.}
\end{cases}
\] (EQ A2)

The function \( \sigma(\hat{r}) \) on the right-hand side of equation A2 indicates a non-zero valued function that because we don’t know its details must otherwise be left generic. The probability current due to the \( |\varphi_E \rangle \) (whose “steady-state” energy is \( E \)) flowing into or out of any position \( \hat{r} \) in space is simply given by the time dependence of the observable density \( \rho_E(\hat{r}) \) whose associated operator is \( \hat{\rho}_E = |\hat{r}\rangle \langle \hat{r}| \) which can be found by taking its commutator with the Hamiltonian:

\[
\partial_t \rho_E(\hat{r}) = \frac{1}{i\hbar} \langle \varphi_E | \left[ \hat{\rho}_E, \hat{H} \right] | \varphi_E \rangle = \frac{2}{\hbar} \Im \langle \varphi_E | \hat{\rho}_E \hat{H} | \varphi_E \rangle.
\]

In the final step I used the fact that a complex number minus its conjugate is just twice the imaginary part multiplied by \( i \). The component of measured current due to the state \( |\varphi_E \rangle \) (call it \( I_E \)) should therefore be given by integrating \( \partial_t \rho_E(\hat{r}) \) over all of space (though notably it will be non-zero only in the region \( R_{\text{tip}} \)), yielding

\[
-I_E = \frac{2}{\hbar} \Im \langle \varphi_E | \hat{H} | \varphi_E \rangle = \frac{2}{\hbar} \Im \langle \varphi_E | (E | \varphi_E \rangle + |\sigma\rangle) \rangle = \frac{2}{\hbar} \Im \langle \varphi_E | \sigma \rangle,
\] (EQ A3)

where equation A1 has been substituted for \( \hat{H} | \varphi_E \rangle \) and the fact that \( \Im \langle \varphi_E | \varphi_E \rangle = 0 \) has been used. The negative sign in front of \( I_E \) is due to the convention that current should measure the flow of positive charge.
As noted in chapter 2, the only electrons contributing to the current should be those lying between the Fermi energies of the sample and tip so that the total measured current is

$$I = \frac{2}{h} \int_{E_F}^{E_F+eV} dE \, \Re \langle \varphi_E | \sigma \rangle.$$  \hspace{1cm} (EQ A4)

Here the minus sign for current has disappeared because when $V$ is negative, as is the case for negative current flow (i.e. electrons hopping into the tip), the limits of integration shown above will flip to yield an overall negative sign and therefore negative current. To solve for $|\varphi_E\rangle$ in terms of the states that can be calculated ($|\epsilon\rangle$), equation A1 can be rearranged and a complete set of states inserted:

$$|\sigma\rangle = (\hat{H} - E) \int_{-\infty}^{\infty} d\epsilon \, |\epsilon\rangle \langle \epsilon | \varphi_E \rangle$$

$$= \int_{-\infty}^{\infty} d\epsilon \, (\epsilon - E)|\epsilon\rangle \langle \epsilon | \varphi_E \rangle.$$ \hspace{1cm} (EQ A5)

This suggests inversion of the operator $(\hat{H} - E)$ to solve for $|\varphi_E\rangle$ in terms of $|\sigma\rangle$. As can be seen from equation A5 however, such an inversion will contain a singularity for those states that have eigenvalues $\epsilon = E$. One option would be to reserve ourselves to solutions $|\varphi_E\rangle$ that have no contributions from such states, however in doing so we would find that these solutions have no imaginary part when substituted into the equation for measured current, equation A4. Furthermore, if a contribution to $|\varphi_E\rangle$ from the $|\epsilon = E\rangle$ states is incorporated (by adding an arbitrary linear combination of them) it will still be found that there is no current in equation A4 because a quick insertion of an $|\epsilon = E\rangle$ state on the left of equation A5 shows that $|\sigma\rangle$ has no projection onto $|\epsilon = E\rangle$. That is, the original formulation of the problem (equation A1) leads to
contradiction if one wishes to measure current by calculating $\partial_t \rho_E(\mathbf{r})$ associated with the number of electrons either “disappearing” or “appearing” at the tip.

The problem here is that we are trying to model something using the mathematical machinery of quantum mechanics that requires breaking (or at least bending) the rules enforced by that mathematical machinery. Specifically, we have a system that is allowing particles to appear or disappear into some closed region ($R_{tip}$) contained within the system’s bounds – the advantage of trying to solve the problem this way is that we no longer need to model the entire macro-scale electronics of the STM that allow current to flow out of the tip and be measured. The standard tweak that is used to get around this problem is to couple the states $|\varphi_E\rangle$ to some imaginary wave-vector space by modifying the original Hamiltonian to include a small imaginary potential:

$$\hat{H} \rightarrow \hat{H} + i\delta,$$

where, in order to preserve the original physics of the problem, we will require that $\delta \rightarrow 0$ in some limit. The problem of solving for $|\varphi_E\rangle$ can now be reformulated as:

$$|\varphi_E\rangle = (\hat{H} - E + i\delta)^{-1}|\sigma\rangle$$

$$= \int_{-\infty}^{\infty} d\varepsilon \frac{|\varepsilon\rangle\langle\varepsilon|}{\varepsilon - E + i\delta}|\sigma\rangle$$

$$= \left( \mathcal{P} \int_{-\infty}^{\infty} d\varepsilon \frac{|\varepsilon\rangle\langle\varepsilon|}{\varepsilon - E} - i\pi \text{ sgn}(\delta) \int_{-\infty}^{\infty} d\varepsilon \delta(\varepsilon - E)\langle\varepsilon|\right)|\sigma\rangle.$$

The final line follows from complex contour integration, with the letter $\mathcal{P}$ indicating that the first integral is to be taken as a principle value (it incorporates only those values of $\varepsilon$ on the real line that do not include the singularity at $\varepsilon = E$). Substituting this expression back into equation A4
yields the current measured by the STM. In doing so, the first term above disappears as it has no imaginary part, and we are left with:

\[ I \propto \int_{E_F}^{E_F+eV} dE \ |\langle e | \sigma \rangle|^2. \quad \text{(EQ A6)} \]

If additionally it is assumed that \( \sigma(\vec{r}) \) is a delta function centered at the location of the tip (i.e. \( |\sigma \rangle \propto |\vec{r}_{\text{tip}} \rangle \)), then equation A6 is further simplified to read:

\[ I \propto \int_{E_F}^{E_F+eV} dE \ \rho_E(\vec{r}_{\text{tip}}), \]

as claimed in equation 2.2 of Chapter 2. In the ideal case of a point-like tip this is perfectly reasonable. As discussed in Chapter 2, non-ideal tips can often be modeled by sampling \( \rho_E(\vec{r}) \) in some phenomenological way.
Appendix B

Appendix to Chapter 4: AQ Network Models

Figure B.1 shows an excerpt from the table of pores that can be constructed based on how neighboring AQ molecules bond to one another on the Cu (111) surface.

![Figure B.1 Library of geometrically possible AQ network pores.](image)