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ABSTRACT

Quantum mechanical effects on the angular distribution of HF products from the F + H₂ reaction were studied using crossed atomic and molecular beams with a rotatable mass spectrometer detector and time-of-flight velocity analysis. Measurement of the singlet-triplet splitting of CH₂ from the recoil velocities of fragments from ketene photodissociation in a molecular beam are also reported.

Partial center-of-mass angular distributions, and velocity flux contour maps have been derived for individual vibrational states of the HF product from the F + H₂ reaction at collision energies of 2 and 3 kcal/mole. The center-of-mass distributions were obtained by analysis of laboratory angular and time-of-flight measurements of the reactive scattering. The results are consistent with recent three dimensional quantum mechanical scattering calculations, which predict that resonance effects should appear in the product angular distributions in this energy range.

The photofragmentation of ketene in a molecular beam was used to measure the singlet-triplet splitting in CH₂. A rare gas halide excimer laser operating at 351 nm (XeF) and 308 nm (XeCl) dissociated the ketene. Time-of-flight measurements of the fragment velocities allowed determination of the energetics of the dissociation. The
$^1A_1 - ^3B_1$ splitting in CH$_2$ was found to be 8.5 ± 0.8 kcal/mole. This agrees with many experimental results, but not with the value of 19.5 kcal/mole derived from recent photodetachment experiments on CH$_2^-$. 
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I. REACTIVE SCATTERING OF F WITH H₂

INTRODUCTION

The F + H₂ → HF + H reaction is one of the simplest examples of a highly exoergic chemical reaction. A variety of experimental methods have been used to determine both the absolute overall rate constant, and relative state to state probabilities for this reaction. These quantities, and some other characteristics of the reaction, have also been the object of numerous theoretical calculations. Even for this simple reaction, the dynamics have proved to be sufficiently complicated that many features are either unknown or poorly understood.

The most striking aspect of the F + H₂ reaction is the inversion of the vibrational state populations in the HF products. Of course this is the reason for much of the interest in the F + H₂ system since a powerful chemical laser can be built using it as the pumping reaction. Many measurements have been made of the energy distribution in the reaction products to determine detailed rates for product formation in various quantum states. Chemical laser¹,²,³ and infrared chemiluminescence experiments⁴,⁵,⁶,⁷ have given product vibrational distributions at several temperatures (Table 1) and there is fair agreement among values determined by different methods. Infrared chemiluminescence has also been used to determine product rotational state distributions for HF V = 1,2 and 3.

The use of para hydrogen in the reaction has shown that the rotational state of the reactant H₂ influences the vibrational energy distribution in the products. With para hydrogen a significantly higher fraction of the available energy appears in product vibration.⁸ Infrac-
red chemiluminescence measurements using para hydrogen in the reaction at two different temperatures have made it possible to resolve the effects of individual rotational states. The reaction with $H_2 J = 1$ yields products with somewhat less population in $V = 3$, but this trend is reversed between $J = 1$ and $J = 2$ at 290 °K with $J = 2$ giving a larger fraction of product in $V = 3$.

Measurements of the overall rate constant for the $F + H_2$ reaction using different methods and over different temperature ranges have not agreed very well. Values for the activation energy range between 510 and 2470 cal, with Arrhenius preexponential factors between $9.2 \times 10^{-11}$ and $2.7 \times 10^{-10}$ cm$^3$/molecule-sec. The most recent direct measurements all gave activation energies below 1.2 kcal/mole. The actual values for the rate constant from those studies agree within about a factor of two over the temperature range covered.

The experimental work mentioned has revealed several characteristics of the dynamics of the $F + H_2$ reaction. The overall reaction has a small activation energy, indicating there is a low barrier to the reaction. Increasing the reagent temperature tends to decrease the fraction of the available energy appearing in product vibration and increases the energy in product rotation. The effect of reagent rotation is difficult to determine separately from changes in translational energy, but there certainly is evidence that the rotational states of the reactants significantly influence the vibrational distribution of the products.

A great deal of effort has been directed toward explaining these results by comparison with various types of calculations. An accurate
potential energy surface is an important prerequisite for calculations of collision dynamics. Most of the surfaces proposed are of the LEPS\textsuperscript{15} or generalized LEPS\textsuperscript{16} form with parameters adjusted to fit some experimental results. Actually, some of the classical dynamics calculations were attempts to derive the potential from experimental results. The features common to all the ground state surfaces used for studying the $F + H_2$ reaction are an exothermicity of about 32 kcal/mole, and a small barrier to the reaction for a collinear approach of $F$ to $H_2$ with an increasing barrier as the configuration departs from linear.

A surface derived by Muckerman,\textsuperscript{17} designated M5, is the most widely used for dynamics studies. It was determined from a two parameter LEPS form with the requirements that it yield a transition state theory activation energy of 1.71 kcal/mole, which was the best experimental value\textsuperscript{18,19} when the potential was first proposed, and an average vibrational energy of the HF products of 29.5 kcal/mole (from data of Ref. 20) from classical trajectory calculations. Results of three dimensional classical trajectory calculations on this surface are shown in Table 1. The theoretical studies\textsuperscript{17} correctly predict the vibrational population inversion of the HF products. The experimentally observed trend toward increasing population in HF $V = 1$ relative to HF $V = 2$ as the temperature is increased also appears in the calculations. The classical trajectory studies show a monotonic decrease in the fraction of available energy appearing as vibration in the products as reactant rotation is increased, whereas experiments tend to show that the vibrational excitation of HF has a minimum for $H_2 J = 1$. Experiments and calculations show roughly the same fraction of available energy in
product rotation, although the conditions of the experiments are not exactly those used in the calculations.

Similar classical trajectory studies have been done on other potential energy surfaces. The main feature of the reaction, product vibrational population inversion, is adequately described in all of these calculations. The major differences among the results on different potential surfaces are the reaction rate constants, which are not in agreement with the experimental value for any surface, and the threshold for the reaction, which cannot be directly compared to currently available experimental data. The semiempirical potential energy surfaces used for the trajectory studies described can be compared to some ab initio quantum mechanical calculations of the F + H₂ surface. These calculations showed that the collinear configuration is the minimum energy path for the reaction, with the barrier for the perpendicular approach being 12 kcal/mole higher. Quantum mechanical calculations along the minimum energy path gave a barrier of 1.66 kcal/mole and an exothermicity of 34.4 kcal/mole. The qualitative features agree well with the most widely used semiempirical surfaces. More recent calculations gave an exothermicity of 31.3 kcal/mole, agreeing well with experiment, and a barrier of 3.35 ± 1.0 kcal/mole for the collinear reaction. The barrier is significantly higher than that which gives classical trajectory results most nearly in agreement with experiment.

Quantum mechanical calculations of reaction probabilities for F + H₂ have indicated that there are features of the reaction that are not adequately described by classical dynamics. Calculations for
the collinear $F + H_2$ configuration on the M5 potential surface with
ground state reactants show a sharp peak in reaction probability for
the production of HF $V = 2$ at a relative collision energy of about
0.014 eV. $^{29}$ The HF $V = 3$ product first appears at a collision energy
of about 0.045 eV, 0.032 eV higher than the point at which it becomes
energetically accessible. The fraction of available energy in product
vibration when averaged over the relative energy range from 0.0 to 0.4
eV is nearly the same for the quantum mechanical (0.79) and collinear
classical trajectory (0.81) calculations, but as a function of energy
the value varies between 0.66 and 0.89 in the quantum mechanical re-
sults and is nearly constant classically. The very rapid change in
the reaction probability as a function of energy for the HF $V = 2$
product is attributed to dynamic resonance effects. This resonance
structure results from interference between direct reaction processes
and those having longer lived intermediate states. There are no wells
in the collinear potential along the reaction path, so the potential
supporting the resonance must be along a different coordinate, corre-
sponding to internal excitation of the collision complex. Vibrational-
ally adiabatic curves for the M5 potential surface have wells for ex-
cited vibrational states due to a decrease in the force constant in
the collision region which lowers the energy of a given state. $^{30}$ If
the potential surface is changed to remove these wells the resonance
structure in the quantum dynamics calculations disappears, but in this
case it is not possible to associate the resonance with the well for
one particular vibrational level. The adiabatic potentials depend on
the choice of coordinates used to define the vibrational energy, so
this also causes some confusion in attempting to find a physical explanation of the resonances. Very recently a classical method for unambiguously determining the position and energy of vibrationally adiabatic barriers and wells on a collinear potential surface has been described. Application of this technique to the F + H\textsubscript{2} reaction on the M5 surface identified barriers in the reactant and product regions for a given classical vibrational action. Quantizing the action according to F = (n + 1/2)ħ (n an integer) then determines the barriers for particular vibrational states. Appropriately quantized periodic orbits between the barriers were then found and the energies of these trajectories matched almost exactly the energies of the quantum mechanically calculated resonances. It thus seems that these barriers play a crucial role in determining the resonance energies.

Collinear quantum mechanical calculations have been done with several other model F + H\textsubscript{2} potential surfaces, including one based on the ab initio surface. Resonance structure is observed in all of the results, but there is little similarity among them. Thus it appears that the quantum mechanical behavior is very sensitive to the potential surface.

For comparison to experimental results three dimensional calculations are necessary. These calculations have been performed for F + H\textsubscript{2} (V = 0, J = 0) on the M5 potential using a J\textsubscript{Z} - conserving approximation. They show the effects of quantum mechanical resonances in three dimensions. There are no longer sharp peaks in reaction probabilities as a function of energy as appear in the collinear results. Instead, there is a peak in the reaction probability as a function of
total angular momentum for the HF $V = 2$ product which shifts to higher angular momentum as the energy is increased. In contrast, the reaction probability for HF $V = 3$ remains peaked at $J = 0$ throughout the collision energy range from 0.06 to 0.33 eV. The angular momentum for the reaction is supplied entirely by the orbital angular momentum of the collision, determined by the impact parameter. Since the product scattering angle is related to the impact parameter, the large change in the reaction probability versus angular momentum is expected to produce a corresponding change in the HF $V = 2$ product angular distribution as the collision energy is varied. A more detailed discussion of this effect is given in conjunction with the analysis of the results of the experimental work to be described here. Probability densities and fluxes have been calculated from the three dimensional wavefunction. The resonance is characterized by buildup of density in the transition state region after the entrance barrier. This is analogous to the collinear case, and supports the idea that the resonance is due to the existence of a quasibound transition state. It is also interesting to note that the energy of the resonance in the collinear calculation agrees well with that in three dimensions if the zero point energy of the transition state and the centrifugal energy from the orbital angular momentum of the collision are added to it.36

There is an additional complication in the $F + H_2$ reaction, the effect of which is not yet well understood. The $^2P$ fluorine atom can interact with $H_2$ to give three different doubly degenerate $FH_2$ electronic states. For a collinear geometry these are a $^2\Sigma$ state corresponding to the singly occupied fluorine $P$ orbital lying along the axis
of the collision complex, and two $^2\pi$ states with the singly occupied $p$
orbitals perpendicular to the collision axis. In the more general case
the complex has $C_s$ symmetry and the $^2\Sigma$ state becomes $^2A'$ while the
$^2\pi$ states are $^2A''$ and $^2A'$. Only the $^2A'$ state correlates to
the $^1\Sigma$ ground state of the HF product. The other states correlate to $^3\pi$
states of HF, which are inaccessible for the collision energies being
considered here. In the reactants the $^2A'$ and the $^2A'$ are separated
by the spin–orbit splitting in fluorine, 1.16 kcal/mole. In the ex-
perimental studies of the $F + H_2$ reaction unknown mixtures of ground
state $F ^2P_{3/2}$ and the spin–orbit excited $F ^2P_{1/2}$ were produced. If
the $^2P_{1/2}$ state can react by making a transition to the ground elec-
tronic state, then the observed results are the sum of two reactions
with possibly different dynamics. Comparison with calculations on a
single potential energy surface may lead to unreliable conclusions.
Calculations show small reaction probabilities for the $^2P_{1/2}$ state of
fluorine at low collision energies. The potential surfaces for
the $^2A''$ and $^2A'$ states are found to be highly repulsive for small
$F - H_2$ separations. Using semiclassical approximations for
the electronic transition probabilities, and classical trajectories
for the nuclear motion, calculations give a cross section for $F ^2P_{1/2}$
reaction with $H_2$ that is between 5 and 20% of that for the ground state
reaction for collision energies up to 5 kcal/mole. The cross sec-
tion rises quickly with increasing collision energy. The presence of
the low lying excited states may also effect the reaction if it is in-
itiated in the ground state. Collinear quantum mechanical calculations
using Muckerman 5 as the ground state potential surface and another model for the spin-orbit excited state had much different results for the energy dependence of the reaction probability than single surface calculations. State to state reaction probabilities had additional structure when two surfaces were considered. All of these calculations depend on the forms of the potential surfaces involved, which are not well known. Therefore it is not possible to say in any detail what effects can be expected from the multiple potential energy surfaces, or how mixtures of F $^{2p_{1/2}}$ and F $^{2p_{3/2}}$ influence the interpretation of experimental results.
EXPERIMENTAL

In order to determine the importance of dynamical resonance effects and to judge the accuracy of currently used potential energy surfaces it is necessary to obtain more detailed experimental results on the F + H\(_2\) reaction. Differential cross sections for individual HF vibrational states produced in the reaction at well defined collision energies would be particularly valuable for comparison with calculations. Using crossed beams of the reactants and a sensitive mass spectrometer detector angular and velocity distributions of the HF product have been measured. The resulting center-of-mass distributions give, with some limitations, differential cross sections for the various HF product states.

The arrangement of the molecular beam machine used in this work is shown in Fig. 1. A beam of fluorine atoms crosses an H\(_2\) beam at 90° in a chamber evacuated to about 1 x 10\(^{-7}\) torr. The chamber is lined with a copper shield cooled with liquid nitrogen to rapidly pump condensable gases. Reaction products are detected by a mass spectrometer which can be rotated around the collision center. Product time-of-flight was measured by spinning a slotted disk in front of the detector and recording the time needed for products to go from the disk to the detector.

The detector has three nested regions suspended from a lid which rotates on a bearing mounted in the main vacuum chamber. Each detector region is individually pumped by an ion pump. Small slits connect the regions and allow product molecules to reach the innermost one, while providing differential pumping of background gas. The slits determine
the viewing area around the collision center and the angular resolution. In the experiments described a square area 3mm on a side at the collision center was viewed by the detector. The angular acceptance was 1°. The third detector region is liquid nitrogen cooled and has an electron impact ionizer mounted in it. Product molecules passing through all the slits enter the ionizer. Ions formed are mass selected by a quadrupole mass filter. After leaving the quadrupole the ions are accelerated to a target at about -30 kV. Electrons are ejected from the target towards a plastic scintillator and the light flashes from the scintillator are detected by a photomultiplier tube. The resulting pulses go to various kinds of counting electronics.

To measure total product intensity as a function of angle the fluorine beam is modulated at 150 Hz with a tuning fork chopper. A dual channel counter that is synchronously gated in phase with the chopper counts signal pulses with the beam on and off. Choosing a particular angle as a reference and checking the signal periodically ensures that the intensity is stable over the course of the several hours needed to obtain an entire laboratory angular distribution.

Time-of-flight measurements were used to determine product velocity distributions. In the simplest arrangement for doing this a wheel with a small number (usually 4 or 8) of slots was rotated in front of the detector entrance. A small light bulb and a photodiode on opposite sides of the wheel indicate when a slit goes by. This triggers a 255 channel scaler which counts signal pulses for a predetermined time in each channel. The signal can be accumulated for many triggers and transferred to a laboratory computer. The distribution of counts
among the scaler channels is then the distribution of product arrival times after traveling the distance (29.8 cm) from the wheel to the ionizer. A mass dependent correction due to the ion flight time must be made for accurate results. The ion flight time is determined by looking at the arrival times of ions with different mass from fragmentation of a parent neutral in the ionizer. For the conditions of this experiment the ions' flight time was found to be given by

$$T_{\text{ion}} = 3 \sqrt{M} \mu\text{sec}$$

where $M$ is the mass to charge ratio of the ion. Thus for HF$^+$ the value is 13.4 $\mu$sec. The time-of-flight wheel can be rotated at frequencies up to about 500 Hz. To spin the wheel a two phase audio oscillator with outputs 90° apart drives two amplifiers with independently adjustable gain. These two outputs run a hysteresis synchronous motor which turns at the driving frequency. The motor is water cooled and rests in a spring loaded mount to maximize the bearing lifetimes at high speeds.

For the F + H$\text{}_2$ reaction this simple time-of-flight scheme was unsatisfactory. The low signal level and relatively high background at the mass detected made counting times unreasonably long. Therefore a cross correlation technique was used to increase the duty cycle and shorten counting times. The technique has been described in detail in several places. It relies on the existence of sequences with the properties that the autocorrelation function is constant except for one point

$$A(x) = \sum_{i=0}^{N-1} S(i) S(i+x) = \begin{cases} N, & x = 0 \\ -1, & x \neq 0 \end{cases}$$
and  

$$\sum_{i=0}^{N-1} S(i) = 1.$$  

Here $N$ is the sequence length, and the sequence elements $s$ are equal to $\pm 1$. If a sequence of this type is cut into the time-of-flight wheel the products are modulated with the same period as the wheel rotation. If the counting time of one channel of the scalar is equal to the wheel period divided by the sequence length the observed intensity after one wheel revolution is  

$$I(i) = \sum_{t=0}^{N-1} (S'(i-t) \cdot F(t)) + B/N.$$  

$F$ is the actual time-of-flight distribution of the detected particles per open element of the wheel, $B/N$ is the background per channel, and $S'$ is now a sequence of ones and zeroes corresponding to whether the particles were transmitted or stopped by the wheel. Cross correlating the intensity with the original sequence and using the fact that  

$$S'(i) = \frac{1}{2} (S(i) + 1)$$  

gives  

$$C(t') = \sum_{i=0}^{N-1} S(i-t') I(i)$$  

$$= \sum_{i=0}^{N-1} S(i-t') \left[ \sum_{t=0}^{N-1} \left( \frac{1}{2} (S(i-t) + 1) F(t) \right) + B/N \right]$$  

$$= \sum_{i=0}^{N-1} \left[ \sum_{t=0}^{N-1} \left( \frac{1}{2} S(i-t') (S(i-t) + 1) F(t) \right) + S(i-t') B/N \right]$$  

$$= \frac{1}{2} (N+1) F(t') + \sum_{i=0}^{N-1} S(i-t') B/N$$
\[
\frac{1}{2} (N+1) F(t') + B/N
\]

The result is that the signal is multiplied by the factor \((N+1)/2\) due to increased transmission of the sequence of slits versus a single slit, while the background is unchanged. In spite of the large increase in the signal obtained, the cross correlation technique is not always preferable to single shot time-of-flight. After cross correlation the signal at each time is the result of either adding or subtracting the observed counts in all channels. Thus the statistical uncertainty for any time is due to the uncertainty in the total number of counts rather than in the counts in a single channel. In the case where the background is much higher than the signal, the cross correlation method is superior to single shot time-of-flight, and in this experiment it would not have been possible to obtain time-of-flight distributions without it.

A modification of the motor driving system described was necessary for the reliable use of the cross correlation time-of-flight method. The advance of channels in the multichannel scalar must be accurately synchronized with the rotation of the wheel. To do this the oscillator defining the rotation frequency was phase-locked to a signal derived by dividing the channel advance clock frequency by the sequence length (255).

The molecular (atomic) beams used in this experiment were produced by supersonic expansion to provide the narrow velocity distributions necessary for good energy resolution. Each consists of a nozzle, from which the gas exhausts into a chamber which is pumped to a pressure of
about $2 \times 10^{-4}$ torr by an oil diffusion pump. A conical skimmer is mounted facing the nozzle. The skimmer has a small hole to extract a narrow beam from the center of the gas coming from the nozzle. This beam enters a differential pumping region where it is further collimated before entering the main interaction chamber.

Producing a stable, high intensity source of fluorine atoms with a narrow velocity distribution proved to be the biggest problem in studying the $F + H_2$ reaction. The source used produced fluorine atoms by thermal dissociation of a small percentage of $F_2$ in a carrier gas. It consisted of a nickel tube with a cap welded on one end and a concentric sleeve welded to the cap. A hole in the cap approximately 0.1mm in diameter served as the nozzle orifice. This assembly was heated by coaxial heater cable\textsuperscript{48} in three places, two on the inner tube and one right at the end. The oven was supported at the end of the outer sleeve and the end of the inner tube by water cooled copper blocks. The three individually controlled heaters were found necessary to solve several problems in earlier designs. The nickel tube forms a fluoride layer that protects it from further attack, but at the operating temperature of around 700°C the vapor pressure of the nickel fluoride coating is significant. Thus the nozzle had a strong tendency to clog if it was not the hottest point. If the tip alone was heated, then when fluorine was seeded in a gas such as krypton with a low thermal conductivity the mixture would not get hot enough to efficiently dissociate the $F_2$. The nozzle lifetime was quite sensitive to temperature and heating it much above 700°C would cause the hole to enlarge rapidly. With three heaters it was possible to
adjust the temperatures at various parts of the oven to minimize clogging, and still get dissociation without destroying the tip. The relative concentrations of $F^2p_{3/2}$ and $F^2p_{1/2}$ in the beam were not measured. Calculating statistical populations from the energy splitting of 1.16 kcal/mole and the degeneracies of the states gives 20% $F^2p_{1/2}$ at the 700°C oven temperature. This should be an upper limit, as some electronic relaxation may occur in the supersonic expansion.

The molecular hydrogen beam was obtained from high pressure (25 - 70 atm) expansion of $H_2$. The nozzle was simply a 30 μm aperture in a small platinum disk brazed to the end of a stainless steel tube. The tube was mounted so that the nozzle skimmer distance could be changed from outside the vacuum to optimize the beam intensity. A long (1.92 cm) electroformed nickel skimmer was used to minimize disturbance of the beam. The nozzle temperature could be regulated between 25°C and 450°C. The $H_2$ velocity distributions were very narrow, the full width at half maximum was only 1-2% of the peak velocity. Although the translational cooling in the supersonic expansion was very effective, rotational relaxation was not complete. Rotational level populations can be estimated from the energy relations for the adiabatic expansion producing the beam. For a diatomic gas at a temperature at which vibration is not excited the total energy available per molecule is $7/2 kT$, $kT$ of which is accounted for by rotation. From the source at 28°C the measured $H_2$ velocity was $2.72 \times 10^5$ cm/sec, so the translational energy per molecule was

$$E = 1/2 \ mV^2 = 1.77 \ \text{kcal/mole.}$$
At $28^\circ C$, $7/2 \ kT = 2.09 \ kcal/mole$. Since the translational temperature in the beam is very low, the difference between $7/2 \ kT$ and the energy of a molecule in the beam must be due to $H_2$ rotation. Thus there is $0.32 \ kcal/mole$ of rotational energy remaining after the expansion. This corresponds to a rotational temperature of 160K. To determine the populations of the $H_2$ levels the ortho and para forms must be properly accounted for. At 300K the ratio of para (even J) to ortho (odd J) hydrogen is determined almost entirely by the nuclear spin degeneracy, with spin 1 molecules having odd rotational levels and zero spin associated with even levels. Since spin 1 has a degeneracy of three, three fourths of the $H_2$ molecules are in the ortho form at 300K. The two forms do not equilibrate during the short time of the expansion, so the ratio between them is fixed at the room temperature value. Calculated relative populations for the rotational levels are shown in Table 2, assuming a rotational temperature of 160K. To show the effect of heating the $H_2$ results are also shown for the beam with the nozzle at 276°C. Using the same procedure as above, a terminal rotational temperature of 240K was calculated. These relative populations may not be extremely accurate, because as the gas cools in the expansion they may not follow a normal temperature distribution. The important points are that the dominant rotational state is $J = 1$, and that on the average about 50% of the initial rotational energy remains after expansion.
DATA ANALYSIS

The experimental apparatus described measures flight times and intensities as a function of angle for molecules moving in the laboratory frame of reference. To compare these results with scattering calculations, data must be converted to intensity in the center-of-mass coordinate system of the colliding particles. The final result is then a map of product flux as a function of center-of-mass angle and velocity or energy. The velocity vector or Newton diagram (Fig. 2) shows the two coordinate systems, and conveniently relates angles and velocities in them. The vertical and horizontal velocity vectors correspond to the fluorine and hydrogen beams respectively. Their base is the origin of the laboratory coordinate system. The center-of-mass moves through the lab as shown by the vector labeled C.M. The tip of this vector is the origin of the center-of-mass system, and F and H\textsubscript{2} velocities are labeled. Circles are drawn at constant center-of-mass speeds corresponding to the maximum energies available for various HF product vibrational states. The usual rules of vector addition can be used to determine the relation between lab and center-of-mass angles. The fluorine atom direction is chosen as zero degrees in both systems.

For a single Newton diagram the intensity in one frame can be directly transformed into the other. Unfortunately the laboratory data to be presented here result from a distribution of Newton diagrams, due to beam velocity and angular spreads, and are also influenced by the resolution of the apparatus. Because of this it is not possible to associate scattered intensity with a particular center-of-mass angle and velocity, making a direct laboratory to center-of-mass transforma-
tion very difficult. The reverse procedure was actually used, because it is easier to model the effects of the experimental conditions on a given center-of-mass intensity distribution. The big drawback is that this distribution must then be guessed, and many trials are needed to find the correct one.

The assumed center-of-mass product flux distribution is specified individually for each product vibrational state. Each state has a maximum translational energy available to it determined by

$$\Delta E + E_{\text{coll}} - E_{\text{vib}} = T_{\text{max}}$$

as shown on the energy level diagram (Fig. 3). $\Delta E$ is the reaction exoergicity, $E_{\text{coll}}$ is the collision energy, $E_{\text{vib}}$ is the vibrational energy of the HF product relative to HF ($V = 0$), and $T_{\text{max}}$ is the maximum translational energy. Probability distributions for product translational energy of the form

$$P(E) = E^\alpha (T_{\text{max}} - E)^\beta$$

were used. For convenience in choosing the parameters the distributions were actually characterized by $\beta$ and $E_p$, with $E_p$ being the energy at which the probability peaks. The value of $\alpha$ can be calculated from

$$\alpha = \frac{\beta E_p}{T_{\text{max}} - E_p}.$$ 

To obtain a complete center-of-mass flux distribution the parameter $\beta$ was specified for each vibrational state, and a value of $E_p$ was assigned along with a relative intensity every $5^\circ$ center-of-mass angle for each state. Values for other angles were found by interpolation. This center-of-mass energy and angular distribution can be transformed to the lab frame for a single Newton diagram. Center-of-mass velocity
is calculated from the energy, then vector relationships provide the angular and velocity transformations to laboratory coordinates. The ratio of volume elements in the two frames determines the intensity transformation. For the center-of-mass energy distribution

\[ I_{\text{c.m.}}(E_{\text{c.m.}}) \, dE_{\text{c.m.}} \, d\Omega_{\text{c.m.}} \]

the corresponding velocity distribution is

\[ I_{\text{c.m.}}(U, \phi_{\text{c.m.}}) \propto U I_{\text{c.m.}}(E_{\text{c.m.}}, \phi_{\text{c.m.}}) \]

where \( U \) is center-of-mass velocity, \( \phi \) is the scattering angle, and \( \Omega \) is the solid angle. The lab frame intensity \( I_{\text{Lab}}(V, \theta_{\text{Lab}}) \, dV \, d\Omega_{\text{Lab}} \) is then found from

\[ I_{\text{Lab}}(V, \theta_{\text{Lab}}) = \frac{V^2}{U^2} I_{\text{c.m.}}(U, \phi_{\text{c.m.}}) \]

\( V \) is the laboratory velocity. This relation has been derived previously by several people.\textsuperscript{50,51} A further transformation allows calculation of the time-of-flight distribution.

\[ N(t, \theta_{\text{Lab}}) = \frac{V}{t} I_{\text{Lab}}(V, \theta_{\text{Lab}}) \]

Here \( N \) is a number density distribution. The conversion from velocity to time, \( t = 1/V \), with \( l \) being the flight path, has been made, along with a change from flux to number density. This is necessary since the number of ions produced in the electron impact ionizer per unit time is proportional to the number density in the ionizer.

Once the center-of-mass intensity distribution is specified the transformations described can be performed for any initial velocities of the reactants. A computer program written primarily by Dr. Kosuke Shobatake was used to calculate the laboratory intensity for different
Newton diagrams. These intensities were weighted according to the probability for the specific combination of beam speeds and fluorine beam angle, then summed to give simulated laboratory distributions. Additional averaging accounted for the effects of the detector angular resolution and the uncertainty in the flight path due to the ionizer length. A laboratory angular distribution was calculated and scaled to best fit the experimental one. Time-of-flight distributions were calculated at each angle and their area was normalized to the value of the angular distribution. The calculated and experimental results were compared, and the input center-of-mass distribution was changed until satisfactory agreement with the laboratory distributions was obtained.
RESULTS

The results of crossed beam reactive scattering measurements on the \( F + H_2 \) reaction are presented here. Experiments were done with the velocities of the fluorine atom and hydrogen beams adjusted to give center-of-mass collision energies of about 2 and 3 kcal/mole. Two complete sets of time-of-flight and laboratory angular distribution data will be shown for collision energies around 3 kcal/mole. The fluorine atom velocities are quite different for the two data sets, and the \( H_2 \) velocity was changed to give about the same collision energy in both cases.
A. RESULTS FOR 2 kcal/mole COLLISION ENERGY

The fluorine atom beam was produced by flowing 2 to 3% F₂ seeded in N₂ at a total pressure of 675 torr through the nickel nozzle described before. The temperature of the tip of the source as measured by a chromel-alumel thermocouple was 710°C. The velocity distribution of the component of the beam appearing at mass 19 in the mass spectrometer was determined from time-of-flight measurements. The velocity distribution was assumed to be of the form

\[ P(V)dV = V^2 e^{-\beta(V-V_F)^2} dV \]  

(see Ref. 52, and references therein).

For this beam the values of the parameters were \( \beta = 1.97 \times 10^{-9} \) sec²/cm² and \( V_F = 1.35 \times 10^5 \) cm/sec. The distribution had a full width at half maximum of about 25%. The H₂ beam was produced from the expansion of hydrogen at a pressure of 27 atm and a temperature of 29°C through a 30 μm aperture. The resulting beam had a velocity distribution with a full width at half maximum less than 3% (the limit imposed by the resolution of the apparatus) and a peak velocity of \( 2.73 \times 10^5 \) cm/sec. A Newton diagram is shown in Fig. 2 for the most probable beam velocities. Figure 4 shows the distribution of collision energies due to the angular and velocity distributions of the beams. The actual data obtained with these conditions consist of the laboratory angular distribution Fig. 5, and the set of time-of-flight data at various lab angles, Figs. 6-15. Reliable data could not be obtained closer than 10° from the fluorine beam because of a large increase in background at mass 20. This is due to HF and other contaminants in the beam. For time-of-flight spectra taken closer than 20°
from the fluorine beam the background was not perfectly flat, and was fit with a polynomial before subtraction. This background component from the fluorine beam source should not effect the angular distribution since the $H_2$ beam was modulated. This minor constituent of the beam detected at mass 20 (HF produced by reactions of fluorine in the nozzle) could contribute to the angular distribution due to elastic scattering by $H_2$. To find out if this was important, a 0.5% mixture of HF in $N_2$ was flowed through the nickel nozzle, which was heated to the same temperature as used for reactive scattering. Elastically scattered HF was then detected with the $H_2$ beam conditions identical to those when the $F + H_2$ reaction product was measured. The intensity of the HF beam was compared to the mass 20 signal from the fluorine beam by obtaining time-of-flight distributions of both beams. This allows scaling of the HF elastic scattering angular distribution to the conditions in the reactive scattering experiment. After doing this it was found that elastic scattering contributed no more than 5% to the reactive signal at angles greater than 10° from the fluorine beam. No attempt was made to correct for this, but the HF content of the fluorine beam was minimized by placing a liquid nitrogen cooled trap between the tank containing the $F_2 - N_2$ mixture and the nozzle.

The laboratory angular distribution shown is the average of several scans, with a total of about 500 seconds of counting time at each angle. The error bars are one standard deviation of the mean calculated from all the scans at each angle. This error was invariably somewhat
larger than that calculated solely from the statistical error associated with the total number of counts.

The time-of-flight spectra are the result of about 90 minutes of counting at each angle, using the cross correlation method described. The wheel used had a sequence length of 255, and spinning it at 392 Hz gave a time channel length of 10 μsec. Peaks due to individual product vibrational states are resolved at several angles.

A center-of-mass product velocity flux contour map derived from these data is shown in Fig. 16. The fitting procedure used to obtain the center-of-mass distribution has already been described. The solid lines in Figs. 5-15, are the calculated laboratory angular and time-of-flight distributions. Contributions from the individual vibrational states are also shown. In the time-of-flight fits an ion drift time of 13.4 μsec, and an offset of 5 μsec due to the placement of the photodiode assembly used to trigger the multichannel scalar have been added to compare directly with the experimental data. The contour map is shown positioned on a portion of the laboratory Newton diagram with 14° laboratory angle indicated. Although the entire distribution is shown, the data from this experiment do not provide information on that part which falls inside of 14°.

The method used to do the laboratory to center-of-mass conversion automatically yields angular distributions for each vibrational state, since these distributions are the input used to calculate trial fits to the laboratory data. In Fig. 17 the total flux per unit solid angle (the differential cross section) is plotted as a function of center-of-mass angle (zero degrees is defined as the direction of an
unsattered F atom) for each vibrational state that is observed. Contributions of HF \( V = 0 \) were neglected because very little of it is produced in the reaction, and it could not be resolved from HF \( V = 1 \). The quantity displayed in Fig. 17 should be contrasted with that in the contour map, which is product flux per unit solid angle, per unit velocity.

The actual parameters used to calculate fits to the data are presented in the Appendix. The maximum translational energy for each state is calculated using the reaction exothermicity. This is obtained from the dissociation energies of \( H_2 \), 103.265 kcal/mole\(^5\) and HF, 135.3 \( \pm \) 0.17 kcal/mole,\(^5\) giving 32.0 \( \pm \) 0.17 kcal/mole. This value of the exothermicity assumes ground state reactants and products. In the experiment there is some residual rotational energy of \( H_2 \), the rotational temperature is on the order of 160K. The average energy in rotation is then about 0.3 kcal/mole. Since it is not known how this reactant energy appears in the products there is no clear way to determine the correction to the exothermicity needed to account for it. This is not a problem for the HF \( V = 1 \) and \( V = 2 \) states, but for \( V = 3 \) there is only 1.5 kcal/mole available for translation, and the exothermicity must be known accurately to determine the maximum product velocity. The best fit to the data was obtained using an exothermicity of 32.5 kcal/mole, which seems reasonable considering the rotational energy in the \( H_2 \) beam. The value chosen for the exothermicity has some effect on the partitioning of intensity between \( V = 3 \) and \( V = 2 \) at angles where they are not resolved, so a value was chosen which allowed a good fit to be obtained to the time-of-flight data at angles where the \( V = 3 \) and \( V = 2 \) peaks are well separated.
B. RESULTS FOR 3 kcal/mole COLLISION ENERGY

The first set of data to be presented in this section was obtained using fluorine atom source conditions very similar to those in the experiment at 2 kcal/mole collision energy, and a faster $H_2$ beam to reach the higher collision energy. A mixture of 2.5% fluorine seeded in nitrogen was used at a total pressure of 1100 torr. The nozzle tip was heated to 655°C, since the somewhat lower temperature increased the life expectancy. The parameters for the beam, as defined in the previous section, were $\theta = 1.5 \times 10^{-9}$ sec$^2$/cm$^2$ and $V_F = 1.39 \times 10^5$ cm/sec. The hydrogen beam source was heated to accelerate the $H_2$. At a temperature of 219°C and pressure of 37 atm the velocity of the peak of the $H_2$ beam was $3.51 \times 10^5$ cm/sec, and the width of the distribution was less than the resolution of the time-of-flight system. A Newton diagram for the most probable beam velocities is shown in Fig. 18. The data appear in Figs. 19-30. In this case the time-of-flight wheel was spinning at 490 Hz giving a time channel length of 8 $\mu$sec. Counting periods for both the angular and time-of-flight data were similar to those for the data at lower collision energy. Figure 31 is a contour map of the center-of-mass distribution which gave the fit to the data as indicated by the solid lines. A plot of the total flux as a function of center-of-mass angle for each product vibrational state is shown in Fig. 32.

To check the accuracy of these results another complete set of data was taken using different experimental conditions to obtain the same collision energy. A mixture of 3% $F_2$ in krypton at 650 torr was used with a nozzle temperature of 650°C to produce the F atom beam.
This beam was described with the parameters $V_F = 6.98 \times 10^4$ cm/sec and $\beta = 1.6 \times 10^{-8}$ sec$^2$/cm$^2$. Thus the peak velocity is half that of the F in N$_2$ beams, and the full width at half maximum is about 20% of the peak velocity. The H$ _2$ source was used at 275°C with a pressure of 37 atm. The H$ _2$ velocity was $3.74 \times 10^5$ cm/sec. Figure 33 is the Newton diagram for the reaction under these conditions. There are several advantages in using the fluorine seeded in krypton beam. Since the atoms are moving much slower than when seeded in N$_2$, the laboratory frame velocity of the products is lower. For a given time resolution this yields better velocity resolution. The spread in collision energies is also much smaller as is apparent in Fig. 34, where it is compared with the distribution of collision energies when the fluorine is seeded in N$_2$. Unfortunately the characteristics of the krypton seeded beam make the reactive scattering signal much smaller. Since the krypton is much heavier than fluorine the fluorine tends to get scattered out of the beam during the expansion, reducing its intensity at the collision center. The lower lab velocities make the ratio of lab to center-of-mass speeds smaller and reduces the fraction of the scattered product intercepted by the detector at any one angle. This is evident from the center-of-mass to lab intensity transformation

where $I_{LAB}(V, \theta_{LAB}) = \frac{V^2}{U^2} I_{c.m.}(U, \theta_{c.m.})$. A further limitation of using F$_2$ in Kr is that krypton has isotopes at masses 80 and 82. When these masses are quadruply ionized the mass to charge ratio is at or near 20 so the mass spectrometer cannot distinguish them from the HF product.
This prevents meaningful measurements over the range of angles in which elastically scattered krypton can appear, from zero degrees (the direction of the F beam) out to about 20 degrees. In spite of these problems, it was possible to observe the reactive scattering for a wide range of angles. The data are shown in Figs. 35-42. The counting time for each point of the angular distribution was 300 to 500 seconds. The fractional error is 3 to 4 times that for the angular distribution obtained using fluorine seeded in nitrogen. The time-of-flight measurements required extremely long counting times, from 5 to 12 hours at each angle. Even after such long accumulation times the data is fairly noisy. The data were smoothed to give a better indication of how it should be fit, but the points shown in the figures are the actual data. The center-of-mass contour map in Fig. 43 shows some unusual features associated with V = 2 product that are necessary to fit the data. The same structure appears in Fig. 44 when the center-of-mass angular distribution is plotted for each vibrational state. An extensive effort was made to fit the fluorine in nitrogen and fluorine in krypton data at the same collision energy simultaneously with the same center-of-mass distribution. This does not seem to be possible. Reasons for the differences and some similarities will be discussed.

The input parameters used to fit all of the data at 3 kcal/mole are given in the Appendix. The value used for the reaction exothermicity was raised to 33.0 kcal/mole, which reflects the increased population of higher rotational levels of \( \text{H}_2 \) at the source temperatures needed to reach a collision energy of 3 kcal/mole.
Before any meaningful conclusions about the dynamics of the $F + H_2$ reaction can be drawn it is important to consider some of the uncertainties involved in the analysis of these data. There are several sources of error in the data, noise due to counting statistics and small fluctuations in beam intensity, the calibration and inherent resolution limits of the time-of-flight system, and possible small contributions from scattering of contaminants in the F atom beam. The effect of these uncertainties in the laboratory data on the center-of-mass distributions can be estimated from the transformation equation

$$I_{LAB}(V, \theta_{LAB}) = \frac{V^2}{U^2} I_{CM}(U, \theta_{CM}).$$

Clearly the laboratory intensity is very sensitive to the ratio of the lab to center-of-mass velocities. This is a serious problem for interpreting the F in $N_2 + H_2$ data. From the Newton diagram (Fig. 2) it can be seen that the ratio of the maximum center-of-mass velocity of the $V = 3$ product to its laboratory velocity is about 1 to 6. An error of 1% in the laboratory velocity causes an error of 12% in the center-of-mass intensity. The peaks in the time-of-flight spectra appear at about channel 30, so the velocity increment corresponding to one time channel is 3 to 4%. The inherent velocity resolution thus severely limits the accuracy of the determination of center-of-mass intensity, at least for $V = 3$ product. At angles where the individual vibrational states are not resolved, the velocities of states contributing to the time-of-flight spectrum must be extrapolated from angles where the states are resolved. This introduces further uncertainty beyond the limits due to apparatus resolution. The velocity spread of
the fluorine beam causes reaction products scattering with a range of Newton diagrams to contribute to the observed signal. The F in N$_2$ beam has a full width at half maximum velocity spread comparable to the diameter of the V = 3 product circle. Although the beam is carefully modelled in the data fitting procedure, it is not possible to accurately recover features of the center-of-mass distribution which change on a velocity scale small compared to the beam spread. When all of the limitations on deriving the center-of-mass distribution from the lab data are taken into account, it is clear that the data obtained using the F in N$_2$ beam may not be sufficient to give a reliable description of the V = 3 product distribution. It would also be desirable to resolve the V = 3 and V = 2 products in the time-of-flight distributions at more angles. This was the motivation for doing the experiment with the F in Kr beam. The Newton diagram in Fig. 33 shows that the lab velocity is only about 3.7 times the center-of-mass velocity for the fastest V = 3 products. A fractional error in the lab velocity causes a smaller error in the center-of-mass velocity than when the F in N$_2$ beam is used. This, in addition to the fact that the beam fwhm is only about one fourth of the diameter of the V = 3 product circle, makes the conversion of the data to center-of-mass co-ordinates potentially much more accurate. A major drawback is, as mentioned before, that the signal level was very low and statistical fluctuations in the time-of-flight data were large.

The main features of the center-of-mass scattering distributions can now be summarized with careful attention to the experimental limitations just discussed, and noting the regions of the contour maps that
are within the range of laboratory angles for which data were obtained (see Figs. 16, 31 and 43). At a collision energy of about 2 kcal/mole the HF product is predominantly backward scattered (180° relative to the fluorine atom direction). The backward peaking is not sharp, a large fraction of the peak intensity remains at a center-of-mass angle of ninety degrees for all vibrational states. The forward scattering could not be observed due to interference from the fluorine beam. The velocity distribution for the V = 2 product is narrower and peaks at higher speed in the backward direction than at the sides. At a collision energy of about 3 kcal/mole the data taken with fluorine seeded in krypton result in a very unusual contour map. The HF V = 2 product distribution as a function of center-of-mass angle has a sharp peak at about 105°. The intensity drops rapidly in the forward direction, while at larger angles a second peak appears at 125°. The exact height of these peaks is poorly determined due to the noise in the data. For comparison, the best fit to the lab angular and time-of-flight data is shown in Figs. 45-52 for isotropic center-of-mass distributions. Clearly the structure in the angular distribution is not well fit with isotropic distributions, but the error bars allow a fairly wide range of peak heights in the HF V = 2 product intensity while adequately simulating the laboratory data. The V = 3 product intensity has a weak backward peak at this collision energy, similar to that at 2 kcal/mole collision energy. Somewhat more of the forward scattering can be observed in this case, and it appears that the V = 3 intensity is increasing as the center-of-mass angle decreases, but krypton elastic scattering prevents measurements at lab angles small enough to de-
termine if the V = 3 product actually has a forward peak. The shape of the V = 1 distribution is similar to that at the lower collision energy. The center-of-mass contour diagram derived from the data taken with F seeded in N\textsubscript{2} at a collision energy of 3 kcal/mole is significantly different from that obtained at nominally the same collision energy with F seeded in krypton. The distributions assigned to the V = 3 and V = 1 products are very similar to the F in Kr results, but the peaks in the intensity of the V = 2 product are less pronounced in the F in N\textsubscript{2} results. Several factors may contribute to causing different V = 2 distributions to be derived from the two data sets. The intensities at the peaks are not very accurately determined by either data set. As mentioned before, the statistical noise in the F in Kr data causes some uncertainty, while for the F in N\textsubscript{2} data the states are not resolved in the time-of-flight, making the transformation to the center-of-mass difficult. The problem is complicated by the slowing and broadening of the V = 2 velocity distribution in the vicinity of the peaks in the center-of-mass angular distribution. This effect is illustrated in Figs. 47 and 48, showing time-of-flight distributions at 26° and 28° from F in Kr. Attempting to fit these angles with isotropic center-of-mass velocity (energy) distributions that fit well at a center-of-mass angle of 25° results in two resolved peaks that do not correspond well to the data.

The preceding discussion assumes that the center-of-mass distributions produced in the F in N\textsubscript{2} and F in Kr + H\textsubscript{2} experiments are the same, and that the differences we observe result from errors in deriving them. Figures 53 and 54 show that this probably cannot explain all
of the difference. Figure 53 shows the $F$ in $Kr + H_2$ angular distribution, and an attempted fit with the center-of-mass input parameters used to fit the $F$ in $N_2 + H_2$ data at 3 kcal/mole. Figure 54 is the corresponding attempt to fit the $F$ in $N_2$ data with the $F$ in $Kr$ center-of-mass distribution. There seem to be systematic differences well outside the uncertainty in the data.

The most likely explanation for this apparent inconsistency is that the product scattering is strongly energy dependent, and the differences are due to the translational energy distributions for the two experiments (see Fig. 34). Further discussion of possible reasons for this energy dependent behavior follows.
DISCUSSION

The purpose of the experiments described was to obtain more specific information about the dynamics of the \( F + H_2 \) reaction than that provided by the use of other methods. The experimental center-of-mass angular distributions presented are needed to assess the importance of dynamical effects predicted by quantum mechanical calculations but absent in classical results.

Much work has been done using classical trajectories to attempt to understand the \( F + H_2 \) reaction, and also to evaluate proposed potential surfaces. The most widely used potential surface (known as the Muckerman V or M5 potential) for both classical and quantum studies of the reaction was determined by requiring that a set of classical trajectories reproduce the experimentally determined average product vibrational energy and give what was the best value of the activation energy when this surface was proposed. Classical calculations of the product angular distributions using this surface have predicted the scattering to be strongly backward peaked.\textsuperscript{17} This is the expected result since collinear approach of the reactants is strongly favored. Recent classical calculations of the differential cross sections for individual HF product vibrational states yield backward peaked distributions for all states even at the fairly high collision energy of 5.37 kcal/mole.\textsuperscript{55} The results are similar for all states, \( V = 1, 2 \) and 3, with approximately a 3 to 1 ratio of backward to forward product intensities. Calculations at 3 kcal/mole gave a more sharply peaked differential cross section, but did not distinguish among vibrational states.\textsuperscript{17}
The experimental results do not agree with the prediction from classical trajectory studies of strongly backward peaked HF scattering in the energy range studied. The comparison is best made for the $V = 2$ product distribution since it is most accurately determined in the experiment, it is the only one that shows a strong energy dependence and $V = 2$ is the most abundant product. At 2 kcal/mole collision energy the $V = 2$ product distribution peaks at about 140° and is fairly broad. At a collision energy of 3 kcal/mole there is not even qualitative agreement with classical results, the experiments show prominent sideways peaking of the $V = 2$ product intensity. One explanation for the discrepancy is that the potential surface used for the classical trajectory calculations is simply not accurate enough to give the correct results. It seems that in this case quantum mechanical effects are important enough that even if the exact potential were known classical calculations would not give the correct angular distributions.

Results of recent three dimensional quantum mechanical calculations show changes in the reaction probability as a function of energy for HF $V = 2$ product that should cause changes in the product angular distribution similar to those observed in these experiments. The sharp peaks in the reaction probability for production of HF $V = 2$ seen in one dimensional calculations are gone in three dimensions. Instead, there is a change in the shape of the reaction probability for HF $V = 2$ product as a function of angular momentum as the collision energy is varied. This is shown in Fig. 55. The initial total angular momentum consists entirely of collision orbital angular momentum, since the calculations are for $H_2 J = 0$. The orbital angular momentum is
directly related to the collision impact parameter. For collisions where rotational excitation of the product is not important, conservation of angular momentum requires the HF product to scatter at smaller center-of-mass angles (away from the backward direction) as the impact parameter, and hence the orbital angular momentum, increases. The effect expected from the results shown in Fig. 55 for HF $V = 2$ is that as the collision energy increases, the peak product scattering intensity should shift to smaller center-of-mass angles as the collision energy increases. The actual angle of the peak depends on the potential surface for the reaction. A simple classical model of the reaction has been used to calculate the differential cross section from the quantum mechanical reaction probability. At a collision energy of 0.08 eV (1.85 kcal/mole) the model predicts backward peaking of the $V = 2$ product, while at 0.13 eV (3.0 kcal/mole) the product peaks strongly at a center-of-mass angle of about 120°. This sideways shift of the peak in the differential cross section is similar to that experimentally observed for the $V = 2$ product. The calculation cannot be expected to agree quantitatively with the experiments because of the simple model used, and the neglect of bent configurations of the reaction intermediate. It should give an indication of the effect of dynamical resonances predicted in one dimensional calculations on the actual three dimensional reaction. The rapid change in the differential cross section as a function of energy may explain the differences between the center-of-mass distributions derived from F in Kr and F in N$_2$ data at 3 kcal/mole collision energy. As shown in Fig. 34 the collision energy spread in the experiment using F in N$_2$ is fairly
large compared to the energy range over which the angular distribution is expected to change drastically. This could cause the sharp features observed with $F$ in Kr to be smeared out when $F$ in $N_2$ was used. Very recent quantum mechanical scattering calculations using the Reactive Infinite Order Sudden Approximation on the M5 surface show similar shifts of HF $V = 2$ scattered intensity to smaller angles as the energy is raised. Oscillations also appear in the $V = 2$ differential cross section at energies above 2.14 kcal/mole. Cross sections were calculated with the IOS approximation up to a relative energy of 0.233 eV (5.37 kcal). The results can be directly compared to classical calculations and show the $V = 2$ differential cross section peaking at 60° and then dropping rapidly in the forward direction, while, as mentioned before, in the classical results the cross sections for all states peak at 180° (backwards).

The results of the experiments described here are consistent with important aspects of the dynamics of the $F + H_2$ reaction predicted from quantum mechanical calculations on model potential surfaces. Detailed interpretation of these calculations indicates that the energy dependence of the dynamics is strongly influenced by resonance effects. In one dimensional collinear models the resonance energies appear to correspond to the levels of quasibound states resulting from trapping of energy in vibration of the collision complex along coordinates that do not lie on the reaction path. These quasibound states also appear to play a role in the reaction dynamics in three dimensions, but the observable effect is more subtle. At any point during the collision the relative translational energy is partitioned between a radial com-
ponent due to the motion of the particles toward the center-of-mass, and the centrifugal energy, which is determined by the orbital angular momentum and the separation of the particles. If the centrifugal energy is evaluated at the transition state then the peak in the reaction probability (Fig. 55) occurs at a radial energy which corresponds well with the one dimensional resonance energy shifted by the zero point energy of the bending vibration for the collision complex. Thus for any collision energy, within a certain range, the resonance effect can occur for some values of the orbital angular momentum. This leads to the changes in the product angular distribution as a function of collision energy mentioned previously.

To avoid giving the impression that the dynamics of the $F + H_2$ reaction are now well understood it is important to mention some problems which were ignored in the preceding discussion. No attempt was made to compare the experimentally determined center-of-mass distributions for HF $V = 3$ and $V = 1$ products to theoretical results. There are several reasons for this omission. The resolution limitations of the experimental setup cause large uncertainties in the determination of these distributions, so comparison with calculated results might be misleading. Also, the dynamics of the reaction producing these products have received much less theoretical attention because the most interesting effects show up in the $V = 2$ product channel (at least on the Muckerman $V$ potential). The calculations that have been done indicate that the $V = 1$ and $V = 3$ products are expected to be backward peaked over the energy range in which the experiments were performed. All the quantum mechanical calculations to which the experimental re-
sults were compared assumed the reactant $H_2$ molecule was in rotational state $J = 0$. The $H_2$ beam in these experiments contains a distribution of rotational states peaking for $J = 1$. Possible effects of the initial rotational state on the center-of-mass distributions is not known.

To establish that the interpretation of the results given here is correct requires more information on the accuracy of the approximate quantum mechanical scattering calculations, and also the sensitivity of the calculated results to the potential energy surface. There is evidence that the Muckerman V surface is not entirely correct. Quantum calculations using it do not predict the experimentally observed product branching ratios. The $J_z$ - conserving and Infinite Order Sudden calculations give different branching ratios, but use potentials that differ for non-collinear collision configurations. Neither reproduces the experimental branching ratios. The calculated integral cross section for the reaction at relative energies above 1.5 kcal/mole is significantly smaller from the quantum mechanical results than from classical calculations, yet the rate constant determined using classical trajectories is about a factor of four smaller than recent experimental values. At present it is not possible to separate the effects of inadequacies in the potential surface from those in the techniques of calculation.

Although neither the experimental nor the calculated results are as conclusive as one would like, it does appear that quantum mechanical dynamic resonance effects play a role in the $F + H_2$ reaction. The
qualitative agreement between the results, and marked deviation from
the behavior predicted classically certainly seem to support this con-
clusion.
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Table 1. Experimental and Theoretical HF Product Vibrational Distributions for the F + H₂ Reaction.

<table>
<thead>
<tr>
<th>Relative Reaction Rates for HF Product Vibrational States</th>
<th>V = 1</th>
<th>V = 2</th>
<th>V = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experimental Results</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemical Laser</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref. 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>236°CK</td>
<td>1.0</td>
<td>0.505 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>298°CK</td>
<td>1.0</td>
<td>0.478 ± 0.005</td>
<td></td>
</tr>
<tr>
<td>364°CK</td>
<td>1.0</td>
<td>0.463 ± 0.006</td>
<td></td>
</tr>
<tr>
<td>172°CK</td>
<td>0.222 ± 0.01</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>432°CK</td>
<td>0.345 ± 0.03</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Ref. 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>297°CK</td>
<td>0.294 ± 0.01</td>
<td>1.0</td>
<td>0.63 ± 0.04</td>
</tr>
<tr>
<td><strong>Infrared</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemiluminescence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref. 57a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300°CK</td>
<td>0.28 ± 0.02</td>
<td>1.0</td>
<td>0.58 ± 0.12</td>
</tr>
<tr>
<td>Ref. 7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>279°CK</td>
<td>0.28</td>
<td>1.0</td>
<td>0.55</td>
</tr>
<tr>
<td>718°CK</td>
<td>0.38</td>
<td>1.0</td>
<td>0.55</td>
</tr>
<tr>
<td>1315°CK</td>
<td>0.44</td>
<td>1.0</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Theoretical Results</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classical Trajectories on the M5 Surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref. 17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200°CK</td>
<td>0.18</td>
<td>1.0</td>
<td>0.475</td>
</tr>
<tr>
<td>300°CK</td>
<td>0.19</td>
<td>1.0</td>
<td>0.42</td>
</tr>
<tr>
<td>1000°CK</td>
<td>0.26</td>
<td>1.0</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Values corrected in Ref. 3 for more accurate HF transition probabilities in Ref. 58.
<table>
<thead>
<tr>
<th>H₂ Rotational State</th>
<th>301°K</th>
<th>549°K</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$2.83 \times 10^{-1}$</td>
<td>$2.26 \times 10^{-1}$</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>$5.34 \times 10^{-2}$</td>
<td>$1.27 \times 10^{-1}$</td>
</tr>
<tr>
<td>3</td>
<td>$1.00 \times 10^{-2}$</td>
<td>$6.11 \times 10^{-2}$</td>
</tr>
<tr>
<td>4</td>
<td>$4.58 \times 10^{-5}$</td>
<td>$1.39 \times 10^{-3}$</td>
</tr>
<tr>
<td>5</td>
<td>$8.326 \times 10^{-7}$</td>
<td>$1.37 \times 10^{-4}$</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Fig. 1. Schematic diagram of the crossed molecular beams machine.

Fig. 2. Newton diagram for the collision of F and H₂ at a center-of-mass energy of about 2 kcal/mole. Vertical and horizontal vectors show the velocities in the lab frame of F and H₂ respectively. Center-of-mass velocities for the two particles are also indicated. Circles are drawn at the maximum center-of-mass speeds for the various HF product vibrational states observed. The angle of the center-of-mass velocity vector, relative to the F atom velocity, is shown.

Fig. 3. Energy level diagram for the F + H₂ reaction. The dashed line indicates the energy of the reactants. All energies are given in kcal/mole. Vibrational state energies for HF are from Ref. 54.

Fig. 4. Distribution of collision energies for the experiment with F in N₂ and H₂ reacting with a collision energy around 2 kcal/mole.

Fig. 5. Laboratory angular distribution for HF product from the F + H₂ reaction at a collision energy of 2 kcal/mole. The solid dots are the data, with typical error bars shown. The solid line is the best fit to data. The dashed lines labeled 1, 2 and 3 show the contributions of the various HF vibrational states to the best fit. Zero degrees corresponds to the direction of the F atom beam in the lab frame. Intensity is in arbitrary units.
Figs. 6-15. Time-of-flight data for HF product from the $F + H_2$ reaction at 2 kcal/mole. Crosses are the data points, and the solid line is the best fit. The dashed lines labeled 1, 2 and 3 are the contributions of the HF vibrational states to the fit. $N(t)$ is the product number density as a function of flight time. $N$ is in arbitrary units.

Fig. 16. Center-of-mass velocity flux contour map for the HF product from the $F + H_2$ reaction at 2 kcal/mole. The contour spacing is 0.05 with the highest point assigned the value of 1.0. Part of the Newton diagram at this energy is included to show the relation between lab and center-of-mass quantities. The line at $14^\circ$ shows the lower angular limit of the data taken, and the part of the contour map to the left of this line is not really determined by this experiment.

Fig. 17. Center-of-mass angular distribution for HF $V = 1$, 2 and 3 products from the $F + H_2$ reaction at a collision energy of 2 kcal/mole. The dashed line gives the approximate limit to the range of angles for which these distributions are determined from the data of this experiment. Products at center-of-mass angles less than $80^\circ$ could not be observed due to interference from the F atom beam.

Fig. 18. Newton diagram for the F in $N_2 + H_2$ experiment at a collision energy of 3 kcal/mole. The center-of-mass angle is shown, and the circles give the maximum center-of-mass speed for different HF product vibrational states.
Fig. 19. Laboratory angular distribution for the HF product from the $F + H_2$ reaction at a collision energy of 3 kcal/mole, with $F$ seeded in $N_2$. The dots are the data, the solid line is the best fit, and contributions of the various HF vibrational states are shown with dashed lines.

Figs. 20-30. Time-of-flight data for $F$ in $N_2 + H_2$ at a collision energy of 3 kcal/mole. The crosses are the data, the solid line the best fit, and the dashed lines the contributions of individual vibrational states. $N(t)$ is the number density as a function of flight time.

Fig. 31. Center-of-mass velocity flux contour map determined from the data for $F$ in $N_2 + H_2$ at 3 kcal/mole. The contour interval is 0.05 with the highest point equal to 1.0. Part of the Newton diagram is shown with the center-of-mass velocity vector. No time of flight data were taken for lab angles smaller than $18^\circ$.

Fig. 32. Center-of-mass angular distributions for HF product vibrational states as determined from the data for the $F + H_2$ reaction at 3 kcal/mole collision energy with $F$ seeded in $N_2$. The dashed line indicates approximately the smallest center-of-mass angle for which laboratory data were obtained.
Fig. 33. Newton diagram for most probable $F$ and $H_2$ velocities with $F$ seeded in Kr, and a center-of-mass collision energy of 3 kcal/mole. The center-of-mass velocity is at an angle of 29° to the laboratory $F$ atom velocity. Maximum center-of-mass HF product speeds are given by the labeled circles.

Fig. 34. Comparison of the distribution of collision energies for the reactive scattering of $F$ seeded in Kr with $H_2$ and $F$ seeded in $N_2$ with $H_2$ at collision energies around 3 kcal/mole.

Fig. 35. Laboratory angular distribution for the HF product from the reaction of $F$ in Kr with $H_2$ at a collision energy of about 3 kcal/mole. The dots are the data with some typical error bars shown. The solid line is the best fit, and the dashed lines are contributions of individual vibrational states to the fit.

Fig. 36-42. Time-of-flight data for HF product from $F$ in Kr + $H_2$ at around 3 kcal/mole collision energy. The crosses are the data, the solid line the best fit, and the labeled dashed lines the contributions of various HF vibrational states to the best fit.
Fig. 43. Center-of-mass velocity flux contour map for the HF product from the reaction of F in Kr + H₂ at around 3 kcal/mole collision energy. The contour interval is 0.05 and the highest point is set to 1.0. The smallest lab angle for which time-of-flight data were obtained is 22° due to elastic scattering of Kr.

Fig. 44. Center-of-mass angular distribution of HF product vibration states from the reaction of F in Kr + H₂ at 3 kcal/mole collision energy. The dashed line is approximately the smallest center-of-mass angle that could be observed.

Fig. 45. Laboratory angular distribution for HF product from the reaction of F in Kr + H₂ at a collision energy of about 3 kcal/mole. The dots are the data. The solid line is the best fit to the angular distribution that was obtained by constraining the center-of-mass angular distribution of each HF vibrational state to be isotropic.

Figs. 46-52. Time-of-flight data for the HF product from the reaction of F in Kr + H₂ at 3 kcal/mole. The crosses are the data. The solid line is the fit obtained using isotropic center-of-mass angular distributions for the HF vibrational states. The laboratory angular distribution in Fig. 45 was fit simultaneously.
Fig. 53. Laboratory angular distribution for HF products from the F in Kr + H₂ reaction at 3 kcal/mole. The points are the data. The solid line was obtained using the best fit center-of-mass product distribution for the F in N₂ + H₂ data at 3 kcal/mole collision energy. This distribution was used with the beam parameters appropriate for the F in Kr + H₂ data. Contributions of individual HF vibrational states to this fit are also shown.

Fig. 54. Laboratory angular distribution of HF product from the reaction of F in N₂ with H₂ at about 3 kcal/mole. The dots are the data. The solid line results from using the center-of-mass product distribution obtained from the F in Kr + H₂ data with beam parameters from the F in N₂ + H₂ experiment. Contributions of individual HF vibrational states are shown by the dashed lines.

Fig. 55. a) Plot of reaction probability for F + H₂(V = 0) → HF(V = 2) + H as a function of total angular momentum J and total energy (includes H₂ zero point energy). From Refs. 35 and 36.

b) Plot of reaction probability for F + H₂(V = 0) → HF(V = 3) + H as a function of total angular momentum and total energy. From Ref. 35 and 36.
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APPENDIX

The values of the parameters used to specify the center-of-mass distributions are tabulated here. At each center-of-mass angle the energy distribution for each product vibrational state is given by

\[ p(E) = E^a (T_{\text{max}} - E)^b \]

where \( T_{\text{max}} \) is the maximum translational energy of the product. The actual input parameters are \( b \) and \( E_p \), which is the energy of the peak of the probability distribution. The parameter \( a \) is given by

\[ a = \frac{bE_p}{T_{\text{max}} - E_p} \]

The area of the probability distribution is normalized, then the distribution is multiplied by an intensity factor for each center-of-mass angle. An overall factor also scales the relative intensities of the vibrational states. A value for the reaction exothermicity, including any internal energy of the reactants which can appear as translational energy of the products must also be chosen.

Parameters for the Best Fit to the Data from F in \( \text{N}_2 + \text{H}_2 \) at 2 \text{kcal/mole}

Exothermicity 32.5 \text{kcal/mole}

<table>
<thead>
<tr>
<th>HF Vibrational State</th>
<th>( b )</th>
<th>Overall Intensity Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>0.45</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>0.55</td>
<td>0.25</td>
</tr>
</tbody>
</table>
### C.M. Angle (degrees) 

<table>
<thead>
<tr>
<th>C.M. Angle (degrees)</th>
<th>V = 1 Intensity</th>
<th>V = 1 Ep</th>
<th>V = 2 Intensity</th>
<th>V = 2 Ep</th>
<th>V = 3 Intensity</th>
<th>V = 3 Ep</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 through</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.35</td>
<td>0.8</td>
<td>0.6</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>105</td>
<td>0.4</td>
<td>0.8</td>
<td>0.65</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>110</td>
<td>0.45</td>
<td>0.8</td>
<td>0.73</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>115</td>
<td>0.5</td>
<td>0.8</td>
<td>0.9</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>120</td>
<td>0.55</td>
<td>0.8</td>
<td>1.05</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>125</td>
<td>0.6</td>
<td>0.8</td>
<td>1.15</td>
<td>0.78</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>130</td>
<td>0.65</td>
<td>0.8</td>
<td>1.25</td>
<td>0.81</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>135</td>
<td>0.7</td>
<td>0.8</td>
<td>1.25</td>
<td>0.84</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>140</td>
<td>0.75</td>
<td>0.81</td>
<td>1.2</td>
<td>0.87</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>145</td>
<td>0.8</td>
<td>0.81</td>
<td>1.15</td>
<td>0.88</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>150</td>
<td>0.85</td>
<td>0.82</td>
<td>1.05</td>
<td>0.88</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>155</td>
<td>0.91</td>
<td>0.82</td>
<td>1.0</td>
<td>0.88</td>
<td>0.8</td>
<td>0.76</td>
</tr>
<tr>
<td>160</td>
<td>0.98</td>
<td>0.83</td>
<td>1.0</td>
<td>0.88</td>
<td>0.86</td>
<td>0.75</td>
</tr>
<tr>
<td>165</td>
<td>0.99</td>
<td>0.83</td>
<td>1.0</td>
<td>0.88</td>
<td>0.93</td>
<td>0.75</td>
</tr>
<tr>
<td>170</td>
<td>0.995</td>
<td>0.84</td>
<td>1.0</td>
<td>0.88</td>
<td>1.0</td>
<td>0.75</td>
</tr>
<tr>
<td>175</td>
<td>1.0</td>
<td>0.84</td>
<td>1.0</td>
<td>0.88</td>
<td>1.08</td>
<td>0.75</td>
</tr>
<tr>
<td>180</td>
<td>1.0</td>
<td>0.85</td>
<td>1.0</td>
<td>0.88</td>
<td>1.15</td>
<td>0.75</td>
</tr>
</tbody>
</table>

**Parameters for the Best Fit to the Data from F in N₂ + H₂ at 3 kcal/mole**

Exothermicity 33.0

<table>
<thead>
<tr>
<th>HF Vibrational State</th>
<th>8</th>
<th>Overall Intensity Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>C.M. Angle (degrees)</td>
<td>V = 1 Intensity</td>
<td>V = 2 Intensity</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>0 through 50</td>
<td>1.0 0.8</td>
<td>0.0 0.75</td>
</tr>
<tr>
<td>55</td>
<td>1.0 0.8</td>
<td>0.1 0.75</td>
</tr>
<tr>
<td>60</td>
<td>1.0 0.8</td>
<td>0.3 0.75</td>
</tr>
<tr>
<td>65</td>
<td>1.0 0.8</td>
<td>0.45 0.75</td>
</tr>
<tr>
<td>70</td>
<td>1.0 0.8</td>
<td>0.6 0.75</td>
</tr>
<tr>
<td>75</td>
<td>1.0 0.8</td>
<td>0.75 0.75</td>
</tr>
<tr>
<td>80</td>
<td>1.0 0.8</td>
<td>0.85 0.745</td>
</tr>
<tr>
<td>85</td>
<td>1.0 0.8</td>
<td>1.05 0.74</td>
</tr>
<tr>
<td>90</td>
<td>1.0 0.8</td>
<td>1.2 0.735</td>
</tr>
<tr>
<td>95</td>
<td>1.0 0.8</td>
<td>1.35 0.73</td>
</tr>
<tr>
<td>100</td>
<td>1.0 0.8</td>
<td>1.55 0.725</td>
</tr>
<tr>
<td>105</td>
<td>1.0 0.8</td>
<td>1.65 0.72</td>
</tr>
<tr>
<td>110</td>
<td>1.0 0.8</td>
<td>1.65 0.725</td>
</tr>
<tr>
<td>115</td>
<td>1.0 0.8</td>
<td>1.5 0.73</td>
</tr>
<tr>
<td>120</td>
<td>1.0 0.8</td>
<td>1.6 0.74</td>
</tr>
<tr>
<td>125</td>
<td>1.0 0.8</td>
<td>1.7 0.76</td>
</tr>
<tr>
<td>130</td>
<td>1.0 0.8</td>
<td>1.7 0.78</td>
</tr>
<tr>
<td>135</td>
<td>1.0 0.8</td>
<td>1.63 0.81</td>
</tr>
<tr>
<td>140</td>
<td>1.0 0.8</td>
<td>1.55 0.83</td>
</tr>
<tr>
<td>145</td>
<td>1.0 0.8</td>
<td>1.5 0.83</td>
</tr>
<tr>
<td>150</td>
<td>1.0 0.8</td>
<td>1.5 0.83</td>
</tr>
<tr>
<td>155</td>
<td>1.1 0.8</td>
<td>1.5 0.83</td>
</tr>
<tr>
<td>160</td>
<td>1.2 0.8</td>
<td>1.5 0.83</td>
</tr>
<tr>
<td>165</td>
<td>1.3 0.8</td>
<td>1.5 0.83</td>
</tr>
<tr>
<td>170</td>
<td>1.4 0.8</td>
<td>1.5 0.8</td>
</tr>
<tr>
<td>175</td>
<td>1.5 0.8</td>
<td>1.5 0.76</td>
</tr>
<tr>
<td>180</td>
<td>1.6 0.8</td>
<td>1.5 0.72</td>
</tr>
</tbody>
</table>

Parameters for the Best Fit to the Data from F in Kr + H₂ at 3 kcal/mole

Exothermicity 33.0

<table>
<thead>
<tr>
<th>HF Vibrational State</th>
<th>( \beta )</th>
<th>Overall Intensity Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
<td>0.55</td>
</tr>
<tr>
<td>C.M. Angle (degrees)</td>
<td>$V = 1$ Intensity $E_p$</td>
<td>$V = 2$ Intensity $E_p$</td>
</tr>
<tr>
<td>----------------------</td>
<td>------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>0 through 50</td>
<td>1.0 0.8</td>
<td>0.0 0.75</td>
</tr>
<tr>
<td>55</td>
<td>1.0 0.8</td>
<td>0.1 0.75</td>
</tr>
<tr>
<td>60</td>
<td>1.0 0.8</td>
<td>0.3 0.75</td>
</tr>
<tr>
<td>65</td>
<td>1.0 0.8</td>
<td>0.45 0.75</td>
</tr>
<tr>
<td>70</td>
<td>1.0 0.8</td>
<td>0.6 0.75</td>
</tr>
<tr>
<td>75</td>
<td>1.0 0.8</td>
<td>0.75 0.75</td>
</tr>
<tr>
<td>80</td>
<td>1.0 0.8</td>
<td>0.85 0.745</td>
</tr>
<tr>
<td>85</td>
<td>1.0 0.8</td>
<td>1.05 0.74</td>
</tr>
<tr>
<td>90</td>
<td>1.0 0.8</td>
<td>1.15 0.735</td>
</tr>
<tr>
<td>95</td>
<td>1.0 0.8</td>
<td>1.45 0.73</td>
</tr>
<tr>
<td>100</td>
<td>1.0 0.8</td>
<td>2.1 0.725</td>
</tr>
<tr>
<td>105</td>
<td>1.0 0.8</td>
<td>2.45 0.72</td>
</tr>
<tr>
<td>110</td>
<td>1.0 0.8</td>
<td>1.8 0.725</td>
</tr>
<tr>
<td>115</td>
<td>1.0 0.8</td>
<td>1.35 0.73</td>
</tr>
<tr>
<td>120</td>
<td>1.0 0.8</td>
<td>1.3 0.735</td>
</tr>
<tr>
<td>125</td>
<td>1.0 0.8</td>
<td>1.9 0.74</td>
</tr>
<tr>
<td>130</td>
<td>1.0 0.8</td>
<td>1.7 0.75</td>
</tr>
<tr>
<td>135</td>
<td>1.0 0.8</td>
<td>1.45 0.76</td>
</tr>
<tr>
<td>140</td>
<td>1.0 0.8</td>
<td>1.4 0.77</td>
</tr>
<tr>
<td>145</td>
<td>1.0 0.8</td>
<td>1.4 0.78</td>
</tr>
<tr>
<td>150</td>
<td>1.0 0.8</td>
<td>1.5 0.79</td>
</tr>
<tr>
<td>155</td>
<td>1.0 0.8</td>
<td>1.5 0.8</td>
</tr>
<tr>
<td>160</td>
<td>1.0 0.8</td>
<td>1.5 0.82</td>
</tr>
<tr>
<td>165</td>
<td>1.0 0.8</td>
<td>1.5 0.8</td>
</tr>
<tr>
<td>170</td>
<td>1.25 0.8</td>
<td>1.5 0.73</td>
</tr>
<tr>
<td>175</td>
<td>1.25 0.8</td>
<td>1.5 0.69</td>
</tr>
<tr>
<td>180</td>
<td>1.45 0.8</td>
<td>1.5 0.69</td>
</tr>
</tbody>
</table>

Parameters for the Best Fit to the Data from F in Kr + H₂ at 3.0 kcal/mole

Exothermicity 33.0 kcal/mole

<table>
<thead>
<tr>
<th>HF Vibrational State</th>
<th>$\theta$</th>
<th>Overall Intensity Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>0.06</td>
<td>0.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C.M. Angle (degrees)</th>
<th>$V = 1$ Intensity $E_p$</th>
<th>$V = 2$ Intensity $E_p$</th>
<th>$V = 3$ Intensity $E_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 through 180</td>
<td>1.0 0.8</td>
<td>1.2 0.8</td>
<td>0.5 0.95</td>
</tr>
</tbody>
</table>
II. DETERMINATION OF METHYLENE SINGLET–TRIPLET SPLITTING FROM MOLECULAR BEAM PHOTODISSOCIATION OF KETENE

INTRODUCTION

The unique chemistry of the methylene radical, CH₂, is primarily due to the substantially different chemical behavior of two low lying electronic states, the ground (3B₁) state and the lowest excited (1A₁) state. The photochemical processes commonly used to produce CH₂ can yield both states, and the nature of subsequent reactions depends on whether triplet or singlet methylene is involved. In spite of a large number of experimental and theoretical studies, questions about the energies of these states still remain.

Several different experimental approaches have been used to obtain information on these energies. Most of the results are consistent with a singlet–triplet splitting of about 8.5 ± 1 kcal/mole, but the most direct measurement, the photoelectron spectrum of photodetachment from CH₂, gives 19.5 kcal/mole.¹ In addition, the best calculations show the energy difference to be around 10.5 kcal/mole, supporting the lower experimental value. The molecular beam photofragmentation translational spectroscopy on ketene described in this chapter provides another microscopic experiment which eliminates many of the problems associated with other methods, and thus should help resolve the differences among the experimental results.

Measurements of the temperature and pressure dependence of product ratios from CH₂ (1A₁) and CH₂ (3B₁) reactions have been used to estimate the singlet–triplet energy difference assuming that collision induced transitions
\[ \text{CH}_2 \left( ^3\text{B}_1 \right) + \text{M} \rightleftharpoons \text{CH}_2 \left( ^1\text{A}_1 \right) + \text{M} \]

maintain equilibrium concentrations of the two species. Values of $7.5 \pm 0.7$ kcal/mole$^2$ and $8.7 \pm 0.8$ kcal/mole$^3$ were then obtained. To determine the heat of formation of \( \text{CH}_2 \left( ^3\text{B}_1 \right) \), the threshold for production of \( \text{CH}_2^+ \) from dissociative photoionization has been measured using several different precursors. From known enthalpies of formation for the dissociating molecules, and the ionization potential of \( \text{CH}_2 \), an upper limit has been placed on \( \Delta H^0_{fo} \text{CH}_2\left(^3\text{B}_1\right) \). This will be the correct value if no excess energy is released in the dissociative photoionization at threshold. The enthalpy of formation of methylene \( \left( ^3\text{B}_1 \right) \) from this procedure ranges from 91.9 to 95.5 kcal/mole with the best values being $93.8 \pm 0.4$ and $93.4 \pm 0.4$ kcal/mole from photoionization of methane and ketene respectively$^4$ and $94.6 \pm 0.5$ kcal/mole from methane.$^5$ The spread in these numbers can be accounted for by the difficulty in determining the thresholds and estimating the contributions of internal energy to the process. Recent work has also placed an upper limit on \( \Delta H^0_{fo} \text{CH}_2\left(^1\text{A}_1\right) \). The internal excitation of methylene \( \left( ^1\text{A}_1 \right) \) produced from photodissociation of ketene with a nitrogen laser was determined by laser induced fluorescence. The temperature dependence of the fluorescence intensity from \( \text{CH}_2 \) was measured to estimate the amount of internal excitation that must be present in ketene for dissociation to occur at the nitrogen laser wavelength (337.1 nm). Then from the heats of formation of \( \text{CH}_2\text{CO} \) and \( \text{CO} \), \( \Delta H^0_{fo} \text{CH}_2\left(^1\text{A}_1\right) \) has been calculated, with the result$^6$

\[ \Delta H^0_{fo} \text{CH}_2\left(^1\text{A}_1\right) = 101.7 \pm 0.5 \text{ kcal/mole}. \]
This upper limit should be close to the correct value if the internal energy in the CO fragment and the kinetic energy release are negligible.

In similar experiments the threshold for CH$_2$ ($^1A_1$) production from ketene was measured by monitoring methylene laser induced fluorescence as a function of photolysis laser wavelength. Independent determinations of the threshold gave 85.0 ± 0.3 kcal/mole$^6$ and 85.4 ± 0.3 kcal/mole$^7$ corresponding to

$$\Delta H_{f0}^{0} \text{CH}_2 \left(^1A_1\right) = 101.5 \pm 0.5 \text{ kcal/mole}$$

and

$$101.9 \pm 0.5 \text{ kcal/mole}$$

respectively.

The wavelength threshold for ketene photolysis at 298K yielding CH$_2$ ($^3B_1$) and CO has also been determined from the appearance of CO product.$^8$ In the same experiment the threshold for ketene photolysis to give CH$_2$ ($^1A_1$) was measured by detecting products of the singlet reacting with cis-2-butene. Thus enthalpies for the reactions

$$\text{CH}_2\text{CO} \xrightarrow{\text{hv}} \text{CH}_2 \left(^3B_1\right) + \text{CO}$$

$$\text{CH}_2\text{CO} \xrightarrow{\text{hv}} \text{CH}_2 \left(^1A_1\right) + \text{CO}$$

were determined at 298°K. The difference in the threshold energies then gave a value of 8.3 ± 1 kcal/mole for the singlet-triplet energy splitting.
The studies mentioned above and other similar experiments are all consistent with a \( \text{CH}_2 \left(^3B_1\right) - \text{CH}_2 \left(^1A_1\right) \) splitting of \( 8.5 \pm 1 \) kcal/mole, but the most direct observation of the splitting, the photoelectron spectrum from the photodetachment of \( \text{CH}_2^- \) to produce \( \text{CH}_2 \left(^1A_1\right) \) and \( \text{CH}_2 \left(^3B_1\right) \) has been interpreted to show a splitting of either 19.5 or 23.2 kcal/mole.¹ There are several possible explanations for this apparent contradiction. If the singlet-triplet splitting is indeed about 8.5 kcal/mole, then the photoelectron spectrum is not correctly assigned, and perhaps hot bands of \( \text{CH}_2^- \) are being observed.⁹,¹⁰ Franck-Condon factors for the photodetachment of an electron from \( \text{CH}_2^- \) have been calculated from ab initio potential curves and fit the observed spectra well if it is assumed that hot bands are present.⁹ This assignment predicts a \( ^1A_1 - ^3B_1 \) splitting of \( 9 \pm 1 \) kcal/mole, but extensive experimental work attempting to confirm the presence of hot bands has tended to show that the observed features are not due to vibrationally excited \( \text{CH}_2^- \).¹ If the methylene singlet-triplet splitting is actually around 20 kcal/mole, then it is difficult to explain the photochemical and photoionization results. An upper bound for \( \Delta H_f^0 \text{CH}_2 \left(^1A_1\right) \) is firmly established, within the accuracy of the corrections for the effects of reactant internal excitation to photodissociation (±1 kcal/mole). Thus for the splitting to be as large as 20 kcal/mole the apparent thresholds in the photolysis and dissociative photoionization experiments used to determine \( \Delta H_f \text{CH}_2 \left(^3B_1\right) \) must be 11.5 kcal/mole higher than the actual thermodynamic limit and this amount of excess energy must be released at the threshold. The reduc-
tion of the heat of formation of CH\textsubscript{2} (\textsuperscript{3}B\textsubscript{1}) by as much as 10 kcal/mole is also not compatible with the results of many chemical activation studies of unimolecular decomposition.\textsuperscript{11}

Many theoretical studies of methylene energy levels have been performed, and the most extensive ab initio calculations have given the values 10.4 ± 2,\textsuperscript{12} 10.5,\textsuperscript{13,14} 10.6,\textsuperscript{15} and 11.0 kcal/mole\textsuperscript{10} for the singlet-triplet splitting. There is still a question of the exact correction to these calculations necessary to account for the differences in zero point energy of the two states. Harding and Goddard\textsuperscript{9} calculated total zero point energies using the harmonic approximation and found a very small (0.16 kcal/mole) difference between the singlet and triplet. The result (10.4 kcal/mole) was corrected for this effect. Thus the theoretical results tend to support the lower (~8.5 kcal/mole) experimental value for the splitting but do not accurately agree with it.

By detecting the products of the photofragmentation of ketene in a molecular beam experiment, many of the uncertainties in other measurements of the methylene singlet-triplet splitting can be avoided. In particular the velocity of the fragments can be directly measured and the translational energy distribution determined. The maximum translational energy released in the dissociation should correspond to the production of ground state CH\textsubscript{2} and CO, and even if there is a barrier for dissociation, the potential energy will be transformed into product translational and internal energy. A further advantage is that the expansion which produces the molecular beam cools the ketene sufficiently so that its internal energy can be neglected.
EXPERIMENTAL

The experiments were performed in a crossed molecular beams machine, with a laser replacing one of the molecular beam sources. The laser and molecular beams cross at 90° in an interaction chamber, where the pressure is maintained at about 1 x 10^-7 torr. The detector is a quadrupole mass spectrometer which can be rotated around the crossing point in the plane determined by the two beams. Photofragments which pass through the detector entrance slit and two stages of differential pumping enter the ionization chamber where they are ionized by electron impact. The slits used were chosen to give a laboratory angular resolution of 2.5°. The neutral products travel a distance of 34.1 cm to the ionizer after dissociation. The ions pass through the quadrupole mass selector to a Daly detector. The time interval between the laser pulse and the detection of the products is recorded in a multichannel scaler, allowing the fragment's recoil velocity to be determined.

Ketene was prepared by pyrolysis of acetic anhydride and trapped at 77°K. A portion was purified for use each day by trap to trap distillation. A supersonic beam of ketene seeded in helium was produced by bubbling helium through liquid ketene in a dry ice-ethanol bath, and expanding the resulting mixture at 300 torr through a 0.22 mm nozzle. After passing through two stages of differential pumping and collimation, the beam, with a spread of 2.5°, entered the interaction chamber. The beam of ketene had a peak velocity of 1.12 x 10^5 cm/sec and a full width at half maximum velocity spread of about 10%. The
density of ketene in the interaction region was about $10^{11}$ molecules/cc.

A Lumonics Model TE-861 rare gas halide excimer laser was used at 351 nm (XeF) and 308 nm (XeCl) for the photodissociation. The laser beam was focused to a spot of about 0.5 cm diameter where it crossed the molecular beam and was operated at 70 Hz with a measured average power of about 2.5 watts at both wavelengths.
RESULTS AND ANALYSIS

The data obtained in this experiment consist of time-of-flight distributions which are proportional to the number density of the detected product present in the mass spectrometer ionizer as a function of time after the laser pulse. To determine the thermochemical quantities of interest the data must be converted to energy distributions in the center-of-mass coordinate system of the dissociating molecule. Figure 1 shows a velocity vector diagram for the process. The origin of the lab coordinate system is the base of the beam velocity vector and lab angles are measured from the direction of the beam. The tip of this vector defines the origin of the center-of-mass coordinate system and the circles show CO fragment velocities corresponding to various product translational energies.

It was found necessary to make a small background correction to the raw data, as a result of the large detector apertures used to enhance the signal to noise ratio in this experiment. These large apertures allow some product molecules to strike surfaces of the ionizer and raise the background for a short time after each laser pulse. The background then decays exponentially with a time constant determined by the pumping speed for that molecule. Correction for this minor effect was made by requiring the background for times where signal cannot appear due to kinematic constraints to be equal to the background before the first signal arrived. The behavior of the time dependent background was simulated with an amplitude proportional to the intensity of signal, and a decay constant roughly corresponding to the pumping speed, and then subtracted from the data. These two parameters
could be varied until the proper background level was obtained. An example of original and corrected data is shown in Fig. 2. All further CO data shown in Figs. 3 and 5 have been corrected in this manner. The problem does not appear for CH₂, apparently because it is rapidly destroyed by wall collisions.

The determination of the center-of-mass energy distribution is done by an iterative process. A trial energy and angular distribution is used as the input to a computer simulation program. The energy distribution is converted to center-of-mass velocity flux according to the relation:

\[ I_{c.m.}(u, \theta_{cm}) \propto u \cdot I_{cm}(E_{cm}, \theta_{cm}) \]

This is then transformed to laboratory time-of-flight.

\[ N_{LAB}(t, \theta_{LAB}) \propto \frac{v^3}{u^2} \cdot I_{cm}(u, \theta_{cm}) \]

where \( l \) is the flight path, and \( v \) and \( u \) are lab and c.m. velocities respectively. The beam velocity and angular spreads are accounted for by summing the contributions due to different initial speeds and angles. The detector resolution is included in a similar fashion. The result for a given center-of-mass energy distribution was compared to the data, and the input changed until the agreement was satisfactory. The center-of-mass distributions used had the form

\[ I_{cm}(E_{cm}, \theta_{cm}) = P(E_{cm}) \cdot D(\theta_{cm}). \]

The energy distribution itself was

\[ P(E) = C(E - E_1)\alpha (E_T - E)^\beta. \]
For convenience in fitting the data the actual parameters used in the computer simulation were $E_p$, the energy at which the distribution peaks; $E_p - E_1$, the difference between the peak and the low energy at which the probability goes to zero; and $E_T - E_p$, the difference between the high energy where the probability goes to zero and the peak. The parameter $\alpha$ can then be calculated given, $\beta$, $E_p$, $E_1$ and $E_T$, as

$$\alpha = \frac{\beta(E_p - E_1)}{E_T - E_p}.$$ 

Several distributions could be added together to produce the best fit to the data.

For each laser frequency an energy and angular distribution was chosen which most closely fits all the data taken at different angles. The results for the XeF laser at 351 nm are shown in Fig. 3. The fit (solid line) is superimposed on the data (solid dots). An angular distribution of $1 + \sin^2\theta$ produced the best agreement with the data. The time-of-flight for CO products could be fit with the same energy distribution at the two angles, but for the CH$_2$ product the entire distribution had to be shifted 0.5 kcal/mole to higher energy. For determining the thermodynamic quantities discussed later, the center-of-mass energies consistent with the data from the CO fragment were used since the signal to noise ratio is much better than for the CH$_2$ fragment.

The energy distribution is shown in Fig. 4, and the actual values used for the parameters are shown in Table 1. Figure 3 also shows the result of calculations of the laboratory time-of-flight at 14° if the center-of-mass energies are shifted up and down by 1 kcal/mole without changing the
shape of the energy distribution. This gives an idea of the sensitivity of the experiment. The results for the CO fragment when ketene is dissociated with the 308 nm light from the XeCl laser are shown in Fig. 5. All angles are fit with the same energy distribution as shown in Table 1, and an angular distribution $1 + \cos^2 \theta$ was used. The energy distribution is shown in Fig. 6. Again the sensitivity to energy shifts of ±1 kcal/mole are shown (Fig. 5) for a lab angle of 14°. Because of the larger product translational energy released at this frequency the sensitivity to the threshold of the energy distribution is less than that at 351 nm.

From the energy distributions determined in this experiment several thermochemical quantities related to ketene dissociation can be derived. The expansion producing the supersonic beam using He carrier gas cools the ketene sufficiently that it can be assumed the molecule starts essentially in its ground vibrational and rotational state. A photon of known energy is absorbed, and we then measure the translational energy of the fragments. Because the sum of the translational energy and internal energy is the excess energy available for dissociation, the fastest products detected should correspond to ground state CO and CH$_2$ formation. Several previous experiments$^{6,7,16}$ have shown that the threshold for CH$_2$ ($^1\text{A}_1$) production from ground state ketene is substantially above the energy supplied by a 351 nm photon, so the signal at this wavelength must be due entirely to CH$_2$ ($^3\text{B}_1$). From the distribution in Fig. 4 the highest translational energy observed in the products is 3.8 kcal/mole. When this is subtracted from the 81.4 kcal/mole supplied by the photon it gives a value of
77.6 kcal/mole for the bond dissociation energy of CH₂CO to CH₂ (³B₁) and CO. Photons at 308 nm from the XeCl laser energetically could produce both singlet and triplet methylene, but we observed only singlet. If triplet products were produced they would be considerably faster than the fastest signal observed. Figure 7 shows a simulated time-of-flight spectrum from an energy distribution which is the same as that used to fit the data at 308 nm, except for the addition of a second distribution at an energy corresponding to that expected for the triplet, as determined from the result at longer wavelength. The second distribution has a peak 10% as high as the peak of the singlet distribution. The actual data show no similar features in the corresponding position. Thus the highest translational energy products are assumed to be ground vibrational and rotational state CH₂ (¹A₁) and CO. Subtracting the translational energy (6.7 kcal/mole) of these products from the laser photon energy of 92.8 kcal/mole results in 86.1 kcal/mole for the bond dissociation of ketene to produce CH₂ (¹A₁) and CO. Thus the energy difference between the singlet (¹A₁) and triplet (³B₁) states of CH₂ is 8.5 kcal/mole, with an uncertainty of approximately 0.8 kcal/mole, mainly from the experimental determination of the maximum translational energy release. These results are summarized in Fig. 8.

From the known heats of formation of CH₂CO (ΔH₀ = -10.7 kcal/mole)¹⁷ and CO (ΔH₀ = -27.199 kcal/mole)¹⁸ the heat of formation of CH₂ can be calculated from the measured bond dissociation energies of CH₂CO.
\[ \Delta H_f^0 \left( CH_2^3B_1 \right) = 77.6 \text{ kcal/mole} + \Delta H_f^0 \left( CH_2CO \right) - \Delta H_f^0 \left( CO \right) = 94.1 \text{ kcal/mole} \]

\[ \Delta H_f^0 \left( CH_2^1A_1 \right) = 86.1 \text{ kcal/mole} + \Delta H_f^0 \left( CH_2CO \right) - \Delta H_f^0 \left( CO \right) = 102.6 \text{ kcal/mole} \]
DISCUSSION

The value for the singlet-triplet splitting obtained from this work (8.5 kcal/mole) agrees very well with the lower value from previous experiments. The actual heats of formation derived from our results also compare favorably with those previously determined. The very close agreement of the photoionization value for $\Delta H_{f_0}^{0} \text{CH}_2$ ($^3B_1)^4,5$ with the number from our experiments, where translational energy release is observed directly, strongly supports the assumption that there is no excess energy release at the threshold of ionization. It also tends to confirm that the fastest products we observed from dissociation with 351 nm photons do correspond to ground vibrational state CO and CH$_2$.

The threshold for the process

$$\text{CH}_2\text{CO} \xrightarrow{h\nu} \text{CH}_2 \left( ^1A_1 \right) + \text{CO}$$

measured in several experiments are in fairly close agreement. In the work of Lengel and Zare the value 85.2 ± 0.3 kcal/mole was obtained. The similar experiments of reference 7 yielded 85.4 ± 0.3. Simons and Curry found 84.4 ± 0.6 kcal/mole, for the process at 298K. All of these determinations rely on the translational energy release being negligible at the threshold. Again the assumption seems to be valid as our value of 86.1 ± 0.5 kcal/mole agrees fairly well if the uncertainty in corrections of previous results for reactant internal energy is considered.

A large discrepancy exists between the results of this work, and the photodetachment results from CH$_2^-$, which support a large singlet
triplet splitting (19.5 kcal/mole). As previously discussed, an upper limit can be placed on the energy of the CH$_2$ ($^1A_1$) state from previous experiments as well as from this work, so possible errors resulting in too small a value for the splitting must arise from placing the energy of the ($^3B_1$) state too high. If the photodissociation of ketene at 351 nm produces no ground vibrational state products then the value of $\Delta H^0_{f0}$ CH$_2$ ($^3B_1$) determined in this experiment would be too high. This is very unlikely for several reasons. The heat of formation of triplet methylene we obtained agrees closely with previous measurements by completely different methods. It's difficult to imagine that identical errors appear in each case. In addition, if the splitting were as large as 19.5 kcal, then 15 kcal/mole are available to the products in the ketene dissociation at 351 nm. A maximum of 3.8 kcal/mole appears as translation in our experiments. If there were at least another 11.0 kcal/mole of energy in the internal excitation of products, the product vibrational states would be very highly inverted. This is not expected since the CO vibration and the CH$_2$ bending vibration both are strongly coupled to the reaction coordinate of the photodissociation of ketene, and the CO bond length in CH$_2$CO is quite close to that of CO.

There are several other interesting features of the center-of-mass energy distributions determined in this experiment. The shapes of the distribution of product energy at the two wavelengths are obviously very different. For the triplet (from 351 nm dissociation) the product is fairly sharply peaked near the maximum translational energy release. The second smaller peak in Fig. 4 is necessary to fit the small
feature in the time-of-flight data at 14°. The spacing between the two peaks is approximately equal to the energy of the bending vibration in ground state CH₂ (3.4 kcal/mole).¹ This suggests that a small fraction of the CH₂ is produced vibrationally excited. The translational energy distribution for singlet CH₂ production from 308 nm dissociation (Fig. 6) peaks at zero translational energy and is very broad. This shows that there is substantial internal excitation of the products. The drastic change in the dissociation dynamics between 351 nm and 308 nm and the exclusive production of CH₂ (¹A₁) at 308 nm might suggest that different electronic states of ketene are involved at these two frequencies. The difference between the angular dependence of the product intensity at the two wavelengths is further evidence that the dissociation process changes in this wavelength region, but due to the limited angular range covered in these measurements our data are not sufficient to provide precise information on the angular distribution.

There is still some disagreement between the results of ab initio calculations of the singlet-triplet splitting (−10.5) and the experimental determination (−8.5 kcal/mole), although considering the uncertainty of ±1 kcal/mole in each of these values they are not incompatible. A very recent, large scale CI calculation involving 60,000 configurations¹³ has not brought the numbers any closer to agreement, but correction for the difference in zero point energies was found to reduce the energy difference by 0.6 kcal/mole.¹⁹ A small relativistic correction, at most 0.1 kcal/mole,²⁰,²¹ could reduce the calculated value of the splitting to 9.8 kcal/mole. It has also been sug-
gested, based on comparison of extensive CI calculations with experimental measurements of excited state energies for carbon atoms and CH, that the value for the singlet-triplet splitting in CH₂ from CI calculations is still somewhat too high and the actual separation is less than 10 and perhaps as small as 9 kcal/mole.
CONCLUSION

This chapter has described the measurement of the energy splitting between the ground ($^3B_1$) and first excited ($^1A_1$) states of methylene. The experiment was especially designed to detect possible barriers to photodissociation which potentially could have caused errors in previous results. No evidence for such barriers was observed, and our value of 8.5 kcal/mole agrees well with the majority of other experiments attempting to measure the singlet-triplet splitting.\textsuperscript{2,3,6,7,8,22} It is also in reasonable agreement with recent ab initio quantum mechanical calculations,\textsuperscript{10,12,13,14,15} but not with the larger value obtained from the photoelectron spectrum of photodetachment from CH$_2^-$\textsuperscript{1}.\textsuperscript{1}
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Table 1. Center-of-mass energy distribution parameters for the photodissociation of CH$_2$CO. Energies are in kcal/mole.

<table>
<thead>
<tr>
<th></th>
<th>$E_p$</th>
<th>$E_T-E_p$</th>
<th>$E_p-E_1$</th>
<th>$\beta$</th>
<th>Peak Height</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>351 nm dissociation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO product at 14° and 17°</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High energy peak</td>
<td>2.3</td>
<td>1.5</td>
<td>1.2</td>
<td>2.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Low energy peak</td>
<td>0.45</td>
<td>0.40</td>
<td>0.40</td>
<td>1.3</td>
<td>0.3</td>
</tr>
<tr>
<td>(Fig. 3 and Fig. 4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>351 nm dissociation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_2$ product at 35°</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Fig. 3)</td>
<td>2.8</td>
<td>1.5</td>
<td>1.2</td>
<td>2.5</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>308 nm dissociation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO product at 14°, 17°, 20°, and 25°</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Fig. 5 and Fig. 6)</td>
<td>0.0</td>
<td>6.7</td>
<td>0.0</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>308 nm dissociation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO product at 14°</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Singlet</td>
<td>0.0</td>
<td>6.7</td>
<td>0.0</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td>Triplet</td>
<td>9.2</td>
<td>6.0</td>
<td>4.8</td>
<td>2.5</td>
<td>0.1</td>
</tr>
<tr>
<td>(Fig. 7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Fig. 1. Newton diagram for photodissociation of CH$_2$CO showing relations between laboratory and center-of-mass velocities and angles. $V_{CH_2CO}$ and $V_{CO}$ are laboratory velocity vectors, $U_{CO}$ is a center-of-mass velocity vector. The origin of the lab coordinate system is the base of the vector for the initial CH$_2$CO velocity, and the origin for the center-of-mass system is the tip of the same vector. The circles have radii corresponding to the speed of the CO fragment in the center-of-mass frame for various amounts of translational energy release in the dissociation.

Fig. 2. Time-of-flight data at a lab angle of 14° for the CO fragment from CH$_2$CO photodissociation at 308 nm. The dots are the original data, and the solid line shows the data after subtraction of time dependent background. $N(t)$ is the number of counts as a function of time (arbitrary units).

Fig. 3a. Time-of-flight data for fragments from ketene photodissociation at 351 nm. $N(t)$ is the number of counts per time channel (arbitrary units). Dots are the data, the solid lines are the fits. $E_T$ is the highest center-of-mass energy (kcal/mole) with non-zero probability in the energy distributions used for the computer simulation. The energy distribution has been shifted ±1 kcal/mole to show the sensitivity of the fits.
Fig. 3b. Time-of-flight data and computer generated fits for the CO fragment at 17° lab angle and the CH₂ fragment at 35° lab angle from ketene photodissociation with the laser operated at 351 nm.

Fig. 4. Center-of-mass energy distribution for ketene photofragmentation at 351 nm. The energy scale is in kcal/mole. This distribution was used to fit the data for the CO fragment at lab angles of 14° and 17°. The actual parameters are given in Table 1.

Fig. 5a. Time-of-flight data for the CO fragment from ketene photodissociation at 308 nm and 14° lab angle. N(t) is the number of counts per time channel (arbitrary units). Dots are the data, lines are the computer generated fits. The time-of-flight spectrum has been calculated for the center-of-mass energy distribution with parameters shown in Table 1, and with E₁ shifted ± 1 kcal/mole.

Fig. 5b. Time-of-flight data and computer generated fits for the CO fragment from photodissociation of ketene at 308 nm and various lab angles.

Fig. 6. Center-of-mass energy distribution for ketene photodissociation at 308 nm. Energy scale is in kcal/mole. The distribution shown was used to fit all the CO time-of-flight data from the 308 nm dissociation. The parameters for this distribution are given in Table 1.
Fig. 7. The dots show the time-of-flight data for the CO fragment at 14° from CH₂CO photodissociation with 308 nm light. The solid line is the computer calculated time-of-flight spectrum for CO fragments if a center-of-mass energy distribution corresponding to CH₂ (³B₁) production at this wavelength is added to the distribution actually used to fit the data. The parameters used to generate this figure are shown in Table 1.

Fig. 8. Energy level diagram for the ketene photodissociation process. All energies shown are in kcal/mole.
Figure 3a shows the change in N(t) with respect to time for different values of $E_T$. The graphs display three different scenarios:

1. **CO 14°, $E_T = 4.8$**
2. **CO 14°, $E_T = 3.8$**
3. **CO 14°, $E_T = 2.8$**

Each graph represents a different energy level, with the peak indicating a sudden increase in N(t) followed by a decay back to the baseline. The x-axis represents time, $t/\mu$sec, and the y-axis represents N(t).
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