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ABSTRACT OF THE DISSERTATION

Investigating the extent and function of RNA editing in animal transcriptomes

By

Eddie Park

Doctor of Philosophy in Biological Sciences

University of California, Irvine, 2015

Assistant Professor Ali Mortazavi, Chair

RNA editing is a post-transcriptional process in which certain nucleotides in RNA become modified to change the sequence of the RNA. The two types of RNA editing involve the deamination of adenosine to inosine (A-to-I) and the deamination of cytosine to uracil (C-to-U) that are mediated respectively by the ADAR family of enzymes and APOBEC1.

Although there are many examples of RNA editing altering the coding sequence of specific genes, the extent of RNA editing within metazoans has remained an open problem. Here, I investigate the extent and function of RNA editing in human cell lines, mice, and flies using RNA-seq as well as a new method called ICE-seq. I first assessed the extent of RNA editing as part of the ENCODE project. RNA-seq datasets from fourteen human cell lines were mined for RNA editing events using a novel method that relies on ENCODE ChIP-seq datasets to filter out genomic SNPs. I separately identified new C-to-U RNA editing targets within mouse livers and intestinal enterocytes by comparing wild-type and Apobec1 knockout mice RNA-seq data. I identified 56 Apobec1 RNA editing targets and found that a subset of the targets have altered mRNA and protein levels. Finally, I used ICE-seq to study RNA editing within two species of Drosophila. ICE-seq is a method that includes an
acrylonitrile treatment of RNA prior to reverse-transcription. The acrylonitrile specifically reacts with inosine to block reverse transcription. By comparing ICE-seq and RNA-seq samples, RNA editing events were called from *Drosophila melanogaster* and *Drosophila yakuba*. I found that there is a core set of RNA editing targets that are shared between the two species and a set of targets with distinct functional enrichments that are species-specific, which suggests that the biological function of RNA editing in these two *Drosophila* species is still evolving.
Chapter 1

RNA modifications in the era of high-throughput sequencing
Abstract

Messenger RNA is the primary intermediate between the genome and the proteome and just like DNA and proteins it is modified with post-transcriptional modifications, which have clear and distinct biological functions. High-throughput sequencing has enabled transcriptome-wide study of several of these RNA modifications by allowing researchers to identify and measure these modifications. Here we describe recent advances in the study of RNA modifications such as A-to-I editing, C-to-U editing, RNA methylation, and pseudouridylation and their potential function that represent the basis for the emerging field of epitranscriptomics.
**Introduction**

There are more than 100 documented post-transcriptional RNA modifications, some of which have been known to occur for more than half a century (Cantara 2011, Machnicka 2013). The vast majority of known modifications occur in tRNAs while 13 occur in mRNA. In the past few years, the field of RNA modifications has seen a huge burst of progress, primarily due to recent high-throughput sequencing assays, such as RNA-seq. Prior to the development of ubiquitous sequencing assays, researchers were limited to labor-intensive low-throughput experimental techniques such as poisoned-primer extension assays and Sanger sequencing. RNA modifications were originally identified by dissociating RNA into individual nucleotides and using chromatography or mass-spectrometry based techniques to estimate the fraction of bases modified. In this review, we will discuss some of the recent advances in the field of post-transcriptional RNA modifications and the role sequencing has played in making these advances.

RNA modifications can be categorized into three broad, overlapping groups: RNA editing, epitranscriptomics, and RNA processing. RNA editing refers to the biological process in which the sequence of RNA is changed by a base substitution or indel. Epitranscriptomics, in analogy with epigenomics, refers to enzymatic modification to a base without changing the sequence. RNA processing encompasses the post-transcriptional events of splicing, 5′ capping, and poly-adenylation, which we will not cover in detail in this review. These designations are not rigid and are often used interchangeably. Most modifications are on a subset of target molecules, creating multiple potential functional isoforms within the same
cells. Hence, it is necessary to know both the sites of the modification and the rate of modification at a given location on RNA molecules.
General strategies for identifying RNA modifications

There are three types of general strategies that are used to identify RNA modifications using sequencing. The first strategy is to mine sequence variation in RNA-seq where the sequence of the RNA does not match the sequence in the underlying genome. This method can be used to identify RNA editing events and to measure editing levels for A-to-I and C-to-U modifications by mining evidence in cDNA. Initial attempts at mining RNA-seq for new edited sites suggested that there were a spectrum additional types of RNA editing events in human (Li 2011) in addition to the canonical A-to-I and C-to-U RNA editing. However subsequent analysis demonstrated that multiple sources of errors such as sequencing errors, unannotated SNPs, and other noise that could account for these non-canonical edits (Schrider 2011, Pickrell 2012, Lin 2012, Kleinman 2012), highlighting the difficulty of discovering true novel RNA editing sites from RNA-seq data alone. Another RNA modification that can be mined with RNA-seq involves bisulfite treatment of the RNA (Squires 2012) that alters the sequence of unmethylated cytosine but not methylated cytosine to create mismatches in the cDNA to the genome, which in this case are at the unmethylated cytosines. Unfortunately, other types of RNA modifications are not known to alter the cDNA sequence and are not readily detected by this approach.

A second general strategy is to sterically prevent reverse transcription or to cleave the RNA molecule at the position of the modification so that the end of the cDNA will indicate the position of the modification (Carlile 2014, Schwartz 2014). A chemical that is known to specifically react with the modification is required. This enables nucleotide level resolution of the modification site and the level of modification can be inferred indirectly through comparison with controls. The third type of strategy is based on RNA
immunoprecipitation (RIP) where an antibody is generated against the RNA modification of interest and used to pull-down RNAs with that modification (Dominissini 2012, Meyer 2012). Some limitations of this approach are that the modification rate is not directly measurable and the resolution is not at the nucleotide level. We discuss below current approaches (Table 1-1) to studying several types of RNA modifications (Figure 1-1) as well as the functional consequences of these RNA modifications.
A-to-I RNA editing

The deamination of adenosine to inosine by the ADAR family of enzymes is the most common editing event in mammalian mRNA and is conserved within metazoans (Keegan 2011). ADARs were originally discovered in Xenopus oocytes for their ability to unwind dsRNA (Bass 1987) and shortly after were shown to catalyze the deamination reaction of adenosine to inosine (Bass 1988). Double stranded RNA is a required substrate for ADARs (Lehmann 1999) and one hypothesis holds that the ancestral function of ADARs may have been to disable viral dsRNAs (Patterson 1995); however, a number of groups have observed a pro-viral effect of ADARs (Samuel 2011), which may indicate a commandeering of cellular machinery that was originally anti-viral. A-to-I RNA editing has been more extensively studied than other modifications because inosines base-pair with cytosine that are reverse-transcribed to guanine. Importantly, inosines are also read by the translation machinery as guanine, which can lead to changes in the resulting protein sequence. The reverse transcription into guanine makes inosine detectable by RNA-seq or by poisoned-primer extension assays. Given the problems with mining RNA editing from RNA-seq reads alone, sequencing the genome of a sample in addition to RNA-seq is one way to accurately identify RNA editing events (Ju 2011) because the genome would carry the same set of SNPs that are present in the transcriptome. However, this is an expensive strategy for studying RNA editing in large genomes. I-seq (Cattenoz 2013) is an inosine-specific cleavage assay that has been developed to identify A-to-I RNA editing. It is based on chemically protecting guanines in the RNA while selectively cleaving inosine sites. Another method is ICE-seq (Sakurai 2014), which involves specific chemical modifications of inosines with acrylonitrile to block reverse transcription. For some species in which ADAR
KO animals are viable, RNA-seq from wild-type and ADAR knockout animals have also been used to identify RNA editing events (St Laurent 2013). Members of the ADAR family include ADAR1, ADAR2, and ADAR3 (also referred to as ADAR, ADARB1, ADARB2 respectively). ADAR1 is expressed ubiquitously while ADAR2 is only expressed within select cell types. ADAR3 has not been shown to edit RNA.

Within mammals, there are two types of A-to-I RNA editing: the site-specific type is cell type specific and tends to alter the coding sequence while the promiscuous type occurs ubiquitously and predominantly within inverted pairs of repeats such as ALUs in human (Bazak 2014). It is estimated that there are over one hundred million RNA editing sites in the genome based on ALU elements representing the vast majority of RNA editing events and ALUs represent 10% of the human genome, which is three billion bases long. The field of RNA editing identification has expanded to different species (Danecek 2012, Zhao 2015, Alon 2015), different cell types (Park 2012), and across time (Graveley 2011).

There are many biological functions associated with A-to-I RNA editing. The classical examples of A-to-I RNA editing are coding changes within the central nervous system to modulate ion channel activity (Seeburg 1998). In addition, A-to-I RNA editing is known to influence alternative splicing (Reuter 1999) and nuclear retention (Chen 2009). Some of the other functional aspects of A-to-I RNA editing that is being investigated are its role in viral infections (Gelinas 2011) and in innate immunity (Mannion 2014) as well as areas of post-transcriptional regulation of gene expression (Maas 2010).

A-to-I RNA editing has been tied to microRNAs and RNAi. Since dsRNA is formed during microRNA biogenesis and during RNAi, it has been proposed that A-to-I RNA editing might edit the intermediate dsRNA and that this might have downstream effects on
transcript targeting. A-to-I RNA editing has been shown to have a negative effect on microRNA processing by inhibiting various steps of microRNA processing (Nishikura 2010). It has also been proposed that A-to-I RNA editing within the seed sequence of the mature microRNA can alter targets of the microRNA (Kawahara 2007); however, this is still controversial (de Hoon 2010). Due to the short sequences of microRNAs and the fact the mature microRNAs can be further processed with 5’ and 3’ modifications, it is difficult to computationally determine whether a sequence originated from A-to-I RNA editing of a transcript from one gene, or another modification from a different gene. In order to determine if A-to-I RNA editing exists within mature microRNA sequences and whether they do indeed target different transcripts it would be interesting to integrate ICE (Sakurai 2010) with small RNA-seq and methods for mapping mRNA and microRNA interactions such as CLASH (Helwak 2013).
C-to-U RNA editing

Another, less-prevalent form of RNA editing found in mammals is the deamination of cytosine to uracil. This reaction is catalyzed by Apobec1, which is the only known C-to-U RNA editing enzyme (Blanc 2003). Apobec1 was found based on its ability to edit the ApoB transcript, which is the best known example of C-to-U RNA editing. Editing of ApoB results in a stop codon that generates a truncated protein that is 48% (ApoB-48) of the length of the full-length transcript (ApoB-100). The ApoB-48 protein is associated with lower LDL levels (Yao 1994).

Apobec-1 mediated C-to-U RNA editing has evolved in the mammalian lineage (Conticello 2007). Knockout of the enzyme is non-lethal in mice. By comparing RNA-seq from wild-type and Apobec1 KO C-to-U RNA, dozens of editing sites were discovered in mouse livers and small intestines (Rosenberg 2011, Blanc 2014). C-to-U RNA editing is unique in that the modified base is converted to an unmodified type base. Thus, the sequence variant approach is the only way to identify this type of RNA modification; the chemical treatment or IP approaches will not be able to distinguish the modified uracils with the naturally occurring uracils. Typical experimental strategies for identifying C-to-U RNA editing events are to knockout the enzyme and/or co-factors and sequence the wild-type and knockout animal transcriptomes.

Although the introduction of a stop codon is the most famous example of C-to-U RNA editing, most other sites are in the 3’UTR and affect translation (Blanc 2014). Since C-to-U RNA editing is very tissue-specific and rare, it has been difficult to study some of the biological consequences. However, overexpression of Apobec1 has been shown to lead to tumorigenesis (Yamanaka 1995) and certain human cancers have been observed to have
an abundance of C-to-T substitutions (Alexandrov 2013), which could suggest a carcinogenic role of Apobec1 or possibly a related cytidine deaminase.
5-methylcytosine

5-methylcytosine (m5C) is well known as an epigenetic mark in DNA that is involved with genomic imprinting and silencing of gene expression. m5C methylation has been studied in DNA with bisulfite sequencing (Frommer 1994); briefly, cytosines can be converted to uracil through bisulfite mediated sulphonation, hydrolytic deamination, and desulphonation. Methylated cytosines are not changed by this reaction and are therefore still sequenced as cytosines, whereas unmethylated cytosines are converted to uracil and are sequenced as thymine. A comparison between bisulfite treated and untreated samples can identify sites of m5C methylation and quantitate the level of methylation. Bisulfite treatment has been combined with RNA-seq to identify m5C methylation in transcriptomes (Squires 2012). Using this technique, more than ten thousand m5C sites were identified and it was determined that m5C is enriched in 3'UTRs near Argonaute binding sites. One caveat to this approach is that it might not be specific to m5C; as with bisulfite sequencing of DNA, other Cytosine modifications besides m5C are resistant to bisulfite treatment.

The m5C modified base can be targeted with an antibody and immunoprecipitated to detect the modification (m5C-RIP) (Edelheit 2013); this approach is specific to m5C, but suffers from the same limitations of m6A-seq and meRIP-seq in low resolution and limited quantification ability. Additionally, two other methods have been developed to probe m5C methylation in RNA: Aza-IP (Khoddami 2013) and miCLIP (Hussain 2013). Both of these assays take advantage of the covalent bond formed between the RNA and enzyme as an intermediate step of m5C methylation. Aza-IP uses 5-azacytidine to prevent the release of the RNA from the methylase and the RNA-protein complex is immunoprecipitated with an antibody targeting the enzyme. Similarly, miCLIP immunoprecipitates an RNA-protein
complex that has been stalled at the covalently bound intermediate, but miCLIP relies on a
cysteine to alanine mutation to prevent dissociation of the RNA-protein complex.

The exact biological functions of m5C methylation in mRNA still remains a mystery; however, it would not be surprising if m5C methylation is as dynamic as other RNA modification or has its own set of readers, writers, and erasers in analogy to m6A methylation and DNA m5C methylation.
**N6-methyladenosine**

N6-methyladenosine (m6A) is the most abundant internal (non-cap) RNA modification within mRNA (Wei 1975) and recently has been shown to be present in DNA (Greer 2015, Zhang 2015). Two similar assays were developed to detect m6A methylation: m6a-seq (Dominissini 2012) and meRIP-seq (Meyer 2012). Both assays are RIP-based where an antibody against the m6A is used to pull-down RNA containing the modified base. These initial studies found that there were tens of thousands of m6A sites within thousands of genes and that these sites were enriched within long internal exons, near stop codons, around transcription start sites, and within 3’UTRs.

Unfortunately, m6A-seq and meRIP-seq are unable to detect the level of m6A methylation (i.e. what fraction of adenosines are methylated) and unable to detect the actual base of the modification (low resolution). SCARLET (Liu 2013), on the other hand, is a method to measure the level of methylation that is based on site-specific cleavage, radiolabeling, site-specific ligation, and nuclease digestion. PA-m6A-seq (Chen 2015) is a modified version of m6A-seq that provides higher resolution using the incorporation of 4-thiouridine into cells to facilitate cross-linking. The procedure involves poly-A selection, m6A immunoprecipitation, cross-linking, and RNA digestion to generate sequencing libraries. The higher resolution is achieved by cross-linking the 4-thiouridine to the antibody. Due to the requirement of 4-thiouridine, one limitation with this assay is that it can only be used in systems where 4-thiouridine can be incorporated (i.e. cell lines). Although m6A-seq and meRIP-seq does not allow for direct methylation quantification or base-level resolution, the read density can provide a rough estimate of methylation levels and the consensus sequence can aid in base-level resolution. The consensus sequence for
m6A methylation is RRACH (R=A/G, H=A/C/U) (Harper 1990) and m6A binding proteins are able to recognize the modified base through the YTH domain (Xu 2014).

There have been many biological functions that are associated with m6A methylation. m6A methylation reduces mRNA half-lives and translatability through sequestration away from the translation machinery (Wang 2014). Key transcripts involved in pluripotency are methylated and loss of m6A methylation in ESC promotes self-renewal and inhibits differentiation (Batista 2014, Geula 2015). m6A is key player in establishing circadian rhythm by regulating RNA stability to help maintain periodicity (Fustin 2013). m6A methylation is known to be reversible and this reversibility is important in mRNA export and fertility (Zheng 2013). RNA methylation can suppress RNA-mediated immune stimulation (Kariko 2005) and act as a switch to regulate RNA-protein interactions and modulate alternative splicing (Liu 2015). Lastly, microRNAs influence m6A methylation (Chen 2015) and conversely m6A methylation is enriched at microRNA target sequences in the 3’UTR (Meyer 2012).

While most RNA modifications only have known enzymes that add the modification to RNA (writers), m6A modifications are known to be dynamic with known sets of writers that introduce the modification to RNA, readers that detect the modification, and erasers that remove the modification. The known components of the m6A methyltransferase (writer) consist of two catalytic components (METTL3 and METTL14) and a splicing factor (WTAP) (Liu 2014). The first identified reader of m6A is YTHDF2 (Wang 2014) which sequesters m6A mRNA to inhibit translation and promote degradation. Additionally, any member of the YTH domain family could be a potential reader of m6A, since the YTH domain recognizes the m6A base. Alternatively, there are readers that can read the
modification indirectly by detecting changes in secondary structure that is introduced by the m6A (Liu 2015). FTO and ALKBH5 are the known erasers of m6A (Jia 2011, Zheng 2013). Thus, m6A modifications are analogous to an RNA version of protein phosphorylation in that there are players that add, detect, and remove the modification. This versatility allows m6A methylation to be spatiotemporally dynamic and allows for rapid response to signal.
**Pseudouridine**

Pseudouridine, an isomer of uridine, is the most abundant RNA modification in noncoding RNA (Davis 1957). The post-transcriptional process of pseudouridylation is catalyzed by pseudouridine synthases, of which there are 23 putative genes in human (Hunter 2012). Defects in pseudouridine synthases have been implicated in disease, such as dyskeratosis congenital (DKC) and mitochondrial myopathy and sideroblastic anemia (MLASA) (Heiss 1998, Bykhovskaya 2004). Pseudouridine is found in tRNAs and rRNAs (Charette 2000); however, little is known about the extent and function of pseudouridine in mRNA. Recently two groups have independently developed high-throughput techniques (Pseudo-seq and Psi-seq) to identify the locations of pseudouridine transcriptome-wide (Carlile 2014, Schwartz 2014). Pseudo-seq and Psi-seq are based on selective pseudouridine modification with N-cyclohexyl-N′-(2-morpholinoethyl)carbodiimide metho-p-toluenesulphonate (CMC) (Bakin 1993) which is able to sterically inhibit reverse transcription. Hundreds of sites were identified and found to be regulated by environmental changes. In coding RNAs, pseudouridines are enriched in the coding sequence. The functional knowledge of pseudouridine in mRNA is limited; however, it is tempting to hypothesize that pseudouridines affect RNA secondary structure similarly to their role in tRNAs and rRNAs (Arnez 1994). Alternatively, pseudouridines in stop codons could allow for ribosomal read-through (Karijolich 2011) and altered tRNA base-pairing (Fernández 2013). It would be interesting to investigate whether pseudouridylation of the identified sites correlate with altered amino acid sequences.
The Road Ahead

The study of RNA modifications and epitranscriptomics is a rapidly growing discipline thanks to the growth of high-throughput sequencing based methods and advances in advances in computational analysis, which have greatly expanded the breadth of knowledge of well-studied modifications as well as reigniting interest in forgotten modifications in mRNA. They have greatly increased the abilities of biologist by adding the equivalent of power-tools to the biologist’s toolbox, high-throughput versions of old molecular biology tools. Although these new methods allow users to obtain large amounts of data, one needs to be cautious because they also allow users to obtain large amounts of data that could be misinterpreted if not analyzed carefully using appropriate controls, which was the case for (Li 2011).

As sequencing technologies improve, we will be able to sequence all the full-length short and long RNA transcripts in a given sample in their entirety at a high level of confidence and know the locations of all the RNA modifications. However, it could take many years before this level of sequencing becomes available. In the mean time, we need to develop clever molecular biology strategies and computational algorithms to study RNA modifications using current sequencing technologies that either have high-quality short reads or error-prone long-reads. It should be no surprise that the development of computational methods to analyze epitranscriptomic data can be just as difficult as the experimental method, if not more so.

The crucial next steps in the study of RNA modifications are to associate functional and mechanistic effects of the individual sites of modifications. In particular, it will be
interesting to investigate structural changes that are induced by RNA modifications (Spitale 2015) and to integratively analyze the relationship between the different modifications during the lifetime of the modified RNA.
RNA modifications.

The modifications and nitrogenous base for A-to-I RNA editing, C-to-U RNA editing, N6-methyladenosine methylation, 5-methylcytosine methylation, and pseudouridylation are shown.

<table>
<thead>
<tr>
<th>Modification</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-to-I RNA editing</td>
<td>Adenosine</td>
<td>Inosine</td>
</tr>
<tr>
<td>C-to-U RNA editing</td>
<td>Cytidine</td>
<td>Uridine</td>
</tr>
<tr>
<td>N6-methyladenosine methylation</td>
<td>Adenosine</td>
<td>m6A</td>
</tr>
<tr>
<td>5-methylcytosine methylation</td>
<td>Cytidine</td>
<td>m5C</td>
</tr>
<tr>
<td>Pseudouridylation</td>
<td>Uridine</td>
<td>Pseudouridine</td>
</tr>
</tbody>
</table>
Table 1-1
Published high-throughput methods for RNA modification determination

<table>
<thead>
<tr>
<th>Method</th>
<th>Modification</th>
<th>Type of strategy</th>
<th>Notes</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-seq</td>
<td>A-to-I</td>
<td>cleavage</td>
<td>potential difficulty with clustered sites</td>
<td>Catteneoz 2013</td>
</tr>
<tr>
<td>ICE-seq</td>
<td>A-to-I</td>
<td>reverse-transcription inhibition</td>
<td>transcriptome-to-transcriptome comparison</td>
<td>Sakurai 2014</td>
</tr>
<tr>
<td>brute force</td>
<td>A-to-I</td>
<td>Sequence genome with transcriptome</td>
<td>high cost for sequencing large genomes</td>
<td>Ju 2011</td>
</tr>
<tr>
<td>ADAR knockout</td>
<td>A-to-I</td>
<td>Sequence transcriptome of wild-type and knockout samples</td>
<td>transcriptome-to-transcriptome comparison, potential secondary effects of altered gene expression</td>
<td>St Laurent 2013</td>
</tr>
<tr>
<td>APOBEC knockout</td>
<td>C-to-U</td>
<td>Sequence transcriptome of wild-type and knockout samples</td>
<td>transcriptome-to-transcriptome comparison, potential secondary effects of altered gene expression</td>
<td>Blanc 2014, Rosenberg 2011</td>
</tr>
<tr>
<td>m6a-seq</td>
<td>m6A</td>
<td>Immunoprecipitation</td>
<td>low resolution, not quantifiable</td>
<td>Dominissini 2012</td>
</tr>
<tr>
<td>meRIP-seq</td>
<td>m6A</td>
<td>Immunoprecipitation</td>
<td>low resolution, not quantifiable</td>
<td>Meyer 2012</td>
</tr>
<tr>
<td>PA-m6A-seq</td>
<td>m6A</td>
<td>Immunoprecipitation</td>
<td>high-resolution</td>
<td>Chen 2015</td>
</tr>
<tr>
<td>bisulfite treatment</td>
<td>m5C</td>
<td>compare treated and untreated transcriptomes</td>
<td>non-specific</td>
<td>Squires 2012</td>
</tr>
<tr>
<td>m5C-RIP</td>
<td>m5C</td>
<td>Immunoprecipitation</td>
<td>low resolution, not quantifiable</td>
<td>Edelheit 2013</td>
</tr>
<tr>
<td>Aza-IP</td>
<td>m5C</td>
<td>Immunoprecipitation</td>
<td>5-azacytidine</td>
<td>Khoddami 2013</td>
</tr>
<tr>
<td>miCLIP</td>
<td>m5C</td>
<td>Immunoprecipitation</td>
<td>cysteine to alanine mutation in enzyme</td>
<td>Hussain 2013</td>
</tr>
<tr>
<td>Pseudo-seq</td>
<td>pseudouridine</td>
<td>reverse-transcription inhibition</td>
<td>CMC treatment</td>
<td>Carlile 2014</td>
</tr>
<tr>
<td>Psi-seq</td>
<td>pseudouridine</td>
<td>reverse-transcription inhibition</td>
<td>CMC treatment</td>
<td>Schwartz 2014</td>
</tr>
</tbody>
</table>
Chapter 2

RNA editing in the human ENCODE RNA-seq data
Abstract

RNA-seq data can be mined for sequence differences relative to the reference genome to identify both genomic SNPs and RNA editing events. We analyzed the long, polyA-selected, unstranded, deeply sequenced RNA-seq data from the ENCODE Project across 14 human cell lines for candidate RNA editing events. On average, 43% of the RNA sequencing variants that are not in dbSNP and are within gene boundaries are A-to-G(I) RNA editing candidates. The vast majority of A-to-G(I) edits are located in introns and 3′ UTRs, with only 123 located in protein-coding sequence. In contrast, the majority of non-A-to-G variants (60%–80%) map near exon boundaries and have the characteristics of splice-mapping artifacts. After filtering out all candidates with evidence of private genomic variation using genome resequencing or ChIP-seq data, we find that up to 85% of the high-confidence RNA variants are A-to-G(I) editing candidates. Genes with A-to-G(I) edits are enriched in Gene Ontology terms involving cell division, viral defense, and translation. The distribution and character of the remaining non-A-to-G variants closely resemble known SNPs. We find no reproducible A-to-G(I) edits that result in nonsynonymous substitutions in all three lymphoblastoid cell lines in our study, unlike RNA editing in the brain. Given that only a fraction of sites are reproducibly edited in multiple cell lines and that we find a stronger association of editing and specific genes suggests that the editing of the transcript is more important than the editing of any individual site.
Introduction

RNA editing is a post-transcriptional process that modifies the primary RNA and microRNA transcripts. This process can result in nonsynonymous protein coding substitutions, alternative splicing, nuclear retention of mRNA, or alterations of microRNA seed regions (for a review, see Nishikura 2010). The most common form of RNA editing in mammals is A-to-I editing, in which adenosine is deaminated to produce inosine by members of the ADAR (adenosine deaminases acting on RNA) family of enzymes (Wagner et al. 1989; Kim et al. 1994; Kumar and Carmichael et al. 1997). C-to-U editing in mammals by the APOBEC family of enzymes is thought to be much less frequent and much more specific (Gerber and Keller 2001). In mammals, ADAR is found within several tissues, while ADARB1 is known to be active in the brain. Abnormal RNA editing has been reported in epilepsy, amyotrophic lateral sclerosis (ALS), brain ischemia, depression, and brain tumors (Maas et al. 2006; Nishikura 2006; Peng et al. 2006; Paz et al. 2007; Cenci et al. 2008).

ADARs recognize double-stranded RNA as their major substrate, but editing at some sites is very selective for specific A residues, while other sites are edited promiscuously and mainly in clusters (Nishikura et al. 1991; Polson and Bass 1994). Because inosine pairs preferentially with cytidine, I is read as G during protein synthesis or during reverse transcription for RNA-seq. Known functional consequences of this post-transcriptional modification include changes in amino acids in the protein product such as in the glutamate and serotonin receptors, creation or deletion of entire exons by changes in splicing, retention of mRNA in the nucleus, changes in RNA stability, heterochromatin formation, protection against viral RNA, and microRNA modification (Zheng et al. 1992; Burns et al. 1997; Seeburg et al. 1998; Athanasiadis et al. 2004; Luciano et al. 2004; Prasanth et al. 2008).
Although the best-studied RNA editing sites are in coding sequences that qualitatively change the protein product, the majority of known RNA edits in human occur within Alu sequences embedded within introns and UTRs (Kim et al. 2004). ADAR mouse knockouts are embryonic lethal at day E11.5 (Wang et al. 2004), where it plays an important role in suppressing interferon signaling to block premature apoptosis in hematopoiesis (Iizasa and Nishikura 2009). While microRNAs are known to be important RNA editing targets, this present study focuses on RNA editing in messenger RNA as measured from polyA-selected RNA.

We surveyed our human polyA+ ENCODE RNA-seq data from 14 cell types for RNA editing events using a rigorous computational pipeline designed to filter out sequencing and read mapping artifacts. We further filtered private genomic single nucleotide variants (SNVs) for 12 of the 14 cell types using either 1000 Genomes resequencing data (The 1000 Genomes Project Consortium 2010) or ENCODE ChIP-seq data sets. We identified between 500 and 3000 reproducible A-to-I RNA editing events per cell type in biological duplicate RNA-seq samples. We then focused on genes that are frequently edited across multiple cell types for further analysis, and found enrichment for genes involved in basic housekeeping processes such as cell division, viral defense, and translation.
Results

Development and refinement of an RNA-editing pipeline tuned based on data from the GM12878 lymphoblastoid cell line

RNA-seq data has been mined for known SNPs in expressed genes to study allele-specific expression (Montgomery et al. 2010). While sequence variants in RNA-seq that are not in the genome are RNA editing candidates, we expect some level of mapping artifact and sequencing error in the data, and these could be mistaken for RNA editing. We reasoned that a pipeline that maximizes the fraction of called known SNPs would then produce the most conservative set of RNA editing candidates. One ENCODE cell line, GM12878, was particularly well-suited for tuning our pipeline, as it was deeply sequenced as part of the 1000 Genomes Project with the results incorporated into dbSNP (Sherry et al. 2001). GM12878 2 × 75 bp RNA-seq reads were mapped onto an expanded genome that includes known splice junctions (Mortazavi et al. 2008) using Bowtie as described in the Methods (Fig. 2-1A, Fig. 2-1B). Reads that mapped onto splice junctions were set aside because they are more prone to mismapping artifacts, and the remainder were used for SNV calling. An additional source of false-positive SNVs are reads with errors that are amplified during the library construction process. We can avoid PCR artifacts by collapsing reads, i.e., counting reads with identical starts only once. We further restricted ourselves to sites that had a minimum 10% frequency in both the entire data set (“uncollapsed set”) as well as in the smaller data set of nonredundant reads (“collapsed set”). We kept only candidate RNA editing sites called from two independent RNA-seq replicates (Fig. 2-1C). Of the SNVs present in the union of collapsed and uncollapsed sets, 47% were in the intersection, while 37% were only in the uncollapsed set and 16% were only in the
collapsed set (Fig. 2-1D). We found that using the intersection strategy delivered a higher fraction of A-to-G calls (20%), while the sets that were only in the uncollapsed or only in the collapsed sets had A-to-G calls of 14% and 18%, respectively (Fig. 2-1E). We then scored our SNVs for occurrence within dbSNP and found that the intersection had the highest percentage of known SNPs (71%) (Fig. 2-1F).

We further filtered the set of SNVs absent in dbSNP (candidates for editing because they are not known polymorphisms) for their overlap with known transcript boundaries from GENCODE v7 protein coding genes, which retained 86% of the candidates. SNV calls within known transcripts on the minus strand were reassigned to reflect the appropriate substitution in the sense of transcription. We then used ANNOVAR (Wang et al. 2010) to annotate the part of the transcript in which the variants occurred. We found that A-to-G variants were present primarily in introns and UTRs, whereas 82% of the non-A-to-G calls were annotated as “splicing,” which is defined here as intronic and within 5 bp of the splice junction (Fig. 2-2A). Inspection of these calls revealed that they were primarily due to mismapped reads that should have mapped across splice junctions (Fig. 2-2B). After removing all calls within 5 bp of splice sites, we found that >80% of our novel SNVs were A-to-G calls, which is 20-fold higher than the 4% of SNV calls passing all the same filters that are G-to-A calls (Fig. 2-2C). This enrichment is 20% higher in the intersection of the collapsed and uncollapsed sets than it is in either of the outersects (Fig. 2-S1). However, there remains a chance that there are private genomic SNVs that are not yet represented in dbSNP because of low-coverage or read mapping issues. We therefore used the genomic reads for GM12878 (and GM12891 and GM12892 below) from the 1000 Genomes Project to remove transcriptome SNVs with one or more genomic reads also supporting that
candidate variant. This further increased our A-to-G SNV to >85% of the remaining calls. If we assume that our G-to-A calls are false positives with respect to editing (whether they are true SNPs not found in dbSNP or are sequencing/mapping artifacts), then our false-discovery rate (FDR) for A-to-G RNA editing would be <2%. No other SNV class accounted for >6% of our most stringently filtered set. T-to-C calls were the second most frequent class of SNV. Thirty-three percent of these T-to-C were found in regions with overlapping GENCODE gene models on opposite strands, and another 33% had an unannotated transcript in the opposite sense as the overlapping gene model.

We then tested whether using ChIP-seq reads could be used to filter candidate SNVs in cases for which genomic reads are not available, as is the case for many ENCODE cell lines analyzed in the next section. Surprisingly, we found that we filtered more SNVs using ChIP-seq than using the 1000 Genomes data. In order to better understand filtering the SNV calls using ChIP-seq data versus 1000 Genomes data, we compared the coverage of SNVs in the two data-types. Although there were fewer total reads in the ENCODE ChIP-seq data than in the 1000 Genomes data, we found overall higher coverage in the ChIP data (mean coverage, 57.4) than in the 1000 Genomes data (mean coverage, 33.8). Our ChIP-seq mean coverage was even higher (60.6) over the 1457 SNVs that were filtered when using only the ChIP data, thus allowing us to detect rare variants (Fig. 2-S2). However, there were other regions for which the 1000 Genomes data filter out SNVs that were missed using the ChIP data.

SNVs that matched dbSNP have an expected bimodal distribution with one mode at a frequency of 1.0 and the second mode at a frequency of 0.5, which are due to homozygous and heterozygous SNPs, respectively (Fig. 2-2D). In contrast, we find that the distribution
of A-to-G RNA editing calls are skewed rightward with a mode at a frequency of 0.2. Nonsplicing, non-A-to-G SNVs show a distribution similar to dbSNP SNVs, with a mode at a frequency 1.0 (Fig. 2-2E). Relatively few candidate RNA editing events were in open reading frames (Fig. 2-S3). As expected, our power to call SNVs within exons exceeded that of calling them in introns for a given expression level (Fig. 2-2F), given the much greater depth of RNA-seq coverage in exons versus introns. We next asked whether genes with A-to-(G)I candidate edits had related functions, and found that they are enriched for Gene Ontology terms that are mainly broad anabolic functions such as translation, translational elongation, ribonucleoprotein complex, chromosome, centromeric region, ribosome, cytosolic ribosome, mitochondrial nucleoid, melanosome, and coated pit.

**Survey of 14 ENCODE cell lines**

We then applied the above pipeline to polyA RNA-seq from 14 ENCODE cell types with 2 × 75 bp non-strand-specific protocol, all of which express only ADAR (Fig. 2-S4). Since sequenced genomes were not available for any cell line other than the three lymphoblastoid cell lines, we substituted ENCODE ChIP-seq data from HudsonAlpha and histone modifications data from the Broad Institute to filter out private genomic SNVs that were not represented in dbSNP. The fraction of editing candidates that were of the A-to-G class ranged from 50%–85% (Fig. 2-3A; Fig. 2-S5). HepG2 and HUVEC cells had the lowest number of candidate RNA editing sites with about 500 calls each. The filtering of private genomic SNVs using ChIP-seq data increased the percentage of A-to-G calls by 5%–20%, with the most SNVs filtered out for growth-transformed tumor cell types (Fig. 2-3B). The number of candidate sites called by our pipeline did not depend on the sequencing depth of
the RNA-seq data set (Fig. 2-S6) over the range represented in our samples (28–135 million reads per replicate), but the amount of filtering did depend on the aggregate depth of coverage in the ChIP-seq data sets. The individual non–A-to-G classes ranged between 0%–10% of the total, with T-to-C again being the second most prevalent modification. Based on the results in GM12878, it is likely that the bulk of the T-to-C edits are A-to-G(I) edits from transcripts on the opposite strand relative to their original annotation. Although members of the APOBEC family are detectably expressed in all cell lines (Fig. 2-S7), we observed a very modest proportion of C-to-T(U) editing events in HepG2, HUVEC, and HCT116. While some of these C-to-T(U) sites might prove to be true RNA edits, only a handful of these C-to-T(U) sites are located in AU-rich regions known to be associated with APOBEC editing. We therefore provisionally conclude that most C-to-T(U) candidates are false positives.

The number of candidate SNVs within coding domains summed over all cell types are below 1000, and these are primarily nonsynonymous for the non–A-to-G SNVs (Fig. 2-S3C). We find that 94% (5349 of 5695) of the candidate A-to-G(I) calls are within known repeat families, and 98% (5247 of 5349) of these are in Alu’s. Alu families with the most members also had the most edits This is certainly an underestimate, as our conservative mapping strategy would underreport hyper-edited regions with more than three simultaneous edits within our 75-bp reads.

We next focused on individual sites with evidence of editing in multiple cell types. Overall 33.5% (1905 out of 5695 possible) of individual A-to-G(I) candidate editing sites occur independently in two or more different cell types (Fig. 2-4A; for non–A-to-G classes, see Fig. 2-S8). We also found that 24% (1386/5695) of our candidate A-to-G(I) calls intersect with the DARNED database of RNA editing in human (Kiran and Baranov 2010),
which was generated from mining human ESTs. This low overlap is expected, since the ENCODE RNA-seq data analyzed here did not include neuronal tissues or cell lines. We found 28 genes that were edited in all of our cell types, and 20 genes of these (71%) are also in the DARNED set. We found that 47.4% (662 out of 1396 possible) of genes edited are called as edited in at least two or more different cell types (Fig. 2-4B). We therefore conclude that gene-level association with editing is more robust than the identity of an individual site edited.

We then focused on the distribution of calls within gene models. For most genes, A-to-G(I) RNA editing candidates were either all in intronic regions or all in UTRs, although 1%–4% of edited genes had both intronic and UTR sites, depending on the cell type (Fig. 2-4C). Because editing events are—overall—rare in the transcriptome and because editing often covers only a fraction of transcripts from a given gene, we wanted to probe our sensitivity for calling events in replicate samples. While most ENCODE data is in duplicates, we had an instance of data from four replicate determinations for Human H1 ES. We compared calls from Human H1 ES cell reps 1 and 2 with calls from reps 3 and 4 (Fig. 2-4D) and found that the number of edits per gene that we had called was quite noisy when there were only a few candidate sites that were called per gene. This is possibly due to the stochastic and promiscuous nature of ADAR's ability to hyper-edit dsRNA (Polson and Bass 1994) or due to the sensitivity of pipeline to coverage at the low end of the RNA expression spectrum.

We compared the filtered A-to-G(I) SNV calls in GM12878 to those in its parents, GM12891 and GM12892, to help assess the stability of RNA editing within a single cell-type, i.e., EBV-transformed lymphoblastoid cells. GM12891 and GM12892 had 1885 (86%) and
843 (87.7%) candidate A-to-G(I) sites located in 479 and 265 genes, respectively. GM12878 shared 490 sites (337 genes) with GM12891 and 292 sites (218 genes) with GM12892. While 26.2% of the individual editing SNVs were found in at least two individuals of the trio, >49.6% of the genes were in common (Fig. 2-4E). Thus the gene-level association with editing is also more reproducible than the identity of individual sites edited within different cell lines of the same type.

Overall, there were 248 out of 1396 genes that were edited in at least five out of the 10 distinct cell types after we applied the ChIP-seq filter (Fig. 2-4A). Our GO analysis of these genes showed enrichments that included interspecies interaction between organisms, cell division, DNA metabolic process, positive regulation of defense response to virus by host, protein folding, ER-Golgi intermediate compartment, ribosome, and ribonucleoprotein complex. Two genes that are especially highly edited within multiple cell types are the inhibitor of apoptosis XIAP and the caspase-3 target DFFA, suggesting an explicit and direct link to the apoptosis phenotype of the mouse ADAR knockout.

The overwhelming prevalence of A-to-G(I) RNA editing candidates in our lymphoblastoid trio agrees with a recent publication (Peng et al. 2012) but differs qualitatively from a previously reported analysis of RNA editing in a nonoverlapping set of HapMap lymphoblastoid lines (Li et al. 2011). To make a more informed comparison, we applied our pipeline to the data sets from Li et al. (2011) though we note that their data were single replicate RNA-seq measurements with shorter 50-bp reads that were more shallowly sequenced (40 million reads vs. our average of 100 million reads). We found that some of their individual samples produced similar genic, nonsplicing A-to-G enrichments as in our lymphoblastoid lines, while others had an especially high percentage of A-to-C and
T-to-G classes (Fig. 2-S9, Fig. 2-S10). To check whether these could be DNA sequencing artifacts from earlier and different (2008–2009) Illumina chemistry, we checked the output of our pipeline on an independent data set (ENCODE GM12878 DNase-seq) from that same earlier timeframe. We found relatively low numbers of non-dbSNP SNVs in the DNase-seq data and found that A-to-C and T-to-G classes were again comparatively enriched (Fig. 2-S11), suggesting that a similar systematic bias exists in some of the Li et al. (2011) samples as in genomic DNA sequenced with that technology in that timeframe; these are not therefore attributable to RNA editing. Upon further inspection, we found that the particular sites most affected are embedded in G-rich regions (Fig. 2-S12). In addition, recent reports (Schrider et al. 2011; Pickrell et al. 2012) attribute the majority of the non-A-to-G calls in Li et al. (2011) to sequences that are paralogs of the gene that were reported as edited, i.e., a mismapping error. Therefore we only report our ChIP-filtered A-to-G(I) RNA editing candidates for each cell line.
**Discussion**

We developed an intentionally conservative strategy to identify candidate RNA edits from RNA-seq data for the human ENCODE cell lines. We analyzed the transcriptomes of 14 cell types and compared the RNA sequences with the reference genome, filtered out known SNPs from dbSNP, and filtered out private SNPs detected in ChIP-seq data from each cell line. We found that SNVs in the intersection of our "collapsed" and "uncollapsed" mapping sets yielded the highest fraction of known SNPs; this observation functions as a positive control that our SNV calls are not significantly biased by mapping artifacts. We also found that incorrect read mapping across splice junctions was the source of the majority of non-A-to-G calls. We further developed a strategy to filter out nonediting transcriptome SNVs by using up to 2.0 billion ChIP-seq reads in GM12878 and 0.1–1.7 billion ChIP-seq reads in the other nine cell lines that do not have resequencing data available. Together with filtered calls in two additional lymphoblastoid with 1000 Genomes data, we therefore have reliable A-to-G(I) editing candidates in 12 of our 14 cell lines.

Up to 87% of SNVs that are not SNPs (either in dbSNP or private genomic SNVs) are A-to-G calls; this suggests they are likely to be A-to-I editing candidates. Furthermore, >97% of these candidates are located in introns and 3’UTRs, which is consistent with what was previously known about RNA editing based on earlier EST surveys and recent reports (Bahn et al. 2012; Peng et al. 2012). Our candidate A-to-G(I) RNA editing sites have a different variant frequency from known SNPs. They tend to cluster predominantly in the 3’UTR or in introns. In the three cell lines with the least amount of A-to-G(I) editing, there were relatively more C-to-T(U) SNVs, but these were not associated with AU-rich regions, as would have been expected if these are due to APOBEC activity. We also found that
individual RNA editing calls are noisy for lowly expressed genes because of depth of coverage requirements for editing calls. If sensitivity to a conservative threshold was the major source of noise from one data set to another, and one replicate to another, then the identity of genes that are edited would be more consistent than the actual edits as long as edits occur in clusters.

Overall, we report 5695 unique candidate A-to-G(I) RNA editing events in 1396 genes, including a subset of 248 genes that were consistently edited across more than five cell types. Ninety-nine percent of the candidate RNA editing calls occurred within known repeats (with 98% of those in Alu elements), and only 24% were annotated in DARNED, which is expected since none of the ENCODE cell lines in this study cover neuronal phenotypes. Comparing our results to previously reported widespread evidence of noncanonical RNA editing besides A-to-G(I) in a different set of HapMap lymphoblastoid cell lines (Li et al. 2011), we found that sequencing and mapping artifacts could account for the vast majority of the unconventional (non-ADAR) variant calls. Moreover, we showed that this is caused, in part, by RNA data generated using older sequencing chemistry.

Genes with at least one edit within all cell types show GO term enrichments in “housekeeping” annotations related to cell division, DNA metabolic process, protein folding, and ribosome, as well as terms relating to viruses and defenses against them. The latter functions are consistent with the view that editing arose first in this context. For example, the protein EIF2AK2 inhibits protein synthesis upon activation by viral RNA and has an average of 13 edits across all cell-types. This meshes well with reports that RNA editing participates in host-viral interactions, such as the editing of the hepatitis C virus (HCV) genome by ADAR (Taylor et al. 2005). Interestingly, some viruses have been able to
take advantage of ADAR for their own purposes; endogenous ADAR has been shown to stimulate HIV-1 replication (Doria et al. 2009).

When searching for RNA editing events to create a global map of high-quality candidates, there is a difficult tradeoff between sensitivity (identifying a highly inclusive set of possible edits) and specificity (being more confident that a call is in fact a true RNA edit). We judged it better to have a smaller number of candidate RNA editing events that are highly likely to be true than to have a larger number with an increased percentage of false positives. We undoubtedly lost a substantial number of true, low-level A-to-I RNA editing events in the process, and users of these RNA-Seq data might for some purposes want to build a more inclusive and less certain list. Another caveat that applies to our pipeline is that our method allows for a maximum of three edits per 75 bp within our reads. Thus, if there was a 75-bp window that had significantly more than three edits, our pipeline would only detect the edits on the periphery of this hyper-edited domain. We could allow more mismatches during the alignment step, but then this would exacerbate the problem of incorrectly mapped reads. To date, the RNA-seq field has emphasized aggressive read mapping to maximize sensitivity and new candidate discovery. This inevitably comes at the expense of specificity, and this effect is greater in complex genomes with extensive paralogous gene and repeat families such as those of mammals. Our current view is that there is no single correct threshold for the sensitivity specificity tradeoff: It has to be selected to match the objective of a given study and the future use of each analysis. When an analysis focuses on the small portion of sequence reads that imply differences from the majority that match well to the appropriate genome/transcriptome models, a general trend toward greater conservatism seems justified. We show here that an early sequencing
chemistry issue and a problem with accurate read mapping over splice junctions are two specific contributors to false-positive RNA editing candidates. We have greatly reduced these in our pipeline and present a conservative set for the ENCODE cell lines. In doing so, we demonstrated that there is no persuasive evidence in favor of noncanonical editing. A-to-G(I) edits strongly dominated our data except for three cell lines with modest evidence of C-to-T(U) SNVs, and no unknown edit was above the noise level.

It is a sobering caution that, even when reads were mapped simultaneously against the genome and known splice junctions, we still had obvious splice-mapping artifacts. We were therefore forced to exclude all calls that mapped within a few bases of splice junctions; this, in turn, dramatically reduced non-A-to-G(I) calls. There remain a few noncanonical calls that pass our criteria, but we expect these to be primarily undetected private SNVs, regions with complicated mapping issues due to paralogous genes and pseudogenes in the genome, or uncharacterized splice junctions. This does not preclude the possibility of some very specific APOBEC-like, noncanonical editing of bases but calls into question their previously reported widespread occurrence (Li et al. 2011), which has been recently called into question (Kleinman and Majewski 2012; Lin et al. 2012; Pickerell et al. 2012).

While GM12878 had been “deeply” resequenced by 2010 standards, we find that filtering with ChIP-seq was actually more effective. While this may seem paradoxical at first, ChIP-seq signal as well as background reads are most likely to come from open chromatin within transcribed genes. Although the 1000 Genomes project has greater coverage throughout the genome, we had in fact greater overall coverage of the candidate RNA SNVs in the pooled ChIP-seq data. While the amount of ChIP-seq data in GM12878 and
other ENCODE Tier 1 and Tier 2 cell lines is exceptional, they highlight the issue that really high coverage is necessary to detect a subset of SNVs. The fact that private genomic SNVs need to be accounted for and filtered out for assaying RNA editing suggests that we can use RNA-seq to identify SNVs in expressed genes. In effect, the depth of coverage in RNA-seq over medium to highly expressed genes achieves many of the same benefits of whole-exome sequencing in rare variant discovery. In the future, deconvolving rare genomic variants that are detectable by RNA-seq from true RNA editing events will be done more optimally by simultaneous analysis of the raw reads from RNA-seq and genome-resequencing events at even higher coverage than readily available today.
Methods

Reads for each biological replicate data set were mapped to an expanded genome consisting of the human reference (GRCv37 / UCSC hg19) plus GENCODE v7 splice junctions and added spike sequences using Bowtie, version 0.12.7 (Langmead et al. 2009), with at most three mismatches; reporting in SAM format up to one valid alignment per read; suppressing all alignments for a particular read if more than one reportable alignment exist for it; and using only those alignments that fell into the best stratum. We used Bowtie to map reads instead of TopHat because the SNVs that were called using TopHat did not have a significant difference in SNV distribution when using RNA-seq reads or DNase-seq reads. Read ends were mapped separately and pooled afterward, without taking into account pairing information. The resulting SAM files were then stripped of spliced reads; converted to BAM files using samtools, version 0.1.17; sorted; and indexed; variants were called using the pileup command. We called an SNV when at least three nonidentical reads support a nonreference variant, and the variant is present at a minimum frequency of 10% and is supported by at least one read per strand. We discarded sites with more than one type of SNV call at the same location. In addition to the SNV calls in each full data set, a parallel set of analyses was done with potentially duplicated reads removed using the rmdup option of samtools to create the collapsed set.

The intersection of SNV calls in biological replicates from the full BAM file and the intersection of SNV calls in the collapsed BAM files were intersected to create a list of candidate SNVs. Known SNPs from dbSNP132 that were not annotated as based on cDNA and sites lying outside the “comprehensive set” of GENCODE v7 protein coding gene boundaries were set aside, and the remaining novel SNVs within genic regions were
corrected for strand sense. These novel genic candidates were then annotated using ANNOVAR (Wang et al. 2010) with a splicing threshold of 5. Gene Ontology analysis was performed using GREAT, version 1.8.2 (McLean et al. 2010). Sites that were annotated by ANNOVAR as splicing were filtered out. To filter out genomic SNVs, genomic alignments were obtained from the 1000 Genomes project for the CEU GM trio, and ChIP-seq alignments were obtained from ENCODE ChIP-seq data from HudsonAlpha and histone modification data from the Broad Institute. Samtools mpileup was used to look at the nucleotide composition over the SNVs, and sites with any evidence of a genomic SNV were filtered out. Hierarchical clustering for editing frequency of individual sites and number of edits for genes was done using Cluster 3.0 (de Hoon et al. 2004), with the centroid linkage hierarchical clustering option of both sites/genes and cell types. The heatmap was viewed using TreeView-1.1.5 (Page 2002).
Figure 2-1.

RNA SNV calling strategy. (A) Flowchart of analysis: 75-bp paired-end RNA-seq reads were mapped onto an extended genome (genome + known splice junctions + spikes) using Bowtie. Reads mapping onto splice sites and spikes were set aside, and reads mapping onto hg19 were used to call single nucleotide variants (SNVs). A parallel set of analyses was done using a collapsed set of reads with unique coordinates, and the intersections of SNVs from the uncollapsed and collapsed treatments were obtained. Known SNPs annotated in dbSNP132, sites outside gene boundaries, and intronic sites within 5 bp of splice junctions were removed. For the GM trio, any candidate with evidence of a private genomic variation was also removed. (B) Example of candidate editing site. Purple arrows pointing to the left represent reads on the (−) strand, while blue arrows pointing to the right represent reads on the (+) strand. The blocks represent variants between the reference DNA and the RNA-seq. A SNV is kept when at least three nonidentical reads support the SNV, with a minimum SNV frequency of 10%, and at least one edit per strand. (C) Intersection strategy for two replicates. For cell types with two replicates, the SNVs remaining after collapsing were intersected between the replicates. (D) The number of SNVs remaining after collapsing for the prefILTERED sites. Number of SNVs that are only in the uncollapsed set are in blue; the intersection, purple; and collapsed set, red. (E) Collapsing increases the relative amount of A-to-G SNVs and also increases the relative number of transitions. Number of SNVs that are only in the uncollapsed set are in blue; the intersection, purple; and collapsed set, red. (F) The fraction of dbSNP is highest in the intersection of the full and collapsed sets. The relative amount of calls found in dbSNP132, novel genic SNVs, and other SNVs in the
uncollapsed set are at the left; the collapsed set, right; and the intersection of the two, middle.
Figure 2-2.

RNA editing calls in GM12878. (A) Most non–A-to-G SNVs are near splicing boundaries. The distribution relative to gene boundaries of A-to-G SNVs (left) versus non–A-to-G SNVs (right). (B) Example of reads mapped incorrectly across a known splice junction. Overhanging RNA-seq reads are mapped incorrectly into the intron when the correct position is in the adjacent exon, even though the splice junction was provided to the read mapper. (C) Distribution of SNVs at different steps in the pipeline. Prefiltered SNVs defined by having at least three nonidentical reads support the SNV, with a minimum SNV frequency of 10%, at least one edit per strand, and no more than one type of SNV for the same position in blue. SNVs annotated in dbSNP132 are red, SNVs that are not in dbSNP132 and within gene boundaries are green, SNVs that are not in dbSNP132 and within gene boundaries without splicing sites are purple, SNVs that had no matching 1000 Genome sequencing reads are in light blue, and SNVs passing ChIP filtering are in orange. (D) Frequency distribution of SNVs primarily reflects expression of homozygous and heterozygous SNPs. The SNVs that were found in dbSNP132 are in blue; the novel genic SNVs, red. (E) Most nonsplice adjoining SNPs are A-to-G. The nonsplicing novel genic A-to-G calls in filtered calls are in blue; nonsplicing novel genic A-to-G calls, red; nonsplicing novel genic non–A-to-G, brown; nonsplicing novel genic non–A-to-G in filtered calls, purple; and splicing-only novel genic, light blue. (F) Distribution of gene expression versus coverage of exonic sites are in red and intronic sites are in blue for genic SNVs. SNVs in more lowly expressed genes are primarily on exons, due to our minimum depth of coverage requirements.
Figure 2-3.

Survey of SNV calls across ENCODE cell lines. (A) Distribution of nonsplicing novel genic SNVs for all data sets. (B) In every cell type, the percentage of A-to-G SNVs increase and the number of candidate sites decrease (red) after filtering for private SNVs using ChIP-seq. GM12878 calls were filtered with 1000 Genomes or ChIP-seq reads are labeled with G or C, respectively. (C) Relatively few non-A-to-G synonymous SNVs (purple), non-A-to-G nonsynonymous SNVs (green), A-to-G synonymous SNVs (red), A-to-G nonsynonymous SNVs (blue) are found in ORFs.
Figure 2-4.

Gene level analysis of RNA editing after private SNV filtering. (A) Hierarchical clustering of the editing frequency of the 33.5% (1905 out of 5695 possible) individual A-to-G candidate editing sites occurring in at least two distinct cell types. (B) Hierarchical clustering of the number of edits in the 47.4% (662 out of 1395 possible) of genes edited in at least two distinct cell types. (C) RNA editing in genes cluster in the UTR or in the introns with few genes having edits in both UTR and introns. Percentage of genes with only UTR edits are in green; intronic edits, blue; and edits in both introns and UTR, red. (D) Reproducibility of calling RNA edits for human H1 ES cells. Scatter plot of RNA edit calls for rep 1,2 versus rep 3,4 is on a log2-log2 scale with a pseudocount of 1. A Gaussian noise was added to points to visualize density. (E) Venn diagrams of A-to-G candidate edits in lymphoblastoid cells from a hapmap trio. The Venn diagram of the individual sites (left) and edited genes (right); 35.8% of the union of edited sites are found in two or more cell types, while 54.2% of the union of edited genes are found in two or more cell types.
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Chapter 3

Genome-wide identification and functional analysis of Apobec-1-mediated C-to-U RNA editing in mouse small intestine and liver
Abstract

Background

RNA editing encompasses a post-transcriptional process in which the genomically templated sequence is enzymatically altered and introduces a modified base into the edited transcript. Mammalian C-to-U RNA editing represents a distinct subtype of base modification, whose prototype is intestinal apolipoprotein B mRNA, mediated by the catalytic deaminase Apobec-1. However, the genome-wide identification, tissue-specificity and functional implications of Apobec-1-mediated C-to-U RNA editing remain incompletely explored.

Results

Deep sequencing, data filtering and Sanger-sequence validation of intestinal and hepatic RNA from wild-type and Apobec-1-deficient mice revealed 56 novel editing sites in 54 intestinal mRNAs and 22 novel sites in 17 liver mRNAs, all within 3’ untranslated regions. Eleven of 17 liver RNAs shared editing sites with intestinal RNAs, while 6 sites are unique to liver. Changes in RNA editing lead to corresponding changes in intestinal mRNA and protein levels for 11 genes. Analysis of RNA editing in vivo following tissue-specific Apobec-1 adenoviral or transgenic Apobec-1 overexpression reveals that a subset of targets identified in wild-type mice are restored in Apobec-1-deficient mouse intestine and liver following Apobec-1 rescue. We find distinctive polysome profiles for several RNA editing targets and demonstrate novel exonic editing sites in nuclear preparations from intestine but not hepatic apolipoprotein B RNA. RNA editing is validated using cell-free extracts from wild-type but not Apobec-1-deficient mice, demonstrating that Apobec-1 is required.
Conclusions

These studies define selective, tissue-specific targets of Apobec-1-dependent RNA editing and show the functional consequences of editing are both transcript- and tissue-specific.
Introduction

There is considerable interest in understanding both the repertoire of and mechanisms for RNA-DNA differences reported from deep sequencing (RNA-seq) of mammalian transcriptomes (Gu 2012, Lagarrigue 2013, Bahn 2012, Danecek 2012, Peng 2012, Mortazavi 2008). Among the mechanisms for RNA-DNA differences is RNA editing, in which genomically templated RNA sequences are enzymatically altered. The most prevalent type of editing involves a base change from adenosine to inosine (A-to-I), mediated by adenosine deaminases acting on (double-stranded) RNA (ADARs) (Nishikura 2010). A second, much less prevalent type of RNA editing involves deamination of cytidine to uridine (C-to-U) in single-stranded RNA, mediated by Apobec-1, a member of the APOBEC family of cytidine deaminases (Smith 2012). The prototype for mammalian C-to-U RNA editing is apolipoprotein B (apoB) RNA, where Apobec-1-mediated deamination of a CAA codon introduces a translational termination (UAA) codon in the edited transcript. ApoB mRNA editing is a critical adaptive pathway for lipid transport in both the mouse intestine and liver, and exhibits distinctive developmental and metabolic regulation (Blanc 2011), mediated via the expression and stoichiometric interactions of two dominant trans-acting proteins, Apobec-1 and Apobec-1 complementation factor (ACF), although other proteins are implicated (Blanc 2011, Chen 2007, Lellek 2000, Mehta 2000).

Although much is known about the regulation and functional consequences of apoB mRNA editing, remarkably little is known about the range of other targets of C-to-U RNA editing. A recent transcriptome-wide analysis of mouse enterocytes identified 32 novel (non-apoB) Apobec-1-dependent editing targets, all within 3’ untranslated regions (3’ UTRs) (Rosenberg 2011a). These newly identified RNA targets share features with apoB
RNA, including a preference for cytidines embedded in AU-rich regions along with variations of a downstream 11-nucleotide cassette referred to as a 'mooring sequence' with the consensus sequence WRAUYANUAU (Rosenberg 2011a, Backus 1991). Those findings raise the corollary questions of whether any of the novel editing targets identified in mouse intestine are also modified in other tissues expressing Apobec-1, particularly the liver, and, if so, are they modified at the same site and to the same extent, and do these editing events lead to differences in mRNA or protein levels?

Here we used stringent filtering and sequence validation to reveal multiple new sites of Apobec-1-dependent C-to-U RNA editing, with examples of both tissue-specific and common targets (Fig. 3-1). We show that RNA editing led to corresponding changes in mRNA and protein expression in a subset of mRNAs. We also find enrichment in the edited forms of certain mRNAs in cytoplasmic compared to nuclear fractions. We further show that mRNA editing regulates polysome distribution of a subset of targets. We demonstrate editing of some but not all novel targets using cell-free extracts from wild-type (WT) but not Apobec-1-deficient mice, demonstrating that Apobec-1 is necessary for RNA editing. Taken together, our findings demonstrate that C-to-U RNA editing exerts distinct tissue-specific consequences, including a spectrum of outcomes on protein expression.
Results

Overview

We undertook a comprehensive comparison of Apobec-1-dependent C-to-U RNA editing, starting with transcriptome-wide analyses of small intestine mucosa and liver from WT and Apobec-1-/- mice (Fig. 3-1). We then extended those analyses to other lines of mice with low or high transgenic intestinal overexpression of Apobec-1 in either an Apobec-1-/- (that is, Apobec-1Int/O) or WT background (Apobec-1Int/+ ) (Blanc 2012) (Fig. 3-1). We further studied livers from Apobec-1-/- mice following adenoviral delivery of Apobec-1 (ad-Apobec-1) or a LacZ control virus (Fig. 3-1). This strategy permitted an evaluation of tissue-specific (that is, intestine versus liver) and dose-dependent (that is, WT versus Apobec-1Int/+ and Apobec-1Int/OLo versus Apobec-1Int/OHi) changes in C-to-U RNA editing at different levels of Apobec-1 expression (Blanc 2012).

Identification of novel intestinal and hepatic Apobec-1-dependent editing targets

The first task was to examine the 70 to 200 million RNA-seq reads for intestine and liver from WT and Apobec-1-/- mice identifying mRNA sequences with C-to-U differences. C-to-U mismatches found in both WT and Apobec-1-/- mice as well as sites with less than three reads were excluded from further analysis. Results for WT intestine revealed a total of 438 putative editing sites (including apoB), 372 (85%) of which were located in the 3’ UTR, and with the remainder residing in 5’ UTR (7; 1.6%), exonic (7; 1.6%) or intergenic regions (52; 12%). We selected an arbitrary cutoff of 30% C-to-U editing in 3’ UTR calls and then validated 56 of 70 calls (80% true positive) in 54 RNAs (App mRNA was edited at two sites) by Sanger sequencing, including cohort validation of a subset of 23 of the 31 RNA
targets identified by Rosenberg et al. (Rosenberg 2011b) (74% true positive). Of the seven exonic sites (six RNAs), two were in apoB (one novel), two others were previously unreferenced SNPs, and the remaining three were false positives based on Sanger sequencing. C-to-U RNA editing efficiency among the novel 3’ UTR targets ranged from 31 to 84%. Together the results identify 54 validated Apobec-1-dependent RNA editing targets from mouse intestine, 32 of which have not been reported previously.

We attempted to account for discordances between our results and those of Rosenberg et al. (Rosenberg 2011a). In two instances, miscalled bases reflected the spurious mapping of reads with errors to a small region (‘island’) of otherwise unexpressed paralogs of an unedited expressed gene. In one instance the location of the editing site was within a homopolymeric stretch of six thymidine residues, known to be vulnerable to nucleotide insertions (Minoche 2011). Four targets (BC003331, Ptpn3, Rb1 and Abcb7) were below our 30% editing threshold, but Sanger sequencing nevertheless validated these mRNAs as Apobec-1. Finally, six additional targets were originally identified in isolated enterocytes (Rosenberg 2011a), rather than from mucosal RNA as in the current study. We then investigated whether the cellular origin of the RNAs might account for these discordances. Sites in Casp6 and Atf2 were sequence-validated using isolated enterocyte RNA. The other four targets were not validated, for reasons that remain to be determined.

Turning to hepatic RNA targets, we identified a total of 39 putative editing sites, of which 27 were located in 3’ UTRs, with the remainder located in 5’ UTR (2; 5%), exonic (6; 15%) and intergenic regions (4; 10%). Because our filtering algorithms indicated fewer putative editing targets in the liver compared to the small intestine, we undertook
sequence validation of the entire set and confirmed 22 of 27 3' UTR sites (81% true positive) distributed across 17 novel RNA targets. Of these 17 liver targets, 11 were also verified by sequence analysis in small intestine, and 6 were unique to liver (Fig. 3-1). Of the 11 RNAs edited in both liver and small intestine, all revealed lower levels of editing in liver (Serinc1: 60 to 66% in intestine by Sanger/RNA-seq versus 9.5 to 38% in liver by Sanger/RNA-seq; Cd36: 85 to 84% in intestine by Sanger/RNA-seq versus 23 to 24% in liver by Sanger/RNA-seq). Most of the shared liver-intestine targets (7/11) were below our threshold for RNA-seq, although Sanger sequencing revealed editing ranging from 4 to 32%. Of the six putative exonic editing sites, two (apoB and a novel site in BC005561), were Sanger sequence validated, while four, not validated by Sanger sequencing, were considered as false positives.

Sequence context features for C-to-U RNA editing

Prompted by findings that a close or exact match to the mooring sequence in apoB RNA was present in almost every other Apobec-1-dependent editing site (Rosenberg 2011b), we examined the flanking sequence of editing sites identified above for features that might explain why some RNAs are edited at much higher efficiency than others. We found the region flanking edited 3’ UTRs to be significantly more AU-rich than a random set of 3’ UTRs in both intestine and liver, which was confirmed by examination of a 101-nucleotide region overlapping the edited sites. Nearest-neighbor nucleotide analysis revealed a strong preference for adenosine and uridine both upstream (-1) and downstream (+1) of the editing site for both intestinal and liver targets. However, mismatches in the mooring sequence, which are required for apoB RNA editing (Backus
1991), did not correlate with intestinal target editing efficiency. For example, Rab1 RNA contained a perfect match to the consensus mooring site and demonstrated 32% editing, while Reps2 RNA contained two mismatches yet exhibited 75% editing. Thus, the immediate sequence context favors Apobec-1-dependent C-to-U RNA editing, but does not distinguish editing targets by tissue type and does not explain the differences in editing efficiency.

**Apobec-1 abundance modulates tissue-specific editing efficiency**

Previous work demonstrated that transgenic liver overexpression of Apobec-1 produced additional editing sites (so called ‘hyperediting’) in apoB mRNA and in other targets (Yamanaka 1995, Yamanaka 1997). In order to understand the importance of Apobec-1 expression levels in editing target selection and efficiency, we generated intestinal Apobec-1 transgenic mice on either a WT or Apobec-1-/- background (Blanc 2012) and compared editing efficiencies at different levels of transgene expression among shared RNAs from the indicated genotypes. Specifically, we compared editing efficiencies of shared targets between WT and Apobec-1Int/+ and editing efficiencies of RNA targets shared between Apobec-1Int/LO and Apobec-1Int/OHi. Among Apobec-1-dependent editing targets in WT mice, a subset demonstrated increased RNA editing in response to increasing levels of Apobec-1 expression. For example, ATP6ap2 demonstrated 28 to 30% editing in WT and 57 to 62% with transgenic overexpression (Apobec-1Int/+), but no detectable editing in Apobec-1-/- mice. Similarly, editing efficiency of ATP6ap2 increased in Apobec-1Int/Hi versus Apobec-1Int/Lo mice. The fold increase observed was variable among RNAs, ranging from 1.2- (Usp25) to 4-fold (Rab1) in WT versus Apobec-1Int/+ mice.
and from 3 to 80 fold in Apobec-1Int/Lo versus Apobec-1Int/Hi mice. Occasional discordance was found for editing efficiency as inferred from RNA-seq versus Sanger sequencing. For example, Atp6ap2 in Apobec-1Int/Lo mice demonstrated 52% editing by RNA-seq but only 4.5% by Sanger sequencing (1/22 clones edited). Overall, most but not all RNA targets demonstrated increased editing efficiency with increasing Apobec-1 expression.

Examination of eight hepatic RNA editing targets identified in both WT and Apobec-1-/- mice following ad-Apobec-1 transduction revealed increased editing efficiencies for all shared targets from two- (Tmem30a) to nine-fold (Serinc1). Additional C-to-U editing sites (hyper-editing) were also detected; among the eight shared targets, seven RNAs exhibited from one to nine additional editing sites. In addition, as noted above, alignment of nucleotides flanking these edited sites revealed a strong preference for A or U immediately upstream (96%) and downstream (92%) of the edited site, respectively and, as noted above, alignment with the mooring sequence failed to reveal a predictive correlation with hepatic editing efficiency.

In vitro validation of Apobec-1-dependent RNA editing

Because C-to-U RNA editing of a synthetic apoB RNA template can be accomplished using recombinant Apobec-1 and ACF, we asked if editing of these novel targets might also be replicated in an in vitro system. We used a cell-free in vitro editing assay in which RNA from Apobec-1-/- liver was incubated with tissue S100 extract and analyzed by poisoned primer extension analysis (Blanc 2011). This strategy was employed on two candidate RNAs, selected based on their prior identification in small intestine (Roseberg 2011b) and
independently in brain (Danecek). We found that Dpyd was approximately 30% edited (Fig 3-2A), while Tmbim6 site 99239051 demonstrated almost complete editing with increasing amounts of WT extracts. For both RNAs, editing was absent in extracts prepared from Apobec-1/-/- mice (Fig. 3-2B). C-to-U RNA editing could not be replicated using recombinant Apobec-1 and ACF alone (Fig. 3-2B), conditions previously shown to support in vitro RNA editing of apoB (Blanc 2011). We note that other targets, including Cmtm6, Sh3bg1, Serinc1 and Cyp4v3, failed to replicate C-to-U editing in this cell-free system (data not shown). Together these findings show that Apobec-1 is required for C-to-U RNA editing and suggest that other factors in addition to ACF may be required for target selectivity and in vitro C-to-U deamination.

**Nucleo-cytoplasmic distribution of edited RNAs**

Earlier studies demonstrated that apoB RNA undergoes post-transcriptional RNA editing in the nucleus of rat liver (Lau 1991). Those findings demonstrated that C-to-U RNA editing was virtually complete on spliced, polyadenylated intranuclear apoB RNA and that little if any additional editing took place in the cytoplasmic compartment (Lau 1991). We confirmed that >90% intestinal apoB RNA was edited at the canonical site (6666) in both nucleus and cytoplasm, but in addition observed several subpopulations of edited apoB RNAs with distinctive nucleo-cytoplasmic distributions (Fig. 3-3A). Specifically, intestinal nuclear apoB RNA contained a cluster of C-to-U sites distributed between positions 6702 and 6968 in addition to the canonical 6666 site (Fig. 3-3A). None of these sites was edited in liver RNA (Fig. 3-3B). Unexpectedly, intestinal nuclear apoB RNA also demonstrated extensive (>90%) exonic C-to-U editing at positions 6583 and 6659. These sites were again
not edited in liver RNA (Fig. 3-3B). RNA editing at position 6583 modifies an ACA to an AUA codon, resulting in a threonine to isoleucine substitution, while editing at position 6659 (UAC to UAU) is a silent modification (Tyr-Tyr) (Fig. 3-3A). In addition, a much lower proportion (19 to 33%) of cytoplasmic apoB RNA contained these two additional edited exonic sites (6583, 6659) compared with what was observed (approximately 90%) in the nucleus. We next turned to the nucleo-cytoplasmic distribution for other editing targets. For Atp6ap2, we identified two edited sites (positions 12193607 and 12193524; Fig. 3-3C). Atp6ap2 RNA edited at both sites was detected only in the cytoplasm and at low frequency (4%, 1/22 clones edited). By contrast, Atp6ap2 RNA containing only the edited site 12193607 was abundantly represented in cytoplasm (45%, 10/22 edited clones) compared to nucleus (23%, 5/22 edited clones sequenced). For Usp25, we identified only a single RNA population edited at site 77116537 and found 68% of the transcripts containing the edited site in cytoplasm (13/19 edited clones) but only 18% editing in nuclear transcripts (4/22 edited clones). Among the testable hypotheses to account for these observations is that RNA editing of Atp6ap2 and Usp25 may favor cytoplasmic export or influence the pathways modulating turnover of the edited RNA. The extent to which other edited RNAs show differences in subcellular distribution remains to be determined.

**Apobec-1-mediated changes in mRNA abundance and microRNA seed sites**

We next asked whether RNA editing exerts functional effects on the modified transcripts. We undertook transcriptome-wide comparison of intestinal mRNA abundance of the 58 validated editing targets, of which 32 were significantly down-regulated in Apobec-1/-/- intestine (lower FPKM (fragments per kilobase of exon per million), as
inferred from RNA-seq alignment frequency; see Materials and methods) and a subset of these same samples were validated with quantitative PCR. The remainder showed either no change or (in a single case, Dek) a trend to increased mRNA abundance (more than two-fold) in Apobec-1/- mice. Similar analysis of liver RNA revealed one target (Cd36) down-regulated (more than two-fold) in Apobec-1/-, but the majority of targets (11/16) showed no change in expression. Among the 335 differentially expressed mRNAs (Fig. 3-4A), a subset of 17 demonstrated C-to-U RNA editing, although there was no correlation between the extent of editing and mRNA abundance.

Several studies show that A-to-I RNA editing modifies microRNA (miRNA) sites and influences mRNA abundance (Peng 2012, Borchert 2009, Chen 2013). Accordingly, we investigated the possibility that C-to-U editing might create, eliminate or change the affinity of miRNA seed sequences that in turn might influence gene expression. For intestinal targets, the Siglec 5 editing site is contained within four miRNA seed motifs. Interestingly, loss of Siglec5 RNA editing in Apobec-1-deficient mice resulted in a nine-fold decrease in mRNA abundance and not only eliminates four of those miRNA sites (from WT mice), but simultaneously creates five new seed motifs. By contrast, C-to-U editing creates miRNA seed motifs in five other RNA targets (App, Cnih, B2m, Mtmr2 and Sh3bgrl) that show no change in mRNA expression. For liver samples, loss of CD36 editing in Apobec-1/- mice led to a two-fold mRNA decrease compared to WT samples, yet simultaneously eliminated a miRNA seed motif. Furthermore, RNA editing created miRNA seed motifs in three other hepatic targets whose mRNA abundance either increased in Apobec-1/- mice or remained unchanged. Taken together, the findings reveal no consensus mechanism by which C-to-U editing within the 3′ UTR alters miRNA binding sites and influences mRNA abundance.
Apobec-1-dependent C-to-U RNA editing influences protein abundance

Since we did not observe a consensus mechanism by which RNA editing regulates mRNA abundance, we asked if RNA editing might influence translational efficiency. We turned to a proteome-wide approach using mass spectrometry-based shotgun proteomics in conjunction with metabolic labeling for quantification to identify 893 proteins that were differentially expressed in small intestine from WT versus Apobec-1/- mice. Comparison with our transcriptome-wide analyses revealed 26 differentially expressed proteins encoded by an RNA target of Apobec-1 dependent C-to-U editing (Fig. 3-4A). Using a two-fold change in protein expression as a cutoff, we demonstrated a concordant increase in both mRNA and protein expression in WT compared to Apobec-1-deficient mice in 10 targets. One additional target (Ido1) showed a decrease in both RNA and protein abundance in WT compared to Apobec-1-deficient mice. We confirmed this pattern of differential intestinal protein expression for two targets, Cd36 (which showed the greatest magnitude of C-to-U RNA editing, 84%) and Ido1 (Fig. 3-4B, Fig. 3-4C). Cd36 RNA was demonstrated to be approximately two-fold down-regulated in Apobec-1/- intestine (FPKM and quantitative PCR). Western blot analysis showed an approximately four-fold decrease of Cd36 protein expression in Apobec-1/- intestine (Fig. 3-4B). Analysis of Ido1 revealed a trend towards increased protein expression in Apobec-1/- intestine, consistent with the findings from the proteomic survey (Fig. 3-4C).

In seeking an explanation for the changes in protein expression, we considered the possibility that RNA editing influenced mRNA translation by shifting transcript distribution within translating ribosome subfractions. WT intestinal extracts revealed 95% apoB RNA
segregated into polysomal fractions while apoB RNA from Apobec-1-deficient mice was distributed into both polysome and monosome fractions (Fig. 3-5A, Fig. 3-5B). We extended this analysis to editing targets that demonstrated alterations in both mRNA and protein abundance. Cyp2c65 RNA from WT mice fractionated predominantly into polysomes but Apobec-1-deficient mice showed distinctive populations of RNA associated with monosome fractions (Fig. 3-5C). By contrast, intestinal Hpgd mRNA revealed virtually overlapping profiles in WT and Apobec-1-/- mice (Fig. 3-5D). Intestinal Cyp2j6 mRNA associated mostly with high molecular weight polysome fractions in WT animals but revealed a shift into lighter fractions in Apobec-1-/- mice (Fig. 3-5E). Intestinal Ido1 mRNA demonstrated a shift into monosome-associated fractions in Apobec-1-/- mice (Fig. 3-5F). These findings together suggest that Apobec-1 and C-to-U RNA editing individually influence polysome loading of a subset of target RNAs (including apoB), and (with the exception of Ido1 whose protein abundance was increased in Apobec-1-deficient mice) suggest a plausible mechanism whereby editing might selectively influence protein expression.
Discussion

Here we report a comprehensive, comparative analysis of Apobec-1-dependent C-to-U RNA editing in mouse intestine and liver and show that the functional effects are both transcript- and tissue-specific. These tissues were selected because they represent the dominant sites of expression of both Apobec-1 as well as its canonical target, apoB. Our approach included Sanger sequence validation to reinforce the confidence of the findings (74 to 81% true positive), an important consideration in view of recent transcriptome-wide analyses reporting approximately 49% false discovery rates for non A-to-I RNA editing (Peng 2012). Given that we restricted our analysis to 3’ UTR targets and for the small intestine to targets showing at least 30% C-to-U RNA editing, the findings represent a conservative view of the scale of Apobec-1-dependent C-to-U RNA editing and its functional implications.

We validated most but not all the findings of transcriptome-wide Apobec-1-mediated RNA editing in enterocytes (Rosenberg 2011b). Some of the discordances were accounted for by differences in the optimized parameters (Park 2012) used in the current report, including filters for sequence quality, strand bias, distance to end of reads, paired-end reads and genomic single nucleotide variants. But it remains possible that other, cell-specific events, including nutritional or circadian factors, might contribute to the differences noted. In addition, the current findings show a restricted subset of shared RNA editing targets between intestine and liver. Other work showed 25% overlap in RNA editing targets in mouse liver and adipose (Lagarrigue 2013), while another study found approximately 53 to 61% concordance in RNA editing (overwhelmingly A-to-I) in seven mouse tissues (including brain and liver but not small intestine) (Danecek 2012).
Nevertheless, among those studies and in the present report, there was conservation in the editing sites identified within each target. The demonstration of fewer C-to-U editing targets in the liver (27) compared to small intestine (372), as well as the reduced range of hepatic (<45%) versus intestinal (approximately 85%) editing efficiency, further emphasize tissue-specific requirements for target selection and cytidine deamination by the hepatic editing machinery. In keeping with this suggestion, only a single edited site was detected for apoB RNA editing in both nuclear and cytosolic hepatic RNA, compared to eight additional sites in intestinal apoB.

Examination of nuclear and cytoplasmic RNA targets revealed unanticipated results. We found that nuclear apoB RNA from WT intestine (but not liver) exhibited extensive C-to-U editing at two exonic sites upstream of the canonical site 6666, one of which (6583) introduces a threonine to isoleucine coding change. There were additional RNA editing sites in nuclear apoB RNA, predominantly 3’ of the canonical site, which were detectable at much lower levels in cytoplasmic RNA. These findings suggest nuclear transcriptomes are relatively enriched with C-to-U edited targets, as suggested recently for A-to-I RNA editing (Chen 2013). Among the possibilities to account for the observed differences in nuclear versus cytoplasmic distribution and efficiency of apoB RNA editing, it is tempting to speculate that nuclear apoB transcripts edited at the canonical site may be preferentially exported to the cytoplasm and/or that C-to-U RNA editing influences nucleo-cytoplasmic transport of apoB RNA in a site-specific manner. These possibilities will require formal evaluation in future studies. In this regard, it is worth noting that both Apobec-1 and its RNA binding cofactor ACF have been shown to shuttle between nuclear and cytoplasmic compartments (Chester 2003, Blanc 2001). In addition, it should be emphasized that the
physiological relevance of compartmentalization of editing targets remains unresolved, with some studies showing A-to-I edited RNAs to be retained in the nucleus (Zhang 2001) while others found A-to-I edited mRNAs preferentially distributed in cytoplasmic translating polysome fractions (Hundley 2008).

The finding that editing sites were concentrated in 3’ UTRs suggests a regulatory role in the transport, stability, translation or other function of these targeted RNAs. Elimination of A-to-I RNA editing in ADAR-null flies resulted in upregulation of hundreds of RNAs (St Laurent 2013). By contrast, we found that mRNA abundance of the majority of edited mRNAs was either unchanged or decreased in Apobec-1-deficient mouse intestine. In addition, while other work has demonstrated ADAR-mediated editing of both miRNAs and mRNAs (Borchert 2009), we found no evidence for C-to-U editing of miRNAs from WT small intestine (data not shown). That said, it is possible that either Apobec-1 binding and/or editing affect the stability of the target mRNA-polysome complexes and selectively modulates translational efficiency. For example, RNAs bound to a subset of yeast RNA binding proteins interact with RNA recognition elements located in the 3’ UTR that, in turn, regulate translation (Hogan 2008). It is worth noting that the 26 differentially expressed proteins encoded by Apobec-1 RNA targets represent approximately 3% of the 893 differentially expressed proteins (Fig. 3-4A). By contrast, the 54 Apobec-1 C-to-U RNA editing targets identified by RNA-seq represent approximately 1.7% of the total proteins identified in our proteomic survey (Materials and methods), suggesting a two-fold enrichment of proteins encoded by Apobec-1 RNA targets within the pool of differentially expressed proteins (P-value 0.0163).
The search to understand the functional implications of RNA editing led to another intriguing observation: a subset of 10 targets exhibited downregulation of both mRNA and protein abundance while a single edited target, Ido1, was upregulated in Apobec-1-deficient intestine. We confirmed that another highly edited intestinal Apobec-1-dependent target, Cd36, also showed concordant decreases in RNA and protein abundance in Apobec-1 null mice. The functional implications of these changes will require formal confirmation but targets including Rfk, Tes, Pde5a, Yme1l1 and Ido1 have been implicated in tumorigenesis (Hirano 2011, Segditsas 2008, Bianchini 2006, Tobias 2001, Cherayil 2009, Tinsley 2009). This possibility is intriguing in view of findings that Apobec-1 deletion attenuates the tumor burden in ApcMin/+ mice (Blanc 2007) while deficiency of Deadend1 (Dnd1), a paralog of ACF, increases intestinal polyposis susceptibility in ApcMin/+ mice (Zechel 2013). Among the down-regulated targets in Apobec-1-deficient intestine, Cyp3a11, Cyp2c65, Abcd3, Cyp4v3 and Pde5a are either directly or indirectly modulated by lipid mediators and it is possible that the changes observed are a secondary consequence of alterations in lipid flux rather than a direct effect of eliminating RNA editing (Tinsley 2009, den Bosch 2002, Makishima 2002, Norkina 2004). The consequences for intestinal lipid metabolism of the changes in the fatty acid translocase Cd36 (Drover 2005) are particularly intriguing and will be the focus of future investigation. Alternatively, and by analogy to events described with ADAR-mediated RNA editing, it is conceivable that the changes in protein expression in targets undergoing Apobec-1-dependent C-to-U RNA editing could reflect subtle protein-RNA interactions that influence polysome distribution and in turn modulate gene expression (St Laurent 2009). The current findings demonstrate that Apobec-1-dependent C-to-U RNA editing exerts broad functional effects in a tissue-
specific manner, beyond its canonical target apoB and in most cases unrelated to a restricted role in chylomicron assembly.
Methods

Animals

All studies were performed using C57BL/6 from JAX (C57BL/6J) or Apobec-1/- mice (both genders) backcrossed for >12 generations onto a C57BL/6 background. Apobec-1Int/O mice and intestinal Apobec-1 transgenic mice (Blanc 2012) were on a mixed background (C57BL/6 and 6xCBA). Apobec-1/- mice were injected with $6 \times 10^8$ plaque-forming units of recombinant adenovirus encoding either β-galactosidase (Lac-Z) or rat Apobec-1 (ad-Apobec-1) resulting in hepatic Apobec-1 overexpression. Mice were 8 to 10 weeks old and fed an ad libitum chow diet. All animals were treated following National Institutes of Health guidelines and all protocols (#20130037) were approved by the Washington University Institutional Animal Care and Use Committee.

Accession numbers

RNA sequencing data from deep sequencing are available in the Gene Expression Omnibus under the accession number [GEO:GSE57910]. The mass spectrometry proteomics data have been deposited to the ProteomeXchange Consortium (EMBL-EBL) via the PRIDE partner repository (Vizcaíno 2014) with the dataset identifier PXD001007.

RNA-seq library

Total RNA was extracted from intestinal mucosa from WT, Apobec-1/- and Apobec-1Int/O mice and from livers isolated from WT, Apobec-1/-, Apobec-1/- + ad-LacZ and Apobec-1/- + ad-Apobec-1 mice (three mice per genotype), using TRIzol reagent (Invitrogen, Grand Island, NY, USA). DNAse-free RNAs were used for cDNA preparation as
previously described (Mortazavi 2008). Pooled RNA (10 μg) was subjected to oligo(dT) selection. After chemical fragmentation RNA was reverse transcribed using random hexamer and sequencing adapters (Illumina) ligated to each end of double-stranded cDNA. The fragments were then PCR-amplified using linker-specific primers (Illumina). All libraries were diluted to 10 nM and an equal volume of each sample was combined to form the final sequencing pool that was run on an Illumina HiSeq2000.

**RNA-seq analysis**

RNA-seq reads for each genotype were mapped to the mouse reference genome (NCBI37/mm9) and single nucleotide variants were called using a modified version from (Park 2012). Reads from each sample were mapped with Bowtie version 0.12.8, with at most three mismatches, suppressing all alignments for a particular read if more than one reportable alignment exist for it, and using only those alignments that fell into the best stratum. The alignment files were sorted and indexed using Samtools version 0.1.18 (Li 2011). Variants were called using the mpileup command. We called a single nucleotide variant when at least three independent reads support a non-reference variant, and the variant is present at a minimum frequency of 10% with minimum coverage of 10 reads and is supported by at least one read per strand. Sites were removed if they had three or more different observed nucleotide variants and a minimum frequency greater than 1.5%. Editing candidate sites were required to have no more than a 5% variant frequency in Apobec-1 knockout genotypes. Known SNPs from dbSNP128 that were not annotated as based on cDNA and sites lying outside of the 5′ and 3′ gene boundaries were set aside, and
the remaining sites were corrected for strand sense. These sites were then annotated using ANNOVAR (Wang 2010) with a splicing threshold of 5.

**Sanger sequencing validation of Apobec-1-dependent editing sites**

Genomic DNA and total RNA were isolated from intestine and liver of WT, Apobec-1-/-, Apobec-1Int/O and Apobec-1-/- + ad-Apobec-1 mice. Genomic DNA was prepared as follows: 100 ng of liver tissue was incubated at 55°C overnight in 600 μl cell lysis solution (QIAGEN, Valencia, CA, USA). After protein removal, DNA was precipitated and resuspended. Total RNA was TRIzol-extracted and subjected to cDNA synthesis using random hexamers and MultiScribe Reverse Transcriptase from High Capacity cDNA Reverse Transcription kit (Applied Biosystems, Foster city, CA, USA). Both isolated genomic DNA and cDNA were used as templates to amplify sequences containing RNA-seq-identified Apobec-1-dependent putative editing sites. PCR amplifications were performed using Pfultra II DNA polymerase (Agilent Technologies, Santa Clara, CA, USA). Quality-controlled PCR products were then cloned into pCR-Blunt II-TOPO vector (Invitrogen) following the manufacturer’s recommendations. Twenty individual clones were sequenced using Applied Biosystems BigDye terminator mix version 3.1. C-to-U calls are referred to as true positives when validated by Sanger sequencing. By contrast, C-to-U calls made from RNA-seq but not verified by Sanger sequencing are referred to as false positives.

**Nuclear-cytoplasmic RNA isolation**

Intestines were harvested from three to four mice per genotype. Preparation of nuclear and cytoplasmic RNAs was undertaken as described (Holden 2009). Briefly,
scraped intestinal mucosa was resuspended in ice-cold buffer B (10 mM tris pH 7.4, 140 mM NaCl, 1.5 mM MgCl2, 0.5% NP-40, 1 mM DTT, 20 units/μl RNAse inhibitor (Promega Madison, WI, USA) and 1× protease inhibitor) homogenized and centrifuged at 7,000 g for 10 minutes at 4°C. Supernatant was saved as cytoplasmic fraction. Nuclear pellets were resuspended in 2 volumes of buffer B supplemented with one-tenth volume detergent (3.5% sodium deoxycholate (w/v) and 6.6% Tween 20 (v/v)) incubated for 30 minutes at 4°C and centrifuged at 1,000 g for 5 minutes. Supernatant was combined with the previous cytoplasmic fraction and nuclear pellet was rinsed once in buffer B. Cytoplasmic and nuclear RNAs were extracted using TRiZol (Invitrogen) following the manufacturer’s protocol, treated with DNase (Ambion Life Technology, Grand Island, NY, USA) and subjected to cDNA synthesis as described above. Targets of interest (apoB, Usp25 and ATP6ap2) were then PCR amplified using specific primers. PCR products were cloned and sequenced as described above.

**Protein extraction and western blotting**

Scraped mucosa was homogenized in tissue lysis buffer containing 20 mM Tris (pH 8), 0.15 M NaCl, 2 mM EDTA, 1 mM sodium vanadate, 0.1 M sodium fluoride, 50 mM β-glycerophosphate, 5% glycerol, 2× protease inhibitor (Roche Applied Science Indianapolis, IN, USA), 1% Triton, and 0.1% SDS. Aliquots of homogenate (60 μg protein) were resolved by SDS-PAGE, transferred to PVDF membrane, and probed with goat anti-CD36 antibody (AF2519, R&D Minneapolis, MN, USA), mouse anti-IDO1 (BioLegend, San Diego, CA, USA). Equal loading was verified using a rabbit anti-α-actin antibody (Sigma-Aldrich St. Louis, MO, USA).
**Polysome isolation**

Each polysome isolation used three to four mice with two to five isolations per genotype. Intestinal mucosa was prepared in ice-cold phosphate-buffered saline supplemented with 100 μg/ml cyclohexamine (Sigma, St Louis, MO, USA) was incubated in 1 ml lysis buffer (25 mM Tris-HCl pH 7.5, 250 mM NaCl, 5 mM MgCl₂, 0.5 mM PMSF, 200 μg/ml heparin (Sigma), 5 mM dithiothreitol, 20 U/ml RNAsin, 100 μg/ml cycloheximide, 1% Triton X-100, 1× protease inhibitor). Scraped mucosa was homogenized and centrifuged at 10,000 g for 10 minutes at 4°C. The supernatant was loaded onto a 10 to 50% sucrose gradient and centrifuged at 40,000 rpm for 2.25 h at 4°C using an SWT41i rotor (Beckman Brea, CA, USA). Fractions (900 μl) were collected from the bottom of the gradient and 260 nm absorbance monitored by spectrophotometry. RNA was phenol/chloroform extracted from each fraction, precipitated, resuspended in 20 μl H₂O and used for cDNA synthesis followed by PCR amplification of specific targets (apoB, Usp25, Atp6ap2). PCR products were cloned and sequenced as described above.

**In vitro editing analysis by poisoned primer extension**

Total hepatic RNA was isolated from Apobec-1/- mice and treated with DNA-free reagent (Ambion). Resulting RNA (1 μg) was incubated for 3 h at 30°C with variable amount of hepatic S100 extract prepared from either WT or Apobec-1/- mice liver (Blanc 2011). Following incubation with S100 extracts, the RNA was phenol/chloroform extracted, precipitated and resuspended in cDNA synthesis reaction mix (High Capacity cDNA Reverse Transcription kit (Applied Biosystems). Single-stranded DNA was then
subjected to PCR amplification using primers specific for a Sanger-validated Apobec-1-dependent RNA target followed by poisoned primer extension using γ-ATP 5′ end-labeled primer annealing approximately three to six nucleotides downstream of the identified editing site as previously described (Blanc 2011). Extension products were separated by electrophoresis on a 7 M urea-acrylamide gel and analyzed by autoradiography.

**Proteomics analysis**

Total proteins were isolated from three WT and three Apobec-1-/- intestine samples using a buffer containing 2% SDS, 30 mM Tris pH 8, supplemented with protease inhibitors (Complete EDTA-free, Roche), phosphatase inhibitors (PhosStop, Roche) and benzonase (25 U/μl, Sigma). Proteins were methanol/chloroform precipitated and resuspended in urea/thiourea buffer (6 M/2 M, 30 mM Tris, pH 8). Protein concentration was estimated using Bradford. Unlabeled samples were mixed with a lys6-labeled SILAC standard (analogously extracted from intestine from lys6-labeled mice; Silantes GmbH, Munich, Germany) at a ratio of 1:1. Samples were in-solution digested (Liberski 2013) using Lys-C (Wako Richmond, VA, USA) only. Peptides (200 μg) were separated by in-solution isoelectric focusing (Offgel fractionator, Agilent) into 12 fractions over a pH range of 3 to 10. Fractionation was performed according to the manufacturer’s protocol with adaptations. Glycerol and ampholytes in the separation buffer were reduced to 0.3% (original, 6%) and 0.1% (1%), respectively. Peptides were focused for 20 kVhr and harvested including a well washed with 50 μl 50:49:1 methanol:MilliQ:TFA for 15 minutes. Fractionated peptides were dried down with a speedvac (Eppendorf Hauppauge, NY, USA) prior to desalting using C18 StageTips according to (Rappsilber 2003).
obtained were individually submitted to liquid chromatography (LC) coupled to mass spectrometry (MS) (Liberski 2013). After trimming to avoid ampholyte interference with data analysis using RecalOffline (ThermoFisher Scientific Waltham, MA, USA), mass spectrometry data were analyzed using the MaxQuant suite of algorithms (version 1.3.0.5; Cox and Mann, 2008). The data were searched against the Mus musculus UniProtKB protein sequence database (as of 8 May 2013) consisting of 79,342 entries, including canonical and isoform sequences. Search parameters were set as follows. Lys-C was selected with a maximum of two missed cleavages. Precursor mass tolerance was set to 20 ppm for the first search and to 6 ppm for the main search. Oxidized methionines and amino-terminal protein acetylation were allowed as variable, carbamidomethylation as a fixed modification. The false discovery rate for peptide and protein identification was set to 1%. Minimum peptide length was set to 7 with no maximum. Peptide identification by chromatography alignment and ID transfer (‘match between runs’) was enabled and led to identification of 3,210 proteins. Differentially expressed genes were identified by t-test (significance cutoff of 0.1) in R, a language and environment for statistical computing and graphics (The R Project for Statistical Computing).

**Apobec-1-dependent editing sites: analysis of flanking sequence features**

Analysis of bases flanking the editing sites was performed by aligning 10 nucleotides surrounding the editing sites (5 nucleotides immediately upstream and 5 nucleotides immediately downstream). Frequency plots and logos were generated using the WebLogo application (WebLogo, Crooks 2004). Identification of consensus mooring sequence was performed by aligning 100 nucleotides surrounding the editing sites and
looking for the consensus mooring sequence previously identified (Rosenberg 2011b). To determine the AU content of the targeted 3’ UTRs, the average AU content of both the full length 3’ UTR and a 101-bp window surrounding each editing site were compared to the distribution of 100,000 random sets of 101-bp windows in 3’ UTRs and whole 3’ UTRs of equivalent size.

**Gene expression analysis**

Differential gene expression analysis was performed using the Tuxedo suite of tools (Trapnell 2012). RNA-seq reads were mapped onto the transcriptome (mm9 UCSC knownGene) using Bowtie version 2.0.0b7 (Langmead 2009) and TopHat version 2.0.5 (Langmead 2009). Differentially expressed genes were called using fragments per kilobase of exon per million fragments mapped (FPKM) and reported as a measure of relative transcript abundance using Cufflinks version 2.0.2 (Trapnell 2010).

**Statistical analysis**

Degree of enrichment of the Apobec-1 targets was represented by the difference in hypergeometric distribution using one-tailed Fisher’s exact test. Correlation between editing frequency and fold protein expression is reflected by Spearman’s rho (ρ) rank correlation coefficient. Statistical significance was set at a P value <0.05. All analyses were performed using Graphpad Prism 4.0 (GraphPad Software, Inc. La Jolla, CA, USA).
Figure 3-1.

RNA-seq identification of Apobec-1-dependent RNA-editing targets. (A) RNA-seq procedure and analyses of 3’ UTR C-to-U calls identified in wild-type (WT) small intestine and liver. Five murine lines with distinctive Apobec-1 expression profiles were used for intestinal transcriptome analysis. Apobec-1-/- mice exhibit no intestinal or hepatic apoB RNA editing. Apobec-1Int/+, intestine-specific Apobec-1 transgenic mice [15], were crossed with Apobec-1-/- mice generating Apobec-1Int/OHi and Apobec-1Int/OLo transgenic mice, with high (Hi) and low (Lo) levels of Apobec-1 expression [15]. WT hepatic transcriptomes were compared to Apobec-1-/- mice. Apobec-1-/- + ad-Apobec-1 or ad-LacZ indicates Apobec-1-/- mice injected with adenovirus expressing Apobec-1 or Lac Z. Overexpression of Apobec-1 in the liver restores apoB RNA editing. Uniquely mapped reads were aligned to the C57BL/6 mouse genome (NCBI37/mm9) containing 23,334 reference genes. To minimize false positive calls, sites identified in both WT and Apobec-1-/- mice, known SNPs from dbSNP128 and sites lying outside the gene boundaries were excluded. The remaining sites were corrected for strand sense and qualified when supported by 3 minimum non-identical reads, a minimum frequency of 10% with a minimum coverage of 10 reads. An arbitrary cutoff of 30% editing frequency was set to sequence-validate calls identified in the intestine. Due to the low number of calls identified in WT liver, all calls (27) were sequenced. (B) Numbers of C-to-U editing events and RNAs Sanger-sequence-validated (SSV). Blue circles represent the 56 3’ UTR C-to-U calls identified in 54 WT intestine RNAs. Red circles show the 22 validated C-to-U sites identified in 17 hepatic RNAs. The shaded regions represent the 11 C-to-U sites or RNAs identified in both small intestine and liver. Forty-five sites were specific to the intestine, 11 were liver-specific.
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Figure 3-2.

In vitro editing assay of 3’ UTR targets. Total hepatic RNA from Apobec-1/- mice was incubated with increasing amounts of WT hepatic S100 extract. RNA was used for cDNA synthesis followed by PCR amplification of Apobec-1 3’ UTR targets using specific targets.

(A) Endogenous Dpyd RNA editing of cytidine 119134696 was determined by poisoned primer extension. The relative mobility of the unedited (C4696) and edited product (U4690) is indicated to the right. Vertically is shown the sequence surrounding the editing site. The targeted cytidine is indicated in red. Upon editing, the primer extension reaction proceeds until the next C (represented in green). The 32P-labeled primer is shown in blue.

(B) Endogenous Tmbim6 RNA editing of cytidine 99239051. Total hepatic RNA from Apobec-1/- mice was incubated with recombinant Apobec-1 and ACF or with increasing amounts of hepatic WT S100 extract. C-to-U editing of cytidine 9051 was determined by poisoned primer extension. To the right is shown the sequence surrounding the editing site. The edited cytidine (9051) is shown in red. Cytidine 9043 also appears to be targeted, resulting in an extension product terminating at cytidine 9035.
Figure 3-3.

Nucleo-cytoplasmic distribution of Apobec-1-dependent mRNA editing targets. (A,B) Distribution of WT small intestine (A) and hepatic (B) edited apoB RNA. A 738 bp amplicon (nucleotides 6,508 to 7,246) from nuclear and cytoplasmic apoB mRNA was cloned and sequenced. Twenty-two clones from each subcellular fraction (from three independent nuclear-cytoplasmic isolations) were analyzed. Left panel: graphic representation of percentage of edited clones in nuclear and cytoplasmic apoB RNA. Right panel: targeted cytidines identified in nuclear apoB RNA are indicated with green circles; cytidines identified in cytoplasmic apoB RNA are represented by blue circles. All cytidines are aligned with the nucleotide position to the left. (C) Nuclear-cytoplasmic distribution of intestinal Apobec-1 3′ UTR targets identified by RNA-seq and validated by Sanger sequencing. A 550 bp (ATP6ap2) and a 667 bp (Usp25) amplicon were generated from nuclear and cytoplasmic RNA and analyzed by sequencing 19 to 22 clones. For both ATP6Ap2 and Usp25 RNAs, the edited RNA is predominantly exported to the cytoplasm.
Figure 3-4.

Apobec-1 editing targets in relation to RNA and protein expression. (A) Schematic representation of Apobec-1-dependent editing targets in relation to RNA and protein expression. Total proteins were extracted from WT Apobec-1/- intestine and submitted for proteomic analysis (Materials and methods). The relative expression and editing status of the RNAs encoding the differentially expressed proteins were analyzed in parallel. Data comparison between WT and Apobec-1/- data sets revealed 238 Apobec-1 RNA editing targets (blue circle), 335 differentially expressed RNAs (green circle) and 893 differentially expressed proteins (orange circle). Overlapping these three groups led to the identification of only 11 edited RNAs showing altered expression concomitant with altered protein level: 10 RNAs and proteins were up-regulated in WT (blue upward arrow) and one RNA and its protein product were down-regulated in WT compared to Apobec-1/- (red downward arrow). (B) Reduced expression of Cd36 in intestinal extracts from Apobec-1/- mice. Total cell lysates from three individual WT mice and four individual Apobec-1/- animals were separated by SDS-PAGE probed with an anti-Cd36 and anti-α-actin antibody. * Indicates p < 0.05 for difference in protein abundance (C) Trend to increased expression of Ido1 protein expression in western blots of intestinal extracts from two individual Apobec-1/- mice and two individual WT mice, normalized to α-actin as a loading control. Error bars represent mean ± se of relative protein abundance by genotype.
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Figure 3-5.

Polysomal distribution of Apobec-1 mRNA editing targets. (A) Absorbance profile (A260) of fractions harvested from WT (green) and Apobec-1-/-(blue) mouse small intestine cytoplasmic extracts separated on sucrose gradients. Cytoplasmic extracts (two to five preparations) were prepared, each with three to four animals per genotype. (B) Sucrose gradient fractionation of apoB RNA from WT (green) and Apobec-1-/-(blue) small intestine cytoplasmic extracts. ApoB RNA content in each fraction was analyzed in triplicate by quantitative PCR. Data were normalized to the expression of 18S mRNA and expressed as percentage of total apoB RNA. Data represent the mean of four to five separate isolations. (C-F) Polysomal distributions of Cyp2c65, Hpgd, Cyp2j6 and Ido1 RNAs, respectively, evaluated by quantitative PCR as described above. WT distribution (green), Apobec-1-/-(blue).
Chapter 4

Analysis of canonical A-to-I RNA editing in Drosophila using ICE-seq
Abstract

The predominant form of RNA editing in animals is the enzymatic conversion of adenosine to inosine that is sequenced in cDNA as guanine. While RNA editing should be identifiable from RNA-seq data alone, genomic SNPs as well as sequencing and mapping errors result in a high false-positive rate. We used Inosine Chemical Erasing (ICE) with deep sequencing (ICE-seq) to identify a high-quality set of RNA editing events in the head transcriptome of Drosophila melanogaster and six Drosophila yakuba wild-caught isofemale lines using the Illumina HiSeq and NextSeq platforms. We measured the level of conservation between D. melanogaster and D. yakuba and found that some of the best-studied editing sites in D. melanogaster are also edited in D. yakuba. We also detect a significant amount of species-specific editing in genes with different Gene Ontology enrichments that are expressed in both sets of head transcriptomes, which suggests that the biological function of RNA editing in these two Drosophila species is diverging.
Introduction

RNA editing is a post-transcriptional process where RNA bases are modified to other bases in transcripts. The most frequent type of RNA editing in metazoans is the deamination of adenosine to inosine (A-to-I) that is mediated by the ADAR family of enzymes. RNA editing can result in nonsynonymous protein coding substitutions, alternative splicing, nuclear retention of mRNA, or alterations of microRNA seed regions (Nishikura 2010). Mice lacking ADAR1 die embryonically at E11.5 (Wang et al. 2000; Wang et al. 2004) while mice lacking ADAR2 die shortly after birth due to seizures (Higuchi et al. 2000). In Drosophila, dADAR knockout causes paralysis, discoordination, and neurodegeneration (Palladino et al. 2000); however, this phenotype can be rescued with the expression of human ADAR2 (Keegan et al. 2011). Previous RNA editing studies in Drosophila focused mainly on reporting the locations and levels within Drosophila melanogaster, with two brief comparative analyses of editing conservation between Drosophila species (Chen et al. 2014; Ramaswami et al. 2013); in both cases, the focus of the manuscripts was not on in-depth comparative analysis. To the best of our knowledge no RNA editing analysis of variation between strains within same drosophila species has been published. A second type of RNA editing is the deamination of cytosine to uracil (C-to-U) that is mediated by APOBEC1 (Blanc et al. 2010); this form of editing occurs less frequently, is believed to be mammalian-specific and is found predominantly in a limited number of cell-types (Blanc et al. 2014). Inosines are sequenced as guanine sequence variants because of their ability to base-pair with cytosines during cDNA synthesis. Uracils are sequenced as thymine through reverse transcription of library generation. A-to-I (A->G) and C-to-U (C->T) RNA editing are referred to as canonical RNA editing because these
types of modifications to RNA molecules have been well documented and the enzymes/co-
enzymes involved have been characterized.

In recent years, there has been a surge in the number of RNA editing sites reported
(Ramaswami et al. 2013; Ju et al. 2011; Bahn et al. 2012; Park et al. 2012), primarily due to
high-throughput sequencing assays such as RNA-seq (Mortazavi et al. 2008). However,
extensive problems with initial reports of non-canonical RNA editing (editing other than A-
to-I or C-to-U) show that there are multiple challenges associated with calling RNA editing
events from RNA-seq data, which include genomic SNPs, sequencing artifacts, and mapping
artifacts (Li M et al. 2011; Lin et al. 2012; Pickrell et al. 2012; Kleinmn et al. 2012; Schrider
et al. 2011). The consensus is that most non-canonical RNA editing calls can be attributed
to technical artifacts in the data or in the analysis and can therefore be used as a measure of
false positives to test the robustness of computational RNA editing identification methods.

Inosine Chemical Erasing (ICE) is a technique that has been shown to be an efficient
way to validate RNA editing using Sanger sequencing (Sakurai et al. 2010). The ICE method
exploits the ability of acrylonitrile to selectively react with inosine to form
cyanoethylinosine, which sterically blocks reverse-transcription and effectively “erases”
inosine-containing fragments from the sequencing results. This method has been coupled
with deep sequencing (ICE-seq) in human (Sakurai et al 2014). We have applied ICE-seq to
the adult female head transcriptome of Drosophila melanogaster as well as six wild-caught
isofemale lines of Drosophila yakuba that have been resequenced (Rogers et al. 2014). We
compared our results with other studies done in Drosophila melanogaster and assessed the
extent of conservation of RNA editing between species and across strains within the same
species using the Illumina HiSeq and NextSeq platforms.
Results

Integrating ICE with RNA-seq

We have used ICE-seq to detect and validate A-to-I RNA editing in two species of Drosophila (Fig. 4-1A). Total RNA is extracted from the tissue of interest and mRNA is isolated by poly-A selection, fragmented and split into two samples for parallel analysis: ICE and mock treatment. One half is treated with acrylonitrile (ICE treatment) while the other half is used as a control (mock treatment). Since RNA secondary structure is known to affect the efficiency of cyanoethylation (Yoshida et al. 1968), the acrylonitrile treatment is done after fragmentation to minimize this effect. The ICE and mock samples are reverse-transcribed; libraries are built from the cDNA and sequenced. RNA editing sites are determined by comparing the differences between the ICE treatment and the mock treatment. Cyanoethylinosine blocks reverse transcription and therefore true RNA editing sites have fewer G substitutions in the ICE treatment than in the mock treatment and coverage decreases in the ICE treatment over the editing sites.

Analysis strategy and software

There are three main types of single nucleotide variants in RNA sequences: genomic SNPs, sequencing/mapping artifacts, and RNA editing events. In theory, genomic SNPs and sequencing/mapping artifacts should have the same variant frequency and coverage in both the ICE and mock treatments. Conversely, only RNA editing events should have a decrease in variant frequency and coverage in the ICE treatment. Thus, ICE-seq is robust to false-positives introduced by genomic SNPs and sequencing/mapping errors and this can be leveraged to identify RNA editing events.
We devised a computational strategy to analyze ICE-seq data with RNA-seq data that maximizes our sensitivity and specificity. Briefly, sequencing reads are mapped to the reference genome and a set of preliminary variants is called and filtered to pass a minimal set of criteria (Fig. 4-1B). From there, the Irreproducible Discovery Rate (IDR) is calculated and a threshold at which the replicates stop agreeing with each other is determined (Fig. 4-1C). The IDR framework (Li Q et al. 2011) was originally developed to analyze replicated ChIP-seq data to determine reproducibility and find a threshold below which the ChIP-seq signal failed to be reproducible. We have used IDR in our analysis to set a similar threshold. The fraction of A-to-G plus T-to-C calls (the sum of the A-to-G and T-to-C calls divided by the total number of transition substitutions) is used as a rough estimate of specificity while the number of A-to-G plus T-to-C calls (the sum of the A-to-G and T-to-C) is used as an indicator of sensitivity. We include T-to-C calls because the libraries were built with an unstranded library protocol. Non-(A-to-G plus T-to-C) calls are typically used as an internal negative control for analyzing for RNA editing computational pipelines; however, we used the G-to-A plus C-to-T calls as a negative control because of a sequencing error bias in reads sequenced on the NextSeq. Note that ICE treatment should not affect C-to-U changes, so G-to-A plus C-to-T calls can be used as a negative control without consequence in Drosophila, since there is no documented evidence of C-to-U editing in flies. A full description of the computational method is described in the methods.

Comparison of four channel SBS with two channel SBS

The sequencing for this study was done using both the Illumina HiSeq and NextSeq. The HiSeq uses a four-channel sequencing by synthesis (SBS) where each base is
sequenced with one independent color. The NextSeq v1 chemistry uses a two-channel SBS where two colors are used to determine four bases; two of the colors are assigned to one base each (red for C, green for T), a third base (A) is determined by the mixture of both colors, and the fourth base (G) is determined by the absence of both colors.

We compared reads from two RNA-seq libraries sequenced on both platforms. We found that the two types of sequencing methods have distinct error profiles for single nucleotide variants (Fig. 4-1D, 4-S1 Fig., 4-S2 Fig.). The HiSeq displayed a relatively uniform distribution of errors across the twelve possible types of single nucleotide variants (SNV). The NextSeq had a slightly higher overall error rate and had a noticeable error bias. The current two-channel SBS chemistry has a higher error rate for a (C or T)-to-A or A-to-(C or T) because the sequencer has difficulty distinguishing one color from two colors or vice-versa, presumably when neighboring clusters mix. Fortunately for RNA editing analysis, A-to-G errors have a relatively low error rate; a cluster with no color is very distinguishable from a cluster with two colors. Similarly, T-to-C errors are also made infrequently because a red cluster is distinguishable from a green cluster.

**Identifying RNA editing events**

RNA from the heads of female adult flies from the reference strain of Drosophila melanogaster was sequenced using RNA-seq and ICE-seq. We first examined RNA editing in the quiver locus (Fig. 4-2A). quiver is a gene that is known to be edited and encodes a membrane protein involved in the regulation of synaptic transmission. We find the four highly edited sites reported by the Drosophila modENCODE project (Graveley 2011) as well as additional secondary sites that are edited less frequently. As expected, there is a
statistically significant reduction in guanine substitutions for these sites. Additionally, there is a sharp decrease in coverage in the ICE treatment when compared to the mock treatment (Fig. 4-2B). Similar changes in SNV frequency and coverage are seen for isolated RNA editing sites (4-S3 Fig.) but not for sites with sequencing errors (4-S4 Fig.) or sites with genomic SNPs or mapping artifacts (4-S5 Fig.). Coverage differences between ICE and mock treatments are proportional to editing level. This drop of coverage is compounded when editing sites cluster together. Coverage alone is a poor indicator of editing when a site is isolated and infrequently edited, because there is a relatively large variance in the signal-to-noise ratio under these conditions. However, our pipeline takes advantage of this in conjunction with the other indicators.

**Global properties of edited sites**

We identified 1238 RNA editing events in 384 genes for Drosophila melanogaster. We noticed that there is a power law distribution (4-S6 Fig.), which is often seen in many biological and non-biological systems, for the number of edits per gene (i.e. many genes with few editing sites and few genes with many editing sites). Most of the editing events occur in the introns (33%) and 3’ UTR (41%) (4-S7 Fig.), but a significant fraction are in coding exons (21%). The sites within coding regions have a larger editing rate than noncoding regions (4-S8 Fig.), which suggest a functional role for these RNA editing events. We find that the edited genes had a higher expression level compared to all genes (Fig. 4-2C). Although it would be tempting to concluded that RNA editing is associated with higher expression levels, this observation can also be explained by the possibility that RNA editing events are more detectible in genes that are more highly expressed.
There are 48 possible codon changes that could result from A-to-I RNA editing, 33 (69%) of which are non-synonymous (4-S9 Fig.) and would result in 16 possible unique amino acid changes. We identified 197 (78%) sites in 91 genes that resulted in a nonsynonymous substitution and two sites that created a stop-loss in Drosophila melanogaster (Fig. 4-2D). Of the two RNA editing sites that created a stop-loss change, one occurred in DopEcR (Chr3L:4369162), which is edited at a rate of more than 70%; however, this editing event is neutralized by genomic stop codons to prevent deleterious effects (STOP-S-STOP-I-STOP -> W-S-STOP-I-STOP). The second stop-loss change occurred in lawc (chrX:8303787) which is edited at a rate of less than 10%. This stop-loss results in a doubling of the protein sequence, which could be better tolerated because of a lower editing rate. We compared our editing calls with three other studies: Drosophila modENCODE (Graveley et al. 2011), deep sequencing using the now-defunct Helicos technology (St Laurent et al. 2013), and Nascent-seq (sequencing the nascent RNA) of adult D. melanogaster heads (Rodriguez et al. 2012). We find a 52% agreement (Fig. 4-2E) with other studies at the level of individual sites and a 76% agreement at the level of genes (Fig. 4-2F). We limited ourselves to sites in the nonrepetitive regions for stringency purposes. The gene ontology of edited genes (Fig. 4-2G) had an enrichment of neuronal related terms such as neurological systems process and ion channel complex as expected from the literature. We also see a non-uniform distribution of amino acid changes that result from RNA editing (4-S9 Fig.).

ADAR edited bases have been reported to have 5’ and 3’ neighbor preferences. ADAR1 targets have a 5’ neighbor preference of (A = U > C > G) but no apparent 3’ neighbor preference (Polson et al. 1994), whereas ADAR2 targets have a 5’ neighbor preference of (A
\( \approx U > C = G \) and also show a 3' neighbor preference of \((U = G > C = A)\) (Lehmann et al. 2000). Drosophila Adar is considered to be most similar to human ADAR2 (Keegan et al. 2011); however, we find that our edited sites display neighbor preferences that are slightly more similar to ADAR1 sites (4-S10 Fig.).

RNA editing comparison between Drosophila melanogaster and Drosophila yakuba

We sequenced the female adult head transcriptome of six isofemale lines of Drosophila yakuba (CY21B3, NY66-2, NY81, NY56, NY48, and CY08) that were derived from natural populations from Nairobi, Kenya and Nguti, Cameroon through nine or more generations of sibling mating (Rogers et al. 2014). We found 1226 RNA editing events in Drosophila yakuba and also found that a large number of sites are called as being edited reproducibly (4-S11 Fig., 4-S12 Fig.).

124 sites that showed strain-specific editing with a p-value of 0.01 or less. One intronic site in the potassium channel Shaker (chrX:16454932) showed moderate levels of editing in five strains and no detectable levels of editing in the fourth strain (4-S13 Fig.). RNA editing can also be abrogated with a non-A, non-G genomic SNP abolishing ADAR editing, as in the case for the insect Autophagy homolog Atg1 (chr3L: 12849242) where a cytosine has replaced an intronic adenosine (4-S14 Fig.).

We used UCSC’s LiftOver tool to translate the Drosophila yakuba coordinates to the Drosophila melanogaster genome. We find that there is a 17% overlap between edited sites, a 25% overlap between edited genes, and a 53% overlap of GO terms for these edited genes (Fig. 4-3A). We see a similar degree of overlap for edited protein domains (4-S15 Fig.). 79 RNA editing GO terms are shared between the two species, including expected ones such as synaptic transmission and gated channel activity (Fig. 4-3A, Fig. 4-3B).
particular, genes that are shared between both species, but only detected as edited in one seem to fall into categories that lead to specific GO term enrichments, that include specific GO term relating to chemosensory behavior in D. melanogaster and multi-organism behavior in D. yakuba. Of the RNA editing sites that are shared between the two species, we see that the editing rates are most similar between the samples from the same species (Fig. 4-3C, 4-S16 Fig.). In addition, we see that some sites are diverging between the species and between strains (4-S17 Fig.). For example, an edited site in shi (chrX:15791887) is highly edited in Drosophila melanogaster and lowly edited in Drosophila yakuba. Similarly a site in rg (chrX:5140152) is highly edited in Drosophila yakuba, but lowly edited in Drosophila melanogaster. Lastly, the editing rate for sites that are species-specific tend to be slightly lower than the editing rate for sites that are shared (Fig. 4-3D).
Discussion

We have used ICE-seq in two species of Drosophila to distinguish true RNA editing events from other potential artifacts of RNA-seq sequencing and mapping. We compare the reproducibly detectable editing events in the female head transcriptome of Drosophila melanogaster and compare it to the corresponding female head transcriptomes in Drosophila yakuba and find both shared and species-specific genes with distinct gene ontology enrichments.

Integrating genome sequencing with RNA-seq is the most common method for finding RNA editing sites (Ju et al. 2011); however, since only a fraction of the genome is transcribed within a given sample, it is not a cost-efficient method. In addition, due to splicing events, RNA reads mappers work differently than DNA read mappers, which could lead to a large number of reproducible, false-positive calls near splice junctions as well as in paralogs and retrotransposed pseudogenes even when the underlying genome has been resequenced. Dozens of RNA-seq experiments from distinct individuals can be used to distinguish RNA editing events that occur frequently in a population from genomic SNPs that only occur within a subset of a population (Ramaswami et al. 2013); however, this would require sequencing at least one to two orders of magnitude more than other methods if done without an enrichment scheme and miss the fraction of RNA editing events that only occur within a subset of the population. A method using inosine specific cleavage has also been developed using glyoxal to protect guanosine from RNase T1 treatment (Cattenoz et al. 2013); however, this method would have difficulty in distinguishing editing events that are highly clustered, which is often the case for many RNA editing sites. ICE-seq therefore offers advantages over other methods by using a direct RNA-to-RNA comparison
where the only difference between the ICE treatment and the mock treatment is the nucleotide frequency of RNA edited sites. Furthermore, ICE-seq can be used to look at within-species variation and strain-specific editing without the need to resequence all individuals. ICE-seq is robust to incomplete sequence assembly and can be combined with de novo transcriptome assembly of its companion RNA-seq data to analyze samples from unsequenced genomes to get a wider census of the scope and extent of ADAR-mediated editing.

Our analysis of genes that are edited in the comparative transcriptomes of Drosophila melanogaster and Drosophila yakuba revealed that, in addition to the shared core set of synaptic genes that are edited in both genomes and are presumably under negative selection for editing, over 75% of edited sites and genes appear to be species specific. While false positives and false negatives may reduce concordance across species, it is far less likely that our method could have systematically missed numerous genes related to single fundamental processes such as “anatomical structure morphogenesis” that is specifically enriched in D. melanogaster or “courtship behavior” that is specifically enriched in D. yakuba. These results suggest that there is likely divergence in the extent to which molecular processes and pathways are affected by RNA-editing in the two species. Further, among the six strains of D. yakuba assayed, we identify 124 sites that have strain-specific editing, as well as hundreds of sites with population-level variation. Thus, populations house high levels of variation in RNA editing that in certain cases are observed to alter amino acid sequences. Thus, differences in RNA editing could lead to phenotypic variation among individuals in a single population. Whether this process of divergence in editing pattern at the gene level has an adaptive function on something as complex as
behavior or is the consequence of drift remains to be determined, but it certainly represents an additional dimension of variation available for the evolution of each organism.
Methods

RNA preparation

Total RNA was obtained from two biological replicates of Drosophila melanogaster (y; cn, bw, sp strain) and each Drosophila yakuba strain. Approximately 50 fly heads were used to obtain total RNA (5 µg) using TRIzol reagent (Life) as per manufacturer's instruction. RNA integrity was evaluated on the BioAnalyzer (Agilent). Oligo(dT) selection was performed by using Dynal magnetic beads (Invitrogen) according to the manufacturer's protocol. The mRNA was fragmented by addition of 5x fragmentation buffer (200 mM Tris acetate, pH 8.2, 500 mM potassium acetate and 150 mM magnesium acetate), heated at 94 °C for 90 seconds, and then transferred to ice and run over a Sephadex-G50 column (USA Scientific) to remove the fragmentation ions.

Cyanoethylation of fragmented mRNA and cDNA preparation

The fragmented mRNA was incubated in 38 µl CE solution (50% (v/v) ethanol, 1.1 M triethylammoniumacetate (pH 8.6)) with 1.6 M acrylonitrile at 70 °C for 1 hr (ICE treatment). A parallel mock treatment was preformed without 1.6 M acrylonitrile. The RNA was purified with ethanol precipitation and reverse transcribed with random hexamers, added to prime first-strand reverse transcription according to the manufacturer's protocol (Invitrogen cDNA synthesis kit). After the first strand was synthesized, a custom second-strand synthesis buffer (Illumina) was added, and dNTPs, RNase H and Escherichia coli polymerase I were added to nick translate the second-strand synthesis for 2.5 h at 16 °C. The reaction was then cleaned up on a QiaQuick PCR column (Qiagen) and eluted in 30 µl EB buffer (Qiagen).
Sequencing and mapping of reads

HiSeq reads were sequenced as single-ended 50-mers and NextSeq reads were sequenced as 86-mers. The reads were mapped onto the Drosophila melanogaster genome (BDGP R5/dm3) or Drosophila yakuba genome (WUGSC 7.1/droYak2) using TopHat version 2.0.6 (Kim et al. 2013) / Bowtie version 2.0.2 (Langmead et al. 2012) using the following options: --read-realign-edit-dist 0 --read-edit-dist 4 --read-mismatches 4 -G <gene annotation file> -x 1 -g 1. Unmapped reads were allowed to remap using bmap version 2.74 (Xi et al. 2009) using the following options: -v 3 -M GA. RNA-seq and ICE-seq reads are deposited in GEO with accession GSE60851.

RNA editing Analysis Pipeline

With the alignments, we obtained an initial set of candidate sites using the mpileup function of samtools (Li et al. 2009) version 0.1.19 using the options -d 100000 -f <genome file>. Using a python script, we filtered the candidate sites by requiring variants to be seen in at least two RNA-seq replicates and a minimum editing rate of 5%. We also required the following for at least one replicate: a p-value less than 0.01 for the variant frequency between the ICE and RNA samples, less coverage in the ICE-seq than the RNA-seq, and a lower variant frequency in the ICE-seq than the RNA-seq. The Storer-Kim method (Storer et al. 1990; Wilcox 2003) was used to determine the p-value because it is considered one of the better statistical tests, in terms of power and Type I error, particularly for small and/or unequal sample sizes. The p-value was computed using the R script written by (Wilcox 2003). We limited ourselves to A-to-G, T-to-C, G-to-A, and C-to-T variants because of the
error bias in the NextSeq. The A-to-G and T-to-C variants represented our potential set of RNA editing sites (T-to-C variants were included because we used an unstranded library protocol). The G-to-A and C-to-T variants were used as a negative control because these types of variants had a comparable error profile, the ICE treatment should not affect C-to-U RNA editing, and C-to-U RNA editing has not been described in Drosophila. We computed the IDR using the R script that was written by (Li Q et al. 2011) for each site using the change in the number of G’s from RNA-seq to ICE-seq as the signal value. The IDR method works by comparing two replicates. For Drosophila melanogaster, the two paired ICE/mock replicates were used. For Drosophila yakuba, in lieu of biological replicates, a pairwise comparison between all strains was used to perform the IDR analysis. The sites were sorted by IDR and a 0.85 fraction of A-to-G/T-to-C sites was used to determine a cutoff threshold. Of the remaining sites, we removed sites outside gene boundaries, sites that were not A-to-G in the direction of transcription, and sites in repetitive regions.

**Comparison of RNA-seq editing calls in two sequencing platforms**

We sequenced two biological replicates of RNA-seq libraries derived from Drosophila melanogaster heads. The libraries were sequenced on a HiSeq 2500 and NextSeq 500. The resulting reads were normalized for read number and read length and mapped onto the dm3 assembly using tophat2 (Kim et al. 2013) version 2.0.6. Variants were called using samtools mpileup. The samtools mpileup output provides a list of bases over each position in the genome. For the analysis of sequencing errors, any site with at least 1 read supporting a variant was considered for downstream analyses in order to enrich for sequencing errors. We reasoned that true biological variants and mapping errors
were shared between the two sequencers while sequencing errors should be in the outersects. Variants that were sequencer specific were determined to be sequencing errors. The variants were normalized to errors/1000 bases.

**Gene ontology analysis**

Gene ontology analysis was done using WebGestalt (Wang et al. 2013). A significance level of 0.01 adjusted with the Benjamini-Hochberg procedure was used. A minimum of 5 genes per category was required. Genes expressed more than 1 FPKM was used as a background list for each species. Drosophila melanogaster orthologs were used for Drosophila yakuba genes.
Figure 4-1.

ICE-seq workflow and error profile of two types of SBS chemistry.

(A) The ICE-seq workflow. Isolated mRNA is fragmented and is split into two parallel samples: ICE and mock treatment. The ICE sample is treated with acrylonitrile while the mock sample is used as a control. Both samples are reverse-transcribed, sequenced, and mapped. SNVs are called from the alignments and a stringent set of filters and statistical analyses are performed to obtain a final list of RNA editing calls. (B) The computational method. Two replicates of paired ICE-seq/RNA-seq datasets were used. Each variant had to be seen in two replicates with an editing rate greater than 5%. For at least one replicate, the p-value is required to be less than 0.01, the coverage in the ICE sample is required to be less than the RNA sample, and the editing rate in the ICE sample is required to be less than the RNA sample. (C) Irreproducible discovery rate of ICE-seq calls. Candidate RNA editing sites were sorted by IDR. The IDR (blue) and the cumulative true positive rate (purple) are plotted. The true positive rate was measured as the fraction of potential editing sites (the sum of the A-to-G and T-to-C divided by the total number of transition substitutions). The cutoff threshold is represented with a dashed black line. (D) Error profile of HiSeq and NextSeq. Sequence variants that were specific for either HiSeq (red) or NextSeq (blue) platforms were obtained and normalized per 1000 bases.
ICE-seq in Drosophila Melanogaster.

(A) ICE and mock treatment of the qvr locus. The change in variant frequency (right) and the read coverage (left) are shown. One replicate of RNA-seq (mock) and two replicates of the ICE-seq (acrylonitrile treatment) are indicated. The numbers over the bar chart represents the numbers of A’s and G’s that were observed. (B) 401-bp window centered at editing event in the coding region of qvr. The region in (A) is marked within the black box. The location of the four editing sites is indicated with four orange vertical lines. (C) Gene expression of edited genes. The gene expression for edited genes (left) and all genes (right) in Drosophila melanogaster is represented in Log2(FPKM) using violin plots. The horizontal thickness of the plot represents the frequency for the expression level. A lower bound cutoff of 1 FPKM was used. (D) Pie chart of editing consequences for sites in coding exons. The type of SNV was determined for the 254 RNA editing sites within coding exons and their frequency is shown. The absolute numbers are indicated in parentheses. (E) Venn Diagram of RNA editing sites in Drosophila melanogaster. A comparison of known RNA editing sites from four independent studies is shown in the Venn diagram. The number below each label represents the total number of sites and the percentage in the parentheses represents the percent that overlapped with other studies. We limited ourselves to nonrepetitive regions for higher stringency. (F) Venn Diagram of genes containing RNA editing sites in Drosophila melanogaster. A comparison of known RNA edited genes from four independent studies is shown in the Venn diagram. The number below each label represents the total number of genes and the percentage in the parentheses represents the percent that overlapped with other studies. We limited
ourselves to nonrepetitive regions for higher stringency. (G) Gene Ontology analysis of genes edited in D. melanogaster. A list of ten significantly enriched Gene Ontology terms are shown in the plot. The values are the negative log adjusted p-value for each Gene Ontology term.
Figure 4-3.

Comparison of RNA editing in Drosophila melanogaster and Drosophila yakuba.

(A) Comparison of RNA editing at the level of sites, genes, and significant Gene Ontology terms. The Venn diagram of RNA editing of sites (top), genes (genes), and Significant GO terms (bottom) between Drosophila melanogaster (left) and Drosophila yakuba (right) are shown. The numbers shown outside the Venn diagrams represent the total number for each species. The numbers in parentheses represent the percent of each section with respect to the union. (B) Shared and species-specific Gene Ontology analysis. Significant GO terms for Drosophila yakuba-specific (top), shared (middle), and Drosophila melanogaster-specific (bottom) are shown. The values for plots are the negative log adjusted p-value for each Gene Ontology term. (C) Hierarchical clustering analysis of RNA editing rate. For the 353 sites that are shared between the two species, a hierarchical clustering analysis was performed. The rows represent the sites and the columns represent the Drosophila melanogaster replicates and Drosophila yakuba strains. (D) Scatter plot of RNA editing rate. The editing rate for sites that are only within Drosophila melanogaster (green), sites that are only in Drosophila yakuba (red), and shared sites (blue) are plotted. Smooth histograms are shown for the editing rate in Drosophila yakuba (right) and the editing rate in Drosophila melanogaster (top).
4-S1 Figure.

Diagram of relative error rate of HiSeq and NextSeq sequencing platforms.

The 12 possible substitutions between the 4 bases are shown. The colors for each oval represent the fluorescent colors that are used to sequence the respective base. The relative error rate for the HiSeq (four channel) (left) and the NextSeq (two channel) (right) are represented by the thickness of the arrows.
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Four Channel SBS sequencing

Two Channel SBS sequencing
4-S2 Figure.

SNVs from HiSeq and NextSeq sequencing platforms.
Two RNA-seq libraries were generated and sequenced using both the HiSeq and NextSeq platforms. SNVs were called from two replicates and a Venn diagram of SNVs is shown. The numbers next to the replicate label represents the total number of SNVs called for the sample.
Supplemental Fig 2
4-S3 Figure.

Additional RNA-seq vs ICE-seq frequency and coverage comparisons for two isolated RNA editing sites.

RNA-seq/ICE-seq frequency and coverage comparisons for two isolated RNA editing sites are provided. For each site, the coverage within a 51-bp window (left) and a 401-bp window (right) is shown. The black box within the 401-bp window represents the area of the 51-bp window. The site of interest is represented by the vertical orange bar in the 401-bp window. The variant frequency is indicated by the bar charts (middle) and the numbers over the bars represent the number of reads supporting each variant.
Supplemental Fig 3
RNA editing site Adar chrX:1675873

RNA editing site shi chrX:15791327
4-S4 Figure.

Additional RNA-seq vs ICE-seq frequency and coverage comparisons for sequencing errors. RNA-seq/ICE-seq frequency and coverage comparisons for two sites with sequencing errors are provided. For each site, the coverage within a 51-bp window (left) and a 401-bp window (right) is shown. The black box within the 401-bp window represents the area of the 51-bp window. The site of interest is represented by the vertical orange bar in the 401-bp window. The variant frequency is indicated by the bar charts (middle) and the numbers over the bars represent the number of reads supporting each variant.
Supplemental Fig 4
Sequencing error gapdh2 chrX:15763305

Sequencing error Appl chrX:470231
4-S5 Figure.

RNA-seq vs ICE-seq frequency and coverage comparisons for SNPs/mapping artifacts. RNA-seq/ICE-seq frequency and coverage comparisons for two sites with SNPs or mapping artifacts are provided. For each site, the coverage within a 51-bp window (left) and a 401-bp window (right) is shown. The black box within the 401-bp window represents the area of the 51-bp window. The site of interest is represented by the vertical orange bar in the 401-bp window. The variant frequency is indicated by the bar charts (middle) and the numbers over the bars represent the number of reads supporting each variant.
Supplemental Fig 5
SNP or mapping artifact Act5c chrX:5798415

SNP or mapping artifact CG42257 chr2R:17956972
4-S6 Figure.

Power law distribution for the number RNA editing sites within genes.

The number of edits per gene (N) vs genes with N edits is shown. The scales for both axes are shown in log scale. The data is for Drosophila melanogaster.
Supplemental Fig 6

\[ y = 141.97x^{-3.487} \]

\[ R^2 = 0.91573 \]
4-S7 Figure.

Genomic regions for RNA editing sites in Drosophila melanogaster.

The genomic regions for the 1238 Drosophila melanogaster sites are shown. The absolute number in each category is indicated with parentheses.
Supplemental Fig 7
RNA editing frequency is greater for coding RNA editing sites. The RNA editing frequencies for coding (left) and noncoding (right) RNA editing events in Drosophila melanogaster are indicated by the two violin plots. The y-axis indicates the editing rate and the thickness of the plot indicates the frequency.
Supplemental Fig 8
4-S9 Figure.

Analysis of amino acid changes induced by RNA editing.

For the 64 codons, 48 possible codon changes are possible through single nucleotide substitutions (left). Of the 48 possible codon changes, 33 are nonsynonymous and 15 are synonymous. There are 16 unique coding changes within the 33 nonsynonymous changes (middle). The counts for Drosophila melanogaster coding changes are shown (top right). The normalized counts for coding changes (number of coding changes / unique change counts) are shown (bottom right).
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### Coding Changes

<table>
<thead>
<tr>
<th>Coding Change</th>
<th>Count</th>
<th>Unique change</th>
</tr>
</thead>
<tbody>
<tr>
<td>T&gt;A</td>
<td>4</td>
<td>T&gt;A</td>
</tr>
<tr>
<td>t&gt;V</td>
<td>3</td>
<td>t&gt;V</td>
</tr>
<tr>
<td>D&gt;S</td>
<td>2</td>
<td>D&gt;S</td>
</tr>
<tr>
<td>c&gt;G</td>
<td>2</td>
<td>c&gt;G</td>
</tr>
<tr>
<td>H&gt;R</td>
<td>2</td>
<td>H&gt;R</td>
</tr>
<tr>
<td>E&gt;S</td>
<td>2</td>
<td>E&gt;S</td>
</tr>
<tr>
<td>N&gt;Y</td>
<td>2</td>
<td>N&gt;Y</td>
</tr>
<tr>
<td>N&gt;R</td>
<td>2</td>
<td>N&gt;R</td>
</tr>
<tr>
<td>B&gt;G</td>
<td>2</td>
<td>B&gt;G</td>
</tr>
<tr>
<td>s&gt;G</td>
<td>2</td>
<td>s&gt;G</td>
</tr>
<tr>
<td>STOP&lt;nW</td>
<td>2</td>
<td>STOP&lt;nW</td>
</tr>
<tr>
<td>t&gt;C</td>
<td>1</td>
<td>t&gt;C</td>
</tr>
<tr>
<td>i&gt;M</td>
<td>1</td>
<td>i&gt;M</td>
</tr>
<tr>
<td>M&gt;Y</td>
<td>1</td>
<td>M&gt;Y</td>
</tr>
</tbody>
</table>

### Normalized Coding Changes

- **Synonymous**: 15
- **Nonsynonymous**: 33

---
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Frequency plot of 5’ and 3’ neighbors of editing sites.

The frequency plots for adjacent neighbors of ADAR1, ADAR2, and Drosophila melanogaster Adar are shown. The heights of the bases indicate their respective frequencies. The 2-norm of difference PPM (Position Probability Matrix) is indicated between each frequency plot. The PPM was used as a distance measure between the three neighbor preferences.
Supplemental Fig 10
4-S11 Figure.

Heatmap of RNA editing calls for six strains of Drosophila yakuba.

The Drosophila yakuba sites that were called as an RNA editing even are indicated blue for each Drosophila yakuba strain. Genomic SNPs are indicated in red and sites that were not called within a particular strain are indicated in yellow. The rows correspond to each site and the columns correspond to the indicated Drosophila yakuba strain. The sites are grouped and sorted by the number of strains in which the site was observed.
Supplemental Fig 11
Heatmap of RNA editing rate for six strains of Drosophila yakuba.

The RNA editing rate for all Drosophila yakuba sites are shown. The rows correspond to each site and the columns correspond to the indicated Drosophila yakuba strain. The sites are sorted by increasing average editing rate.
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4-S13 Figure.

Example of strain-specific RNA editing in which one strain is not edited.

The variant frequencies in the RNA-seq and ICE-seq reads are shown for each of the Drosophila yakuba strains. The site is within the Sh gene at position 16454932 of chromosome X. Strain NY48 had no detectable levels of RNA editing while the other five strains had variable levels (20%-50%) of RNA editing. The variant frequencies are indicated by the heights of the bars and the coverage for each sample is indicated in parentheses.
Example of strain-specific RNA editing in which one strain has a genomic Cytosine.

The variant frequencies in the RNA-seq and ICE-seq reads are shown for each of the Drosophila yakuba strains. The site is within the Atg1 gene at position 12849242 of chromosome X. The NY66-2 strain had a C genomic SNP at that location. Strains CY21B3, NY81, and CY08 had moderate levels of RNA editing. Strains NY56 and NY48 had no detectable levels of RNA editing. The variant frequencies are indicated by the heights of the bars and the coverage for each sample is indicated in parentheses.
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4-S15 Figure.

Comparison of annotated protein domains affected by RNA editing.

The RNA editing sites for Drosophila melanogaster and Drosophila yakuba were mapped onto their respective protein coordinates and checked for known protein domains that were annotated within the uniprot database. For comparability, the Drosophila yakuba sites were converted to Drosophila melanogaster genome coordinates and compared against because the Drosophila melanogaster protein domains were better annotated. Shared domains are labeled in red, Drosophila yakuba specific domains are labeled in green, and Drosophila melanogaster domains are labeled in blue.
4-S16 Figure.

RNA editing correlation between samples.

For the 353 sites that are shared between Drosophila melanogaster and Drosophila yakuba, the heatmap for the correlation between samples are shown. The color scale represents the correlation range from 1 to 0.78.
Examples of diverging RNA editing sites.

Two examples of diverging RNA editing sites are shown. An example of a site with high editing in Drosophila melanogaster chrX:15791887 (left) and an example of a site with high editing in Drosophila yakuba are provided.
Supplemental Fig 17
Chapter 5

Summary and conclusions
Concluding remarks

Here I have investigated the extent and function of RNA editing within human cell lines, mouse, and fly by using a variety of high-throughput sequencing based approaches. As part of the ENCODE project, I have mined RNA-seq datasets from fourteen human cell lines for RNA editing events. In order to remove genomic SNPs from the data, I repurposed ENCODE ChIP-seq reads as a source of genomic sequence. To determine the extent of C-to-U RNA editing in mice, I analyzed liver and intestine RNA-seq datasets from wild-type and Apobec-1 knockout mice. By comparing RNA sequence variation from the two types of mice, I was able to identify dozens of C-to-U RNA editing events. A subset of the identified C-to-U RNA editing targets had altered RNA and protein levels. In order to evaluate the nature of RNA editing within Drosophila, I compared sequencing reads from ICE-seq and RNA-seq datasets to identify and measure RNA editing events in two species of fly and within six strains within the same species. I found that some of the best characterized RNA editing targets are shared between the two species, but there were a distinguishable subset of targets that were diverging in functional enrichments.

Future directions

In general, the first step in the study of RNA modifications is to identify the sites and the second step is to associate functions to the sites. With respect to the ENCODE RNA editing study in Chapter 2, it would be interesting to interrogate the functions of the RNA editing events within the cell lines using a genome-editing approach such as the CRISPR/Cas9 system. Specific RNA editing events of functional interest can be removed from the transcriptome by altering the edited adenosine or by deleting regions within the
underlying genome. Since double stranded RNA is a required substrate for ADARs, RNA editing would be altered by removing the complementary region and thus making the RNA a less desirable substrate for ADAR. Similarly, an exogenous system can be used where transcripts with and without regions susceptible to RNA-editing can be introduced to the cells in order to monitor how the cells treat the RNA in a controlled setting. Within this system, the cellular localization could be tracked and translatability monitored. Using these two approaches, the effect of nuclear localization of edited transcripts can be analyzed. Additionally, the cells can be infected with viruses or stimulated with lipopolysaccaride (LPS) or poly(I:C) to trigger an immune response. This would initiate transcription of the p150 form of ADAR and the changes in RNA editing and gene expression upon infection can be investigated. In addition, it has been suggested that many transcribed ALUs are retained as exons (Zarnack 2013, Lin 2008, Lev-Maor 2007). Since many of the RNA editing sites were found within intronic regions, it is possible that some of these regions might be incorporated within exons and that RNA editing might modulate these exonization events. Lastly, it would be worthwhile to revalidate the previously identified RNA editing events using ICE-seq.

Several RNA-editing targets of Apobec1 have been identified. Additionally, editing of these targets have been shown to alter protein levels by altering polysome profiles of the targets. Overexpression of Apobec1 has been sufficient to induce tumorigenesis in rabbit livers and certain human cancers have been shown to have an overabundance of C-to-T substitutions, indicative of a cytosine deaminase. Thus, it would be interesting to investigate the possible role of APOBEC1 in initiating tumorigenesis. Using an inducible system to overexpress Apobec1 in adult animals, one could perform a time-course
experiment to identify the mechanistic changes that are associated with Apobec1 induced tumors. In a similar manner, the same approach can be used to investigate the potential for ADARs to initiate tumorigenesis within model organisms.

ICE-seq is a powerful method to identify RNA editing events because it allows for a direct RNA-RNA comparison, which would control for many potential sources of error. Additionally it does not require a reference genome because a de novo transcriptome assembly based approach can be used. Thus, it would be interesting to apply this method to other species in order to explore the extent and evolution of A-to-I RNA editing. It is clear that the nature of RNA editing has evolved distinct functions and patterns within different organisms. It would be interesting to investigate the extent of divergence across multiple metazoan species.
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