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CHAPTER 1

Market for firms or market for ideas

1.1 Introduction

Patent reallocation is an important phenomenon in US. Which type of patent is more often traded? How are they traded? Why might they be traded differently? Using the recent data on patent reassignment, I try to address these questions and show that the market for firms provides an alternative to the market for patents in inducing the information flow between firms.

There is a long research tradition in studying the exchange of ideas between the individual and corporations. Many studies in patent literature focused on the role of patent citations in knowledge flow. For instance, Hall, Jaffe, and Trajtenberg (2001)(HJT01) offers a general description and treatment. Recently, Galasso and Schankerman (2015)(GS14) analyzed patent citations to study how patents affect cumulative innovation.

A second strand of the patent literature directly studies the market for patents. Lamoreaux and Sokoloff (1999)(LS99) examined the assignment of patents in the late 19th century and early 20th century and found an active patent transfer market. This is in contrast to the classic view by Schumpeter that knowledge creation should be concentrated within large corporations. A recent paper by Serrano (2010)(Ser10) reviewed more summary evidence of patent transactions in the US using a new data set by US patent and trademark office (USPTO). Akcigit (2014)(ACG14) further modeled patent transactions in a macroeconomics framework where ideas were opportunities to upgrade the technology. Whether a particular patent is useful or not is random. This mismatch creates an incentive for an active trading market of patents. Both of them focused on the frequency of the trades or reassignments in
The objective of this paper is to propose that the market for firms is a third way to induce information flow between firms and is particularly important for strategic tacit knowledge. Combining a larger data set, I study how patents were transacted, namely through direct transfer or through transfer of the firm ownership. The second method, which was labeled as Mergers and Acquisitions (m&a), is often captured more by certain corporations in the news. Recent cases like Cisco buying a firm every half year fit in this scenario. This is related to the long tradition of the discussion of the boundary of firms by Williamson (Wil10), and other extensive discussions starts there.

If a patent is the perfect claim of property rights of a science innovation and its potential further development, then the direct transfer of the property rights through a market mechanism would be sufficient. Alternatively, if there are intangible assets or extra information that is either difficult to patent or contains strategic information and becomes too sensitive to patent, then acquiring the entire firm as well as maintaining the former employees would be important for transferring that intangible or strategic information. This short paper provides some evidence on the latter by studying the impact of those patent transactions through different transaction methods. Data suggest that there is more information flow associated with patents obtained by mergers and acquisitions than from direct transfers. The market for firms is important.

The empirical work focuses on several aspects. First, I characterize the pattern of the different transaction methods and how this relates to the characteristics of the patents. Different industries have different degrees of patent protection, and the importance of the intangible assets may vary. I summarize how patent class affects the method of the transaction.

Second, I compare the differences in the utilization rate of the patent before and after the transaction. If a firm were purchased through merger and acquisition for its embedded intangible assets, then the acquiring firm would exploit these intangible assets. This increase in utilization would be reflected by the change in the (internal) citation rate.

Third, I study the content in the information flow by studying the area of the patents
using a topic clustering method. This measures whether the information is closely related with the knowledge a firm previously possessed. Information flow from a different speciality might induce a change in the innovation content of the acquiring firm. Studying the potential content change then provides evidence for the existence of an information flow.

This paper is also related to the literature on the market for firms, such as the pure asset purchasing and expansions theory, e.g. the Q theory from Jovanovic (2002) \cite{Jovanovic2002}, where the physical assets of the target firm matter more. Rhodes-Kropf and Robinson (2008) \cite{Rhodes-Kropf2008} studied a firm dynamic structure where mergers is a method to improve productivity. David (2012) \cite{David2012} further studied productivity-enhancing mergers within a general equilibrium firm dynamic model. My paper provides evidence on where the productivity enhancement comes from.

This paper is organized as follows: Section 1.2 describes the construction of the data set and provides an overview of the data. Section 1.3 examines the differences in the information flow associated pre- and post-patent transfers and provides some suggestive evidence on the motives for mergers and acquisitions. 3.7 concludes.

1.2 Data

The original data were taken from separate sources. USPTO patent assignment data were used as the basis to construct the data set. Serrano (2010) \cite{Serrano2010} and Kogan, Papanikolou and Seru (2011) \cite{Kogan2011} provide a detailed treatment on how to process the data. This assignment data contains the assignments from 1976 to 2014, and information on the subsequent transactions after the initial assignment. The USPTO assignment data provide information on the transacting parties: assignors, the previous owner of the patent; assignees, the new owner of the patent; the date of the reassignment and the reason of the reassignment. Following Akcigit (2014) \cite{Akcigit2014} I classified the reasons into the following categories:

\footnote{Google bulk download}
Among those transaction reasons, direct transfer and merger and acquisitions were the top reasons. In the original USPTO data, patents reassigned through mergers and acquisitions make up about 1.5% of the number of patents reassigned through direct transfers. However, if we update mergers and acquisitions, the number of patents transferred by mergers and acquisitions significantly increased.

The next data source is the maintenance fee event of the USPTO. This documents the application date and some subsequent event of the patent. Most importantly, this contains the information on expiration date of the patent. The ownership of the patent is terminated by the expiration of the patent. This data set also provides information on whether the owner is a big entity or not.
SDC mergers and acquisitions data from Thompson Reuters SDC platinum provided the records of the transaction of the firms. It contains m&a data from 1976 to 2014. Inventor data from Zucker and Darby (2011) (ZDF11) and the Fleming (2011) (LDY11) data set were used for detecting the same inventor.

The fourth major data source is the citation data, and the classification data from the USPTO, national bureau of economic research (NBER) pdp project and Comets database. Information on the citations is used to measure the utilization of the patent and other citation based dependent variables. Combined with the ownership data, I differentiate the citations into external citations, internal citations on the externally obtained patents, and internal citations on the internally developed patents. All externally obtained patents were linked to their transaction date, ownership duration, and transaction format from the dynamic ownership data.

1.2.1 Dynamic ownership data

The original USPTO data provide the basis for the transaction record. M&as will give the acquiring firm of the property rights or at least access to the patents owned by the target firm. The USPTO did not pick up all those changes. On the other hand, if the target firm buys and sells patents actively, then the patent portfolio acquired by the acquiring firm through mergers and acquisitions is quite different from the initial assignment owned by the target firm. This is why both USPTO reassignment data and SDC m&a data are necessary to construct the patent portfolio. Combining these three data sets, I build the dynamic ownership data. On a patent level, this traces the life cycle and events of a patent. For a given time I can trace the patent portfolio of a firm.

1.2.2 Summary of the data

There are around 2.7 million patents issued. Although only less than 20% of the patents have ever been transacted, the reallocation activity is significant. Patents have been traded multiple times. The reallocation activity also highly correlates with the business cycle (sim-
ilar to studies found in Serrano (2010) [Ser10]. If we filter the reallocation activity with the Hodrick-Prescott (hp) filter at a frequency of 100 and compare this to the business cycle data from Eisfeldt and Rampini (2006) [ER06], we find a high correlation between the two. The three peaks reflected the three merger waves.

![Figure 1.1: Relationship with the business cycle](image)

Which type of patents is transacted? Among these transactions chemicals, biology, and medicine patents account for 32% of these transactions using the Zucker and Darby scientific classification. The Hall, Jaffe and Trajchenberg measure shows a higher share of these categories, which is around 74.7%.

<table>
<thead>
<tr>
<th>HJT-class</th>
<th>Percentage</th>
<th>ZD-class</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
<td>16.1%</td>
<td>Biology, chemistry &amp; medicine</td>
<td>16%</td>
</tr>
<tr>
<td>Computer &amp; communication</td>
<td>27.8%</td>
<td>Computing &amp; information technology</td>
<td>16%</td>
</tr>
<tr>
<td>Drugs &amp; medical</td>
<td>6.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical &amp; electric</td>
<td>24.2%</td>
<td>Semiconductor</td>
<td>5.3%</td>
</tr>
<tr>
<td>Mechanical</td>
<td>14.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>11%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: Decomposition of the transaction by class classification.
The patent literature often uses citations or some variants of citations as a measure of importance. More citations mean they are essential in providing guidance for future technology and patenting behavior. Non-patent referencing was used by many researchers, such as Roach and Cohen (2012)\cite{RC13}, as a measure complementing the patent citation. Traded patents are more important by these three measures.

Henderson, Jaffe and Trajtchenberg (1998)\cite{HJT98} defined generality and originality, which measure the spread of citations across the different patent classes\footnote{The spread out is measured by one minus the herfindahl index of citations.}. If citations received are equally spread out, it has a higher generality score. Originality is defined similar using citations made. It is used by Hall, Jaffe and Trajtchenberg (2001)\cite{HJT01} and later patent studies. Traded patents show less generality and higher originality, although the difference in originality is insignificant. Regression results are listed in Table \ref{table:regression_results}, where 70-90 cohort is an indicator variable that takes 1 if the patent was applied between 1970 and 1990. 91-00 cohort is defined similarly.
These results suggest that trade patents are generally more important. Since a patent is an important certificate of technology, firms want to trade patents to utilize specific production technology. Those patents thus might have a narrower scope and a lower generality.

**How are they traded?** Second, I address the questions on whether patents are traded differently and are there any differences in the patents using different transaction methods.
Among all the transactions, patents reallocated by mergers and acquisitions accounts for 80-90% of the total reallocation, followed by direct transfers, which accounts around 10% of the total transactions. This is quite different from the view that patents are liquid and transacted on an individual level for technology-upgrade opportunities as in Akcigit (2014)\cite{ACG14}. Among all the categories, computer & communication, electrical & electric patents have a higher tendency to be traded through mergers and acquisitions. Direct transfer is more appealing for chemical and drugs & medical patents. Within each class, the subclasses also show variation in these shares. Figure 1.3 depicts this within-category difference.

![Share of transaction methods](image)

**Figure 1.2: Relative shares of different transaction methods.**

<table>
<thead>
<tr>
<th>HJT-class</th>
<th>M&amp;a percentage</th>
<th>Direct transfer percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
<td>87.1%</td>
<td>11.7%</td>
</tr>
<tr>
<td>Computer &amp; communication</td>
<td>89.8%</td>
<td>9.1%</td>
</tr>
<tr>
<td>Drugs &amp; medical</td>
<td>75.2%</td>
<td>22.4%</td>
</tr>
<tr>
<td>Electrical &amp; electric</td>
<td>90.8%</td>
<td>8.37%</td>
</tr>
<tr>
<td>Mechanical</td>
<td>85%</td>
<td>13.2%</td>
</tr>
<tr>
<td>Others</td>
<td>76.6%</td>
<td>20.3%</td>
</tr>
</tbody>
</table>

**Table 1.3: Decomposition of the transaction by class classification.**
Similarly if we examine citation-based measures, patents traded through mergers and acquisitions tend to have more citations received (by 83\%), citations made (by 17\%) and significantly lower generality and lower originality than patents trade through direct transfer. This is supported with a level of significance at 1\%. The non-patent referencing did not show significant differences. Results are presented in Table 1.4.
The average age of a patent at transaction is about 8.43 years after the application and 6.07 years after the grant. There is a significant number of the transactions took place between the application and grant period, accounting for 9.32% of the total transactions. Figure 1.4 plots the distribution of the patent age at the transaction. The age distribution
of patents transacted in the mergers and acquisitions has a fatter tail.

Figure 1.4: Patent age since grant. Up: Direct transfer. Down: M&a.

These results are consistent with the view that patents transacted with mergers and acquisitions are more important and have a more specific purpose. Transaction of patents transfers the tangible asset such as the production technology, as well as the intangible asset, such as the tacit knowledge. Transfer of the intangible asset has been studied by many researchers in the patent literature. However intangible assets embedded partially in the patent. If it were not, we would not observe a significant share of patent reallocation that takes place through mergers and acquisitions. For instance, there might be crucial information on replicating the patent or possibilities for further extensions and improvements. This information is not contained in the patent, which is a vague certificate or manual for a product or a production technology in the state as it is. From the contract theory point of view, this related tacit knowledge is not contractable. A Change of ownership or boundary of the firm is a natural tool to trade this non contractable resources. This partially explains why we observe such a high rate of patents transferred with mergers and acquisitions. This is true particularly in areas like chemical, computers and electrical & electric areas, where the degree of complexity is high and it becomes easier to develop tacit knowledge about the technology or the innovation. It also takes longer to develop tacit knowledge, resulting in an average patent age that is higher with mergers and acquisitions. To support this hypothesis,

4Series works by Williamson (Wil10) and Grossman and Hart (1986) (GH86) have related discussions.
in the following section I show there is a strong(er) knowledge flow associated with mergers and acquisitions.

There is a caveat that in certain cases patents are not the purpose of mergers and acquisitions, while the intangible asset is. Nevertheless, studying information on the patents associated with mergers and acquisitions provides a scope to examine the information flows and transfer of tacit knowledge associated with mergers and acquisitions.

1.3 Analysis of the knowledge flow

Patent citations have been used by many authors to study knowledge flows geographically as in Jaffe, et al. (1993) (JTH93), and within sector as in Gittleman and Kogut (2003) (GK03), and also to study the information flow between firms, as in Singh and Agrawal (2011) (SA11). In subsection 1.3.1 I follow Singh and Agrawal (2011) (SA11) to examine the change of the internal citation rate of the patent pre- and post- transactions using a Difference-in-Differences approach. Change in the internal citation rate using different transaction methods was compared to each other and to the non-traded patents. A higher change in the internal citation rate suggests a higher utilization of the patent and is more associated with knowledge flows between firms. While citations measure the amount of information flow, I introduce the topic modeling to further study the content of the information flows in subsection 1.3.2. Results from both subsections support the hypothesis that there is a strong information flow associated with patent transactions, particularly with mergers and acquisitions.

1.3.1 Amount of knowledge flow

Citations and the citation rate are natural measures for patent usage as well as the information flow within or between firms. Less usage would suggest fewer internal citations, which is defined by the citations made within the same organization.
This leads to the following regression equation

\[ Cites_{it} = f(X_{it}\beta + DD_{it} + \delta_i + I_{industry} + \epsilon_{it}), \]  

(1.1)

where the dependent variable \( cites_{it} \) is the number of total internal citations received by patent \( i \) in year \( t \) (created by seller before the transaction, created by buyer after the transaction). The right hand side control variable \( X_{it} \) contains firm-level controls (previous patent size, previous patent size of the same class), patent age and whether the owner is a large entity. \( DD_{it} \) is a set of dummies, including: indicators of whether the patent is post-merger, post-direct-trade, or post any transactions and years after the type of the transaction. If there is an information flow associated with the patent transfer and as this information becomes more useful, we should observe higher coefficients for post-transaction period compared to the pre-transaction period. \( \delta_i \) is the patent random effect. I also control the sector by having a two-digit sic sector dummy. \( f(.) \) is chosen to be the negative binomial distribution for the count data to accommodate over dispersion in the data. This negative binomial kernel has been widely used in count-related data analysis. Cameron and Trivedi (2014) provide a more detailed treatment. The regression results are presented in table (1.5).
<table>
<thead>
<tr>
<th>Variables</th>
<th>Citshow</th>
</tr>
</thead>
<tbody>
<tr>
<td>year, industry dummies omitted</td>
<td>0.0174***</td>
</tr>
<tr>
<td>age</td>
<td>0.0016</td>
</tr>
<tr>
<td>age square</td>
<td>-0.0014***</td>
</tr>
<tr>
<td>selling firm’s patent size</td>
<td>-6.88 $10^{-7}$***</td>
</tr>
<tr>
<td>buying firm’s patent size in the same class</td>
<td>1.66 $10^{-7}$***</td>
</tr>
<tr>
<td>big entity</td>
<td>0.00108***</td>
</tr>
<tr>
<td>transacted</td>
<td>-0.1319***</td>
</tr>
<tr>
<td>through m&amp;a</td>
<td>0.1969***</td>
</tr>
<tr>
<td>post mergers year 1</td>
<td>0.1284***</td>
</tr>
<tr>
<td>post mergers year 2</td>
<td>0.1533***</td>
</tr>
<tr>
<td>post mergers year 3</td>
<td>0.1338***</td>
</tr>
<tr>
<td>post mergers year 4</td>
<td>0.1049***</td>
</tr>
<tr>
<td>post mergers year 5</td>
<td>0.0448***</td>
</tr>
<tr>
<td>post mergers year 6</td>
<td>0.0461***</td>
</tr>
<tr>
<td>through direct transfer</td>
<td>0.0794***</td>
</tr>
<tr>
<td>post direct transfer year 1</td>
<td>0.0539***</td>
</tr>
<tr>
<td>post direct transfer year 2</td>
<td>0.0638***</td>
</tr>
<tr>
<td>post direct transfer year 3</td>
<td>0.0989***</td>
</tr>
<tr>
<td>post direct transfer year 4</td>
<td>-0.0067</td>
</tr>
<tr>
<td>post direct transfer year 5</td>
<td>0.0195</td>
</tr>
<tr>
<td>post direct transfer year 6</td>
<td>-0.0096</td>
</tr>
<tr>
<td>constant</td>
<td>1.9544</td>
</tr>
</tbody>
</table>

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Table 1.5: Citation rate changes.

After the transaction the citation rate drops significantly (captured by the negative coefficient before transacted). This is because the transaction pooled all different methods of
transactions. However if the patent is obtained through mergers and acquisitions, then the citation rate is significantly increased and the effect peaks around 2 years after the transaction. If the patent is obtained by direct transfer, then the citation rate barely increases (summing all the coefficients before transacted and direct transfer and years after direct transfer). Both the previous patent size and patents within the same class of the buyer show negative results since the more (similar) patents already owned by the buyer, the more substitutes the buyer has. The age effect shows a hump-shape on citation rates, which captures the diffusion curve. Chapter 2 of the dissertation is dedicated to modeling and estimating this diffusion curve.

To further examine the channel on how this intangible asset or the information is transferred, I examined the internal citations that were involved with the same original inventor. This could identify the channel where knowledge diffusion occurred. Zucker et al. (1998) (ZDB98) illustrated that star scientists from universities are important in shaping the US biotechnology firms. Singh and Agrawal (2011) (SA11) examined the effect of the inventor’s flow in general. If the information is highly intangible, keeping the same inventors is a crucial part of the transaction to guarantee the successful transfer of the intangible asset. Those inventors will continue to stay after the mergers and acquisitions. This suggests the newly created citations will involve the same original inventors. This is called acquire hire in many industries.

Consider the following regression:

\[
Selfcites_{it} = X_{it} \beta + DD_{it} + \delta_{i} + I_{industry} + \epsilon_{it},
\]

where the dependent variable selfcites is the total number of internal citations involved with the same inventor received by patent \(i\) in year \(t\). \(DD_{it}\) is the set of dummies, including: indicators of whether the citation is post merger, post any transactions and also years post the type of the transaction and sizes. If there is acquire higher behavior, we should observe positive self-citations in the internal citations after the mergers.
<table>
<thead>
<tr>
<th>Variable</th>
<th>$Selfcites_{it}$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>age</td>
<td>-0.04552***</td>
<td>(0.0005)</td>
</tr>
<tr>
<td>age square</td>
<td>0.0018***</td>
<td>(0.0000322)</td>
</tr>
<tr>
<td>selling firm’s patent size</td>
<td>-2.53 -10^{-6}***</td>
<td>(6.56 -10^{-4})</td>
</tr>
<tr>
<td>buying firm’s patent size in the same class</td>
<td>1.19-10^{-4}***</td>
<td>(2.51-10^{-6})</td>
</tr>
<tr>
<td>big entity</td>
<td>-0.0136***</td>
<td>(0.0014)</td>
</tr>
<tr>
<td>transacted</td>
<td>-0.0888***</td>
<td>(0.0156)</td>
</tr>
<tr>
<td>through m&amp;a</td>
<td>0.0488***</td>
<td>(0.0160)</td>
</tr>
<tr>
<td>post mergers year 1</td>
<td>-0.1085***</td>
<td>(0.0044)</td>
</tr>
<tr>
<td>post mergers year 2</td>
<td>-0.0880***</td>
<td>(0.0044)</td>
</tr>
<tr>
<td>post mergers year 3</td>
<td>-0.0638***</td>
<td>(0.0045)</td>
</tr>
<tr>
<td>post mergers year 4</td>
<td>-0.0506***</td>
<td>(0.0047)</td>
</tr>
<tr>
<td>post mergers year 5</td>
<td>-0.0388***</td>
<td>(0.0050)</td>
</tr>
<tr>
<td>post mergers year 6</td>
<td>-0.0390***</td>
<td>(0.0055)</td>
</tr>
<tr>
<td>constant</td>
<td>0.5248***</td>
<td>(0.0238)</td>
</tr>
</tbody>
</table>

Table 1.6: Self-citations.

Table 1.6 presents the regression results. After the m&a, the number of the self citations drops significantly. This is in line with some previous findings about the high inventors’ turnover rate after the merger as in Seru (2014)[Ser14]. However, this rate did not drop to zero immediately. There are inventors who are kept after the mergers and acquisitions and who continue with the R&D process. Meanwhile, the self-citation rate is also different from 1. This suggests there are researchers in the acquiring firm who join the research team and
work on the continuing R&D projects. The intangible assets or knowledge diffuse through this team work.

1.3.2 Content of the knowledge flow

In the previous subsection I showed there is an information flow associated with the transfer of the firms. In this subsection I study how this information flow is reflected in the change of the innovation direction. If the acquiring firms acquire the target firm to gain access to a specific technology or to extend their scope, they will gain new information outside their previous expertise. The newly acquired expertise will divert and broaden their research directions. The acquiring firm’s patenting behavior reflects this change. Examining the change in the patenting direction identifies the existence of this information flow. The post-merger patenting direction should deviate from the pre-merger patents and be closer to the patents acquired in the mergers and acquisitions. I adopt the tool of topic modeling to quantifying the patenting direction.

The topic modeling has been an important tool to understand the clustering of the text content. It has recently been used in empirical corporate finance, as in Hoberg and Phillips (2010) \cite{hoberg2010} in analyzing the SEC filings of public firms to quantify their product differentiation.

I use the non-negative matrix factorization method to cluster the content in patent title, abstract and descriptions. A detailed description of the algorithm can be found in Xu et al. (2003) \cite{xu2003}. The non-negative matrix factorization has all weights being non-negative and thus avoids the difficulties in the interpretation of the negative weights of the articles in other clustering algorithms. The basic idea is the following: consider the fitting equation

\[ Y = UV, \]  

where \( Y \) is the text information in the file, \( U \) is an \( m \times k \) matrix representing the \( k \) topics where each topic has \( m \) key words. \( V \) is a \( k \times n \) matrix where \( n \) is the number of files in \( Y \). \( V \) represents the share of each file in the \( k \) different topics. (\( V_{kn} \) becomes the coordinates of each file in the \( k \)-dimensional space.) \( V \) is constrained to be non-negative. The similarity
between any two files could be defined by the cosine metric between the two coordinates

\[
\rho(i, j) = \frac{\langle V_{ki}, V_{kj} \rangle}{|V_{ki}||V_{kj}|}.
\] (1.4)

Because the coordinates are positive, the cosine value will be in \([0, 1]\). The higher the cosine value, the higher the similarity \(\rho(i, j)\). \(\rho(i, j)\) will be in \([0, 1]\).

Introducing a text-based distance metric is better than the traditional patent metric based on similarities of the patent classes used Hall, Jaffe and Tratjenberg (1998) (HJT98) and Akcigit (2014) (ACG14). However many of the mergers and acquisitions in the high-tech fields happens between firms in the same industry or even in a similar area of research. The patents between the acquiring firms and target firms have significant overlap or belong to the same class. Topic modeling can break a class into subtopics and study the detailed R&D direction by its informational content. Secondly, traditional classification only shows whether a patent belongs a class or a subclass. Text-based distance metric shows how much a patent belongs to a topic and generates more variation in patent-level distances.

I focus on the Nano field (US class 977) because of its importance and high degree of tacit knowledge. To generate the topic clusters, I use the information from patent title, claim and abstract of the patents. There are 50 topics generated, and these are listed in Figure A.1-A.6. The weight matrix is then used to calculate the cosine similarity as described above.

Figure 1.5 plots the distribution of the pairwise similarities within a firm of two internally developed patents. The red solid line represents the firm without any external acquisitions of patents of any form. The blue dotted line represents the case for firms with m&as. The green dashed line represents the case for firms with external direct purchase only. In the last two cases, the m&a or direct external purchase of the patents happened between the two internally developed patents.
The firms without any external purchase show high persistence in their patenting direction. More mass is concentrated at the high similarity region. Firms associated with mergers and acquisitions have more distant patenting directions. However this does not show whether the new direction is related to the mergers and acquisitions behavior. I further break the similarity into the similarity between the internally developed patents before the mergers and acquisitions to the patents obtained through mergers and acquisitions, and the similarity between the internally developed patents post the mergers and acquisitions to the patents obtained through mergers and acquisitions.

Figure 1.6 plots the distribution of the similarities of the pre-merger internally developed patents to the patents acquired through mergers and acquisitions. The dashed line represents the similarities between the pre-merger internally developed patents and the post-merger internally developed patents. The dotted line represents the similarities between the post-merger internally developed patents and the patents acquired through mergers and acquisitions. The solid line represents the similarities between the pre-merger internally developed patents and the patents acquired through mergers and acquisitions. In all three cases, the similarity is low. This seems to be not supporting the hypothesis that the information flow associated with the mergers and acquisitions would bring the future patenting
direction closer to the patents acquired in the mergers and acquisitions.

Figure 1.6: Similarity for mergers for all time periods.

However, knowledge diffusion takes time. Integrating the new information requires researchers at the acquiring firm to learn from the acquire hires and conduct experiments. This diffusion process normally takes roughly 3 to 5 years by examining the citation peaks. Taking this into consideration, Figure 1.7 plots the similarities with the internally developed patents at least 3 years post the merger.
Then we find that the long run similarity between post-merger internally developed patents and the patents acquired through mergers and acquisitions increases significantly. The similarity between post-merger patents and the pre-merger patents are still low. This confirms the role of mergers and acquisitions in changing the research direction and inducing information flow between firms.

One limitation of the current analysis is that I only show the existence of the information flow without showing the causality of this information flow. It is likely that acquiring firm decided to change their R&D direction before acquiring the target firm. This could be captured by scientific article citations and common coauthor-ship ahead of mergers and acquisitions could provide evidence, which renders future studies.

1.4 Conclusion

Patent reallocation is an important phenomenon. This paper summarizes some basic findings in which patents are transacted and how they are transacted. By examining the differences between different transaction methods, I show there is an information flow associated through mergers and acquisitions. Transacting firms is an alternative to inducing
information flow between firms besides patent transactions or citations. More formal economic modeling renders further consideration.
CHAPTER 2

Innovation or learning

2.1 Introduction

Innovation and learning are two important forces that drive economic growth. Patent policies might encourage innovation but impede learning. R&D subsidies might promote innovation at a high social cost if innovation is less important than learning. It is important to distinguish the relative influence of these two forces before introducing any targeted policy interventions to promote economic growth. Their relative contributions hinge on individual choices, which depend on the cost of innovation and the environment in which the learning takes place. Since knowledge flows from the person with more to the person with less, the option value of learning thus depends on one’s current knowledge level and the entire distribution of others from whom he might learn from. This dependence will affect the innovation choices of the agents. On the other hand innovation choices will affect the evolution of this distribution. Identifying the cost structure and the learning environment become difficult since we have to take the dependence and feedback structure into account. With the recent seminal paper by Lucas and Moll (2014)\cite{LM14} and developments in mean field game theory, these interactions can be traced explicitly. Using this framework we can separate innovation and learning and assess their relative contributions.

In our model, growth is generated by the accumulation of individuals’ knowledge through learning or innovation. On the one hand, agents learn through interacting with other persons, which is modeled as random meetings at a constant rate. As each person meets others, knowledge flows from the person with more to the person with less. On the other hand, innovation is a process through which agents accumulate knowledge through costly research
and development activity. The state of the economy is fully summarized by the distribution of the knowledge. An agent’s choice of R&D spending will be related to this distribution because the option value of meeting others affects the marginal payoff of innovation. The agents’ R&D intensities and the rate at which they meet will determine the evolution of the knowledge distribution.

We first characterize the solution of the problem and then estimate the model by linking the learning process to the patent citation data. There are two equilibrium conditions: 1) the Bellman equation in which each agent chooses the R&D intensity with the knowledge distribution as given and 2) the law of motion equation, which describes the evolution of the knowledge distribution, given the meeting rate and the equilibrium R&D choices of each agent. We will focus on the balanced growth path.

The identification and estimation procedure consists of two steps. The key, and first step, is to study the inverse problem of the law of motion equation: given the distribution of knowledge, reconstruct the equilibrium R&D choices of the individual agents. An insight from Aït-Sahalia (1996) applies: given the observed distribution one can recover elements in the law of motion equation. Based on random walk approximation, the discrete Markov transition matrix can be replaced with the local first and second moments in the continuous time law of motion equation. Given the observed distribution, the law of motion equation pins down the relationship between these two moments. From knowledge of one, the other one can be reconstructed non-parametrically. If there is a monotonic relationship between this reconstructed moment and the equilibrium R&D choice, then the equilibrium R&D choice is identified. Using this method, we recover the equilibrium R&D choices from the distribution of knowledge, which is estimated from the patent citation data. Citations reflect the relative knowledge level embedded in the patent and therefore provide a source to estimate the distribution of the knowledge.

The second step involves an inverse optimal control problem: given the equilibrium R&D choices, reconstruct the parameters of cost functions in the Bellman equation. This second step has been studied in the context of dynamic discrete choice problems in the empirical
IO literature, although most of these studies estimated equilibrium choices directly from micro-level decision data.

Finally, we discuss how this two-step algorithm provides direct inference for a class of continuous time macroeconomic models such as the recent models in Lucas and Moll (2014) (LM14) and Luttmer (2007) (Lut07) and many other related continuous time (dynamic game) models.¹

Our main results suggest the cost of innovation shows non-convexity in an agent’s knowledge level. We find that the relative contribution of innovation to economic growth is more than 99 percent. Our result also explains the inverted-U shape relationship between the patent citations and the patent value documented recently in Abrams et al. (2014) (AAP14).

Related literature

My research contributes to two main research areas. In relation to the growth literature, we provide the first empirical strategy for a class of models studying the interactive effects in the technology diffusion. Our model is closely related to Lucas and Moll (2014) (LM14), Lutter (2013) (Lut13) and Jovanovic and Rob (1986) (JR86). In those models, technology diffuses through a random meeting process. Perla and Tonetti (2014) (PT14) had a similar framework to Lucas and Moll (2014) (LM14), but in their model learning only depends on the distribution in the economy and is independent of agent’s knowledge level. We introduce an innovation choice to this class of model. This modeling environment has also been applied to the trade literature as in Alvarez et al. (2013) (ABR13) and Waugh et al. (2013) (WTP13). However there is no discussion of the empirical estimation. We provide the estimation strategy and it further allows for non-parametric identification.

Secondly, in relation to the empirical IO literature, we extend the standard two-step estimator in dynamic discrete choice models such as the seminal work in Bajari et al. (2007) (BBL07) or Pakes et al. (2007) (POB07) to continuous time. In these studies, the policy function is estimated from the micro-level data. By contrast we explore the implications from the macro density in the first step estimation. In this class of models we are

¹ Achdou et al. (2014) (ABL14) has a summary.
studying, since the number of the agents is large, the law of motion of the macro distribution of the states coincides with the law of motion of the probabilities of each agent’s states. Then we can recover the individual choice from an inversion to the macro distribution. The second step is different from the conditional choice probability (CCP) estimators where an inversion from the choice probability to the value function based on the error structure is used to identify the value functions. In continuous time continuous states environment, derivative of the value function could be solved directly from a differential equation of recovered optimal choice. This two-step algorithm can be extended to a class of continuous time macroeconomic models or continuous time dynamic game models to study entry/exit, reallocation inefficiency, and other related topics. It also bridges a link between macroeconomic literature and the empirical IO literature through studying the dynamic choice problem. We will revisit this point in the conclusion.

Our study is also related to the study by Eeckhout and Jovanovic (2002) on the technology diffusion and the capital investment decision. They inferred the learning technology from the firm size distribution and compared results with the patent citation data in Caballero and Jaffe (1993). These studies assumed away the unobserved individual heterogeneity in the patent citation data. In our study, this heterogeneity is a means of identifying the knowledge distribution. In addition, by linking the patent citation data to the learning process we can also explain an inverted-U shape relationship between the patent citations and the patent value observed recently in Abrams et al. (2014). Apart from adding to the broad empirical literature on the estimation of the R&D cost, this paper also contributes to the literature on estimating the values in the patents. Among those studies, Pakes (1986) used the stopping time approach to infer the patent value from the maintenance fee events. Kogan et al. (2012) used a stock market valuation method. We explore a channel based on the dynamic change of the citations.

The paper proceeds as follows: Section 2 introduces the environment. In Section 3, we solve the equilibrium. Identification and estimation are addressed in Section 4. Results are discussed in Section 5. We conclude in Section 6.
2.2 Environment

The economy consists of a unit measure of infinitely lived agents. The population is defined by a cumulative distribution function:

\[ F(x, t) = Pr\{s \leq x \text{ at date } t\}. \]

\(s, x\) is an index of knowledge level. \(f(x, t)\) is the p.d.f function.

In each period the agent has a profit inflow of \(\pi(x, t)\), which depends on the current level of knowledge \(x\). He has limited amount of total effort. The agent chooses to spend \(e\) of the efforts on R&D with some disutility \(C(e, t)\). The R&D effort accumulates the knowledge the agent has deterministically.

Conditional on his state is \(x\) at time \(t\), agent maximizes the expected discounted flow of the profit stream

\[ V(x, t) = E_t\left\{ \int_t^\infty e^{-\rho(k-t)}[\pi(x_k, k) - C(e_k, k)]dk|x_t = x \right\}, \]

where \(\rho\) is the discount factor.

The evolution of the distribution \(F(x, t)\) was determined by two forces. Learning by random meeting: with probability \(\alpha\), he will meet another person \(x'\) in \(dt\) period and adopt the \(\max(x, x')\). Innovation: an agent can increase his knowledge by an amount of \(\mu(e(x), t)dt\) in the \(dt\) period by the R&D effort. To simplify the discussion, we allow the agent to directly choose the growth drift \(\mu(x, t)\) with a transformed cost function \(\Psi(\mu(.))\). \(\mu(x, t)\) is less than or equal to some constraint \(K(x, t)\) due to the limited amount of total effort.

The change in agent’s knowledge between \(t\) and \(t + dt\) could then be represented by

\[ dx = \mu(x, t)dt + \Delta_t(x)dN_t. \]

The first term represents the drift chosen by the innovation effort. The second term \(N_t\) is a Poisson jump process of size \(\Delta_t(x)\). It represents the effect by learning.
The value function could be rewritten as
\[ \rho V(x, t) = \max_{\{\mu(x, t) \leq K(x, t)\}} \pi(x) - \Psi(\mu(x, t)) + \partial_x V(x, t) \mu(x, t) + \partial_t V(x, t) + \alpha \int_x [V(s, t) - V(x, t)] f(s, t) ds. \] (2.1)

The first two term represent the flow profit and cost. The last term on the right reflects the option value of learning. Since agent can only learn from other agents with more advanced knowledge, the lower bound of the integral is \( x \). \( \alpha \) is the meeting rate.

As number of agents goes to infinity, the law of motion of \( f(x, t) \) in the economy could be summarized through Kolmogorov forward equation\(^2\) as
\[ \frac{\partial f(x, t)}{\partial t} = -\alpha f(x, t) \int_x^\infty f(s) ds \bigg|_{\text{out}} + \alpha f(x, t) \int_0^x f(s) ds \bigg|_{\text{in}} - \partial_x (\mu(x, t) f(x, t)) \bigg|_{R&D}. \] (2.2)

This characterization of the law of motion is a key feature in Mean field games related models. In these models, since the agents are symmetric and the probability of each individual states coincides with the macro distribution due to law of large number. Then we can only trace the evolution of the macro distribution.

Its c.d.f form is
\[ \frac{\partial F(x, t)}{\partial t} = -\alpha F(x, t) (1 - F(x, t)) \bigg|_{\text{learning}} - \mu(x, t) f(x, t) \bigg|_{\text{innovation}} . \] (2.3)

We will use this c.d.f representation of the law of motion equation through out the paper. The left hand side is the total change in the population below \( x \) at time \( t \). At any time \( t \), there are two ways to exit the pool of the agents below \( x \). The first is meeting with another agent that is higher than \( x \). This happens with probability \( \alpha (1 - F(x, t)) \) and explains the first term on the right. The second term is exit by innovation. In infinitesimal time, only the marginal agents \( \mu(x, t) f(x, t) \) can exit.

\(^2\)Details are in Appendix A.2.2.
### 2.3 Solution and equilibrium

An equilibrium, given the initial distribution \( f(x, 0) \), is a triple \( (f(), \mu(), V()) \) of functions on \( R^2_+ \) such that (i) given \( \mu(x, t) \), \( f(x, t) \) satisfies the law of motion equation (2.2) for all \((x, t)\); (ii) given \( f(x, t) \), \( V(x, t) \) satisfies the Bellman equation; and (iii) \( V(x, t) \) attains its maximum at \( \mu(x, t) \).

A balanced growth path is a rate \( \lambda \) and functions \( (\tilde{F}(), v(), \tilde{\mu}(), \tilde{\pi}(), \bar{\Psi}()) \) on \( \mathbb{R} \) such that

\[
\begin{align*}
F(x, t) &= \tilde{F}(xe^{-\lambda t}), \\
V(x, t) &= e^{\lambda t}v(xe^{-\lambda t}), \\
\mu(x, t) &= e^{\lambda t}\tilde{\mu}(xe^{-\lambda t}), \\
\pi(x, t) &= e^{\lambda t}\tilde{\pi}(xe^{-\lambda t}), \\
\Psi(\mu(x, t)) &= e^{\lambda t}\bar{\Psi}(\tilde{\mu}(xe^{-\lambda t})),
\end{align*}
\]

and for all \((x, t)\), \( (f(), \mu(), V()) \) is an equilibrium given the initial condition: \( F(x, 0) = \tilde{F}(x) \).

Define \( z \equiv xe^{-\lambda t} \) and relabel

\[
\begin{align*}
\tilde{F}(xe^{-\lambda t}) &= \tilde{F}(z), \\
v(xe^{-\lambda t}) &= v(z), \\
\tilde{\pi}(xe^{-\lambda t}) &= \tilde{\pi}(z), \\
\tilde{\mu}(xe^{-\lambda t}) &= \tilde{\mu}(z), \\
\Psi(\mu(xe^{-\lambda t})) &= \bar{\Psi}(\tilde{\mu}(z)).
\end{align*}
\]

\( v(z) \) is the rescaled value function. \( \tilde{F}(z) \) is the cumulative distribution of the knowledge on the balanced growth path. \( \tilde{\mu}(z) \) is the rescaled optimal choice. \( \bar{\Psi}(\tilde{\mu}(z)) \) is the rescaled cost function. Now the Bellman equation (2.1) becomes

\[
(\rho - \lambda)v(z) = \max_{\tilde{\mu}(z) \leq \bar{K}(z)} \tilde{\pi}(z) - \bar{\Psi}(\tilde{\mu}(z)) + (\tilde{\mu}(z) - \lambda z)v'(z) + \alpha \int_z [v(z') - v(z)]\tilde{f}(z')dz'. \quad (2.4)
\]

The law of motion equation (2.2) becomes a first-order nonlinear ordinary differential equation of \( \tilde{F}(z) \),

\[
\alpha\tilde{F}(z)(1 - \tilde{F}(z)) = (\lambda z - \tilde{\mu}(z))\tilde{f}(z). \quad (2.5)
\]
The left-hand side of equation \((2.5)\) is the outflow of the agents below level \(z\) through learning. The right-hand side is the inflow of the agents that fall back to levels below \(z\). In equilibrium, the two are balanced.\(^3\) In the model we will impose the upper limit of the R&D effort \(\bar{K}(z) = \lambda z\) and \(\bar{\Psi}(\bar{K}(z)) = \infty\). This is in accordance with the non negativity of the right hand side of equation \((2.5)\).

Proposition 1. If \(\mu(z) \equiv \lambda z - \bar{\mu}(z)\) in which \(\mu(z) \in [0, \lambda z]\), satisfies the condition:

\[
\lim_{s \to \infty} \int_z^s \frac{1}{\mu(s)} = +\infty, \quad \text{e.g.} \quad \mu(z) \sim \mathcal{O}(z^d) \quad \text{and} \quad d \leq 1,
\]

then the solution to equation \((2.5)\) is \(\tilde{F}(z) = \frac{1}{1 + e^{M(z)}}\) where \(M(z) = -\int_z^\infty \frac{\alpha}{\mu(s)} ds - \ln C\) and \(\tilde{F}(\bar{z}) = \frac{C}{1+C}\).

Proof: See Appendix A.2.3

To guarantee the existence of balanced growth rate \(\lambda\), we provide a sufficient condition:

Lemma 1. If the initial distribution satisfies \(\lim_{z \to \infty} \frac{z(1 - \tilde{F}(z))'}{1 - \tilde{F}(z)} = -\omega \leq 0\) and the equilibrium satisfies \(\lim_{z \to \infty} \frac{\bar{\mu}(z)}{z} = \eta\), then there exists a balanced growth path rate \(\lambda = \frac{\alpha}{\omega} + \eta\).

Proof: See Appendix A.2.4

If \(\lim_{z \to \infty} \frac{z(1 - \tilde{F}(z))'}{1 - \tilde{F}(z)} = -\omega \leq 0\), then by the Karamata theorem ((Fel71)), \(1 - \tilde{F}(z)\) has a regular varying component \(z^\omega l(z)\), where \(l(z)\) is a slowly varying function. This means \(\tilde{F}(z)\) has a fat tail with tail index \(\omega\).

\(^3\) Several variants of this equation have been studied in Lucas and Moll (2014) (LML14), Alvarez et al. (2008) (ABL08) and Luttmer (2013) (Lut13).
Figure 2.1: Calibrated value function.
The equilibrium density is similar to a Pareto distribution. Growth rate $\lambda = 0.02$, $\alpha = 0.3$, tail index $\omega = \frac{\lambda}{\alpha}$, $C = 0.001$

Figure 2.2: Calibrated innovation choice.
The equilibrium choice of the drift. Innovation rate is defined as $\bar{\mu}(z)$.

2.4 Empirical strategy

The essential goal is to recover the cost function $\bar{\Psi}(.)$. 
2.4.1 Two-step algorithm and identification

In the first step, we recover the equilibrium R&D choices $\bar{\mu}(z)$ from the balanced growth path distribution of the knowledge $\tilde{F}(z)$. If $\tilde{F}(z)$ was observed and the growth rate $\lambda$ and the meeting rate $\alpha$ were known, then the optimal R&D choice $\bar{\mu}(z)$ could be identified and estimated from equation (2.5) directly by

$$\bar{\mu}(z) = \alpha \frac{\tilde{F}(z)(1 - \tilde{F}(z))}{\tilde{f}(z)} - \lambda z.$$

The insight is similar to the result of Aït-Sahalia (1996) [Ait96]. Given the observed distribution, one can reconstruct the element in the continuous time law of motion equation. Here we abstract from Brownian motion and the inversion is analytical. In the appendix, we include more examples of inversion to different types of law of motion equations.  

In a second step, with the empirical knowledge of $\bar{\mu}(z)$ and $\tilde{F}(z)$, $\upsilon(z)$ could be derived from (2.4) up to a specification of $\bar{\pi}(z)$ through an inverse optimal control problem. Bellman (1970) [Bel70] and Casti (1980) [Cas80] provided the general solution to this problem in a non-stochastic case. Chang (1988) [Cha88] studied the stochastic case in a growth application. If we take the derivative of the Bellman equation (2.4) with respect to $z$ one more time and substitute in the envelope condition,

$$(\rho - \lambda) \upsilon'(z) = \bar{\pi}'(z) + (\bar{\mu}(z) - \lambda z) \upsilon''(z) - \lambda \upsilon'(z) - \alpha (1 - \tilde{F}(z)) \upsilon'(z).$$

By rearranging the terms and substituting in the first-order condition we have:

$$(\rho + \alpha (1 - \tilde{F}(z))) \upsilon'(z) = \bar{\pi}'(z) + (\bar{\mu}(z) - \lambda z) \upsilon''(z), \quad (2.6)$$

$$(\rho + \alpha (1 - \tilde{F}(z))) \bar{\Psi}'(\bar{\mu}(z)) = \bar{\pi}'(z) + (\bar{\mu}(z) - \lambda z) \bar{\Psi}''(\bar{\mu}(z)) \bar{\mu}'(z). \quad (2.7)$$

We provide the solution to equation (2.6) and (2.7) by solving these ordinary differential equations. Denote $L(s) = \frac{\rho + \alpha (1 - \tilde{F}(s))}{\lambda s - \bar{\mu}(s)}$, then (2.6) becomes

$$L(z) \upsilon'(z) + \upsilon''(z) = \frac{\bar{\pi}'(z)}{\lambda z - \bar{\mu}(z)}, \quad (2.8)$$

The idea of reconstructing coefficients in differential equations applies to many inverse problems.
Its solution is

\[ v'(z) = e^{-\int^z L(s)ds} \int^z e^{\int^\tau L(s)ds} \frac{\pi'(\tau)}{\lambda \tau - \bar{\mu}(\tau)} d\tau + C_1. \]

By the first-order condition \( \bar{\Psi}'(\bar{\mu}(z)) = v'(z) \),

\[ \bar{\Psi}(\bar{\mu}(z)) = \int^z v'(s)\bar{\mu}'(s)ds + C_2. \]

If \( \bar{\mu}(z) \) and \( \tilde{F}(z), \lambda, \alpha \) are recovered \( v(z) \), and \( \bar{\Psi}(\bar{\mu}(z)) \) are recovered up to normalizations \( C_1, C_2 \) and the specification of \( \pi(z) \). In Appendix [A.2.12] we provide a numerical method based on the finite difference method.

Alternatively, one can proceed and use forward simulations to simulate \( v(z) \) given some parametric assumptions \( \theta \) of the cost function \( \bar{\Psi}(\bar{\mu}(z); \theta) \). Then one finds optimal parameters through the minimum distance estimator, \( \theta_0 \), which minimizes the fitting difference in either (2.6) or (2.7). This resembles the strategy of the two-step estimator in Bajari et al. (2007) (BBL07) (B.B.L.).

This algorithm extends the two-step estimator in dynamic discrete choice models to the continuous state and continuous time environment. In a standard two-step estimator, the first step will recover the policy function from the micro-level decision data. In this continuous time setup, the moments need to be recovered are greatly reduced because of the random walk structure. Secondly, since the number of the agents is large enough, the law of motion equation of the macro distribution of the states coincides with the state probability of each agent. Then, an inversion to the macro distribution is the same as to the individual state probability.

### 2.4.2 Identification of \( \tilde{F}(z) \)

There are relatively few studies trying to directly estimate \( \tilde{F}(z) \), the distribution of knowledge within the diffusion framework, except for Eeckhout and Jovanovic (2002) (EJ02). They link \( \tilde{F}(z) \) to the empirical distribution of book values of the firms by assuming firm size is proportional to the knowledge embedded in them. They then compared the inferred learn-
ing technology with the aggregate patent citation data in Caballero and Jaffe (1993)\textsuperscript{(CJ93)}. This is similar to inferring the meeting rate $\alpha$ from the empirical knowledge of $\tilde{F}(z)$ in our environment (equation (2.5)). Whether knowledge is proportional to size depends on the assumptions on $\tilde{\pi}(z)$. We will infer $\tilde{F}(z), \alpha, \lambda$ and the constant $C$ that regulate the boundary mass directly from the patent citations data without this proportional assumption.

2.4.2.1 Assumptions

To estimate the unobserved $\tilde{F}(z)$, we link it to the patent citations by the following assumptions:

Assumption 1. When agents learn from others’ knowledge, they make citations to the earlier knowledge from their original level. For instance, when agent $x$ meets agent $x'$, where $x < x'$, he will adopt $x'$ and cite all the patents between $x$ and $x'$.

![Figure 2.3: Citation creation process.](image)

When $x$ meets $x'$, $x$ creates a citation to patents between $x$ and $x'$ (not to ones below $x$).

Assumption 2. The citation counts follow a Poisson process.

According to guidelines from the United States Patent and Trademark Office (USPTO), a patent is only granted for sufficient improvements. Citations serve as a record of the
knowledge levels it went through. This suggests the citations received by a patent with level $z_i$ followed a Poisson process with a rate proportional to $\alpha \tilde{F}(z_i e^{-\lambda t})(1 - \tilde{F}(z_i e^{-\lambda t}))$. The reason is that in each period $t$, there are $\tilde{F}(z_i e^{-\lambda t})$ agents below $z_i$. With probability $\alpha(1 - \tilde{F}(z_i e^{-\lambda t}))$, they surpass level $z_i$ by meeting with agents who have better knowledge than $z_i$. The product $\alpha \tilde{F}(z_i e^{-\lambda t})(1 - \tilde{F}(z_i e^{-\lambda t})f(z_i, t)$ is the total citations created for the level $z_i$ patents. There are $f(z_i, t)$ patents of technology $z_i$. The average citations received is total citations created divided by total citations at that level.\footnote{A similar assumption has been made in Griliches (1957)\cite{Gri57}'s earlier studies and in Bertran (2006)\cite{B06}, where he assumed all the past patents would be studied and cited by an agent through a binomial process.}

\textbf{Assumption 3.} There is no correlation between $z_i$ and other observed covariates.

In each period, the citation rate of a patent is determined solely by its relative knowledge level in the economy. This is assumed for technical reasons to show identification. A similar assumption has been made in Gurmu et al. (1998)\cite{GRS98}.

\textbf{Assumption 4.} Assume $C > 0$.

\textbf{Assumption 5.} The initial distribution of the knowledge in the patents coincides with the initial distribution of the knowledge in the economy.

\textbf{Assumption 6.} Patents are static. In the following period, relative knowledge level in a patent with level $z_i$ becomes $z_i e^{-\lambda(t+1)}$ deterministically.\footnote{In Appendix A.2.3 we have a slightly different formulation.}

We make this assumption because a patent reflects the knowledge an agent has at time $t$. Agents evolve by learning or innovation, but the knowledge in that particular patent stays the same in the absolute level.

2.4.3 Identification steps

Through these assumptions, patent quality is reflected in the time-series behavior of its citations. The cross-sectional data of these different qualities will identify the distribution.
of the knowledge. These assumptions suggest we might gradually observe that some patents are with upward slopping shape, some will be hump-shaped and others are with downward slopping shape. The longer the upward slopping period is, the higher the quality. This is due to the difficulty of learning and making contribution to the advanced knowledge. We then can rank the patents accordingly and get the distribution $F(z)$.

**Proposition 2.** Meeting rate $\alpha$, lower bound constant $C$, rate of obsolescence $\lambda$, c.d.f $F(z)$ are identified under assumptions [assumptions]

To identify $F(z)$, $\alpha$, $\lambda$, $C$, we have two main steps: i) the identification of the Poisson rates in the model; ii) the identification of $F(z)$ from the assumption of the function form of the Poisson rate (single peaking that holds overall for the empirical observation). We show the identification strategy by identifying: $\alpha$, $F(0)$, the Poisson rate $m_{t,i}$, an interim object $R_{it}$, and $F(z)$ and $\lambda$.

### 2.4.3.1 Identifying meeting rate $\alpha$ and $C$ ($F(\bar{z}) = \frac{C}{1+C}$)

**Lemma 2.** $\alpha$ and $C$ are identified.

Under assumption 2, data follows Poisson process. The empirical characteristic function $\phi_H(s)$ for data in period 0 satisfies

$$\phi_H(s) = \int_{\bar{z}}^{\infty} \phi_k(\alpha F(z)(1 - F(z)), s) dF(z),$$

where $\phi_k(\alpha F(z)(1 - F(z)), s)$ is the characteristic function for poisson random variable with rate $\alpha F(z)(1 - F(z))$. It takes the form $\phi_k(\alpha F(z)(1 - F(z)), s) = e^{(e^{is-1})\alpha F(z)(1-F(z))}$. Then we have

$$\phi_H(s) = \int_{\bar{z}}^{\infty} \phi_k(\alpha F(z)(1 - F(z)), s) dF(z)$$

$$= \int_{\bar{z}}^{\infty} e^{(e^{is-1})\alpha F(z)(1-F(z))} dF(z)$$

$$= \int_{\frac{C}{1+C}}^{1} e^{(e^{is-1})\alpha w(1-w)} dw$$

$$= \sqrt{\pi e} \frac{1}{4} (erf(\frac{1}{2} \sqrt{\alpha} \sqrt{e^{is} - 1}) - erf(\frac{1}{2} (2 - \frac{C}{1+C}) \sqrt{\alpha} \sqrt{e^{is} - 1}))$$

$$\frac{1}{2 \sqrt{\alpha} \sqrt{e^{is} - 1}}$$
The third line changes the variable from $\tilde{F}(z)$ to $w$. The lower bound of the integrand is $\tilde{F}(\bar{z}) = C_{1+C}$ and the upper bound is $\tilde{F}(\infty) = 1$. $erf(.)$ is the error function where $erf(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-l^2} dl$. On the right hand side there are two unknowns: the meeting rate $\alpha$ and the lower bound $\frac{C}{1+C}$. This is an over identified system.

2.4.3.2 Identifying the Poisson rates $m_{t,i}$ and an interim object $R_{it}$

The possible Poisson rate $\{m\}$ and its probability $\Gamma(dm)$ in the economy are identified. The proof was adopted from Rao (1992) (Rao92) p214 and is listed in Appendix A.2.6. The procedure is similar to the steps of identifying $\alpha$ showed earlier but replacing $\alpha \tilde{F}(z)(1 - \tilde{F}(z))$ with $m$ and $\tilde{F}(z)$ with $\Gamma(dm)$. Then the mixture of the characteristic function could be transformed to the Laplace transform of $\Gamma(dm)$. The identification follows from the uniqueness of the Laplace transformation.

The joint Poisson rates $m_0, m_1, .. m_T$ and the joint density $\Gamma(m_0, m_1, .. m_T)$ and the conditional probabilities are identified following Teicher (1967) (Tei67), which says if the marginals of the mixture are identified separately then the joint density of the mixture is identified. The details are listed in Appendix A.2.7. It is worth mentioning, each $m_t$ is a vector of the possible rates $m_{t,j}$ in period $t$.

Define a path $i$ in $m_0, m_1, .. m_T$ by a $T+1$ tuple of $(m_{0,i}, m_{1,i}, .. m_{T,i})$ where $m_{t,i}$ is a rate picked from $m_t$. By assumption for fixed $z_i$, the poisson rate function is

$$\alpha \tilde{F}(z_ie^{-\lambda t})(1 - \tilde{F}(z_ie^{-\lambda t})) = m_{t,i}. \quad (2.9)$$

This rate function is symmetric and single-peaked in $\tilde{F}(z_i e^{-\lambda t})$. On a path $i$ varying $t$, $m_{t,i}$ can be one of the three possible shapes: upward sloping, a hump shape or downward sloping. Along the path, upward trends are associated with $\tilde{F}(z_i e^{-\lambda t}) > \frac{1}{2}$ and downward trends are associated with $\tilde{F}(z_i e^{-\lambda t}) < \frac{1}{2}$. These different shapes allow us to separate $\tilde{F}(z_i e^{-\lambda t})$ from $m_{t,i}$.

Define $R_{it}^+ = \frac{1+\sqrt{1-4\frac{m_{t,i}}{\alpha}}}{2}$ and $R_{it}^- = \frac{1-\sqrt{1-4\frac{m_{t,i}}{\alpha}}}{2}$. These are the two roots to the equation (2.9) for $\tilde{F}(.)$. 
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If $m_{t,i}$ is upward sloping, i.e. $\Gamma(m_{t+1,i} > m_{t,i} | m_{t,i}) > 0$ for all $t$, then $R_{it} = R_{it}^+$. 

If $m_{t,i}$ is downward sloping, i.e. $\Gamma(m_{t+1,i} < m_{t,i} | m_{t,i}) > 0$ for all $t$, then $R_{it} = R_{it}^-$. 

If there exists a turning point $n$ such that before the turning point, $m_{t,i}$ increases with $t$ and after the turning point $m_{t,i}$ decreases with $t$, then $R_{it} = R_{it}^+$ for $t$ before $n$ and $R_{it} = R_{it}^-$ for $t$ after $n$. 

Then we identified $\tilde{F}(z_i e^{-\lambda t}) = R_{it}[7]$. 

![Figure 2.4: Identification of $R_{it}$.](image)

If we observe $A \rightarrow B \rightarrow D$, then we can identify $\tilde{F}(z_i e^{-\lambda t})$ correctly along the path by finding $R_{it}$. 

2.4.3.3 Identifying $\tilde{F}(z)$ and rate of obsolescence $\lambda$

Lemma 3. If there is some identified interim object $R_{it}$ such that $R_{it} = \tilde{F}(z_i e^{-\lambda t})$ and $\alpha$ is known, then $\tilde{F}(z)$, $\lambda$ are identified.

In period 0, $\tilde{F}(z_i) = R_{i0}$. The density of $R_{i0}$ coincides with $\tilde{f}(z)$ and $\tilde{F}(z)$ is identified.

For $t > 0$ we use the inverse of $\tilde{F}$ and take log

$$\log(z_i) - \lambda t = \log(\tilde{F}^{-1}(R_{it}))$$  \quad (2.10)

We assume $dt$ is small enough in the data.
λ is identified.

Essentially this is a nonseparable mixture model and a classic strategy could be found in Matzkin (2003)\textsuperscript{[Mat03]}. The intuition is that with an adequate choice of normalization, for some fixed \( \hat{t} \) the variation in \( R_{i,\hat{t}} \) will be the variation of \( z_i \), and then both the distribution of \( z_i \) and \( \tilde{F}(.) \) are identified.

This completes the identification steps.

2.4.4 Construction of the likelihood in the first step

For each period \( j \), if the observed received citation for patent \( i \) is \( y_{ij} \) and its knowledge level is \( z_i \), then this probability is

\[
P_{ij}(y_{ij}|z_i) = e^{\alpha(\tilde{F}(z_ie^{-\lambda_j}))(1-\tilde{F}((z_ie^{-\lambda_j})))[\alpha(\tilde{F}(z_ie^{-\lambda_j}))(1-\tilde{F}((z_ie^{-\lambda_j})))]y_{ij}}
\]

. For the entire history of the \( T \) observation periods, we get \( \prod_{j=0}^{T-1}P_{ij}(y_{ij}|z_i) \). However, we don’t observe \( z_i \), this knowledge level is the object we try to infer. By our assumption (5), the distribution of \( z \) is the same as \( \tilde{f}(z) \). Then the probability of the observations for \( i \) becomes

\[
P(y_i) = \int \prod_{j=0}^{T-1}P_{ij}(y_{ij}|z)\tilde{f}(z)dz, \quad (2.11)
\]

and the log likelihood function is

\[
P(y) = \sum_i \log(P(y_{ij})). \quad (2.12)
\]

We find \( \hat{\mu}(z), \hat{\alpha}, \hat{C} \) and \( \hat{\lambda} \) to maximize the log likelihood function (2.12). We use method of sieves (\textit{hermite polynomials}) to approximate \( \frac{1}{\mu(.)} \equiv [\sum_{k=0}^{\infty} \beta_k h_k(z)]^2: \tilde{F}(z) = \frac{1}{1+e^{\alpha f^2[\sum_{k=0}^{\infty} \beta_k h_k(z)]^2}ds} 
\]

and use the information criterion to determine the order of \( k \). The use of orthogonal basis polynomials as sieves was introduced in Gallant and Nychka (1987)\textsuperscript{[GNS7]} as a sieve estimator\textsuperscript{8}. Under some mild conditions on the local boundedness of the gradient function of

\textsuperscript{8}Chen (2007)\textsuperscript{[Che07]} summarizes the major methods and applications.
the likelihood, the likelihood function and the score function are continuous in the estimators. Then the maximum likelihood estimator is consistent. We use delta methods to give confidence intervals. Chen et al. (2014) (CLS14) and Chen and Liao (2014) (CL14) provide the analysis for the asymptotics of the plug-in sieve estimators.

Cermaon and Johansson (2004) (CJ04) and Gurmu et al. (1998) (GRS98) applied a similar technique in a Poisson mixture setup. In those flexible models, they used a candidate density and adjusted it with quadratic polynomial basis functions to semiparametrically estimate the Poisson mixture. In our setup, the density form is parametric up to the knowledge of \( \frac{1}{\mu(z)} \).

2.4.5 The second step estimation

We plug the estimates of \( \hat{\mu}(z) \) into the second step by equations (2.6) and (2.7). We use the delta method to calculate the confidence interval.

If there are no explicit solutions to the inverse optimal control equation, we can express the derivative of the value function by sieve estimates. Then the second step and the first step could be jointly estimated through Generalized Method of the Moments with two moment conditions: the inverse optimal control equation (2.6) and the law of motion equation (2.5). The sieve parameters of the equilibrium choice will be treated as first stage parameters and the value function parameters will be the second stage parameters (see Ackerberg et al. (2012) (ACH12)). The estimator has asymptotic normality.

2.5 Results

2.5.1 Summary of the data

In this section, the data is briefly introduced. The main data source used is the NBER Patent Data Project (PDP) dataset. It provides the patent data and the patent citation data from 1976 to 2006. We use the citations received (forward citations) as the dependent variable \( y_{it} \). There were approximately three million patents issued during this time period. We estimate the model by fixing a year cohort (year 1985). There were 67,405 granted
patents that received citations in this period. They are classified into six categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Total patents</th>
<th>Avg citations</th>
<th>std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical (excluding drugs)</td>
<td>13,502</td>
<td>10.32</td>
<td>1.1888</td>
</tr>
<tr>
<td>Computers &amp; Communications</td>
<td>6,954</td>
<td>17.92</td>
<td>1.8194</td>
</tr>
<tr>
<td>Drugs &amp; Medical</td>
<td>5,334</td>
<td>19.50</td>
<td>2.6461</td>
</tr>
<tr>
<td>Electrical &amp; Electronics</td>
<td>11,868</td>
<td>11.68</td>
<td>1.3085</td>
</tr>
<tr>
<td>Mechanical</td>
<td>15,007</td>
<td>9.17</td>
<td>0.9866</td>
</tr>
<tr>
<td>Others</td>
<td>14,740</td>
<td>10.33</td>
<td>1.1216</td>
</tr>
</tbody>
</table>

Table 2.1: Patents data in summary.

There is a significant amount of heterogeneity in citations received across patents. Table 2.1 summarizes the average total citations received and the standard deviation within each category. Patent citations in each category show a 5-10\% variation.

We focus on the chemical patents, which is the largest category. In Figure 2.5, we plot the average citation of the chemical patents over time, which is represented by the blue bar.
charts. The red dashed line is the standard deviation of the citations. The average citations received show a hump-shaped change over time, which motivates the diffusion curve type regression in Caballero and Jaffe (1993) ([CJ93]) at an aggregate level. The time pattern of the standard deviations among citations received also shows a hump shape over time. This pattern suggests that the differences in the levels of knowledge in patents are reflected over time. Thus the panel data provides a source to estimate the distribution of knowledge.

2.5.2 Results

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Standard deviation</th>
<th>Huber robust standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.3954</td>
<td>0.0054</td>
<td>0.0043</td>
</tr>
<tr>
<td>$C$</td>
<td>0.9007</td>
<td>0.1516</td>
<td>0.5451</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.1286</td>
<td>0.0084</td>
<td>0.0043</td>
</tr>
</tbody>
</table>

Table 2.2: Estimation Results.

Table (2.2) summarizes the major estimation results for the meeting intensity $\alpha$, constant $C$, and discount rate $\lambda$. A smaller value of $C$ means the degenerate mass at the lower bound is smaller. The estimated rate of obsolescence $\lambda$ is about 12% per year. This is within the range of findings from Caballero and Jaffe (1993) ([CJ93]), which is around 8% to 16% per year. Similar to their framework, creative destruction in our model is related to the profit size. When the profit margin is larger, the incentive to innovate is stronger and the speed of obsolescence is faster. In contrast to their framework in which learning only affects the innovation technology, learning in our model contributes to the creative destruction directly in our environment. A stronger learning process increases the replacement effect. A second difference from their framework is that we study the heterogeneity of individual knowledge levels while they studied the aggregate pattern of the data. Some individual heterogeneity might be attributed to the rate of obsolescence in the macro data in their environment. This estimated rate of obsolescence is higher than the result of 2% from the Lucas and Moll (2014) ([LM14]) calibration exercise, in which they link the rate to the GDP growth rate of
major OECD countries (including the U.S.).

Estimated density \( \hat{f}(z) \) is illustrated by the solid blue line and the 95% confidence interval by the red dotted line.

Figure 2.6: Estimated density.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>lower bound</td>
</tr>
<tr>
<td>25</td>
<td>lower bound</td>
</tr>
<tr>
<td>50</td>
<td>1.0339</td>
</tr>
<tr>
<td>75</td>
<td>1.4788</td>
</tr>
<tr>
<td>mean</td>
<td>1.7156</td>
</tr>
<tr>
<td>95</td>
<td>2.64</td>
</tr>
</tbody>
</table>

Table 2.3: Dispersion of z.

The distribution of knowledge is similar to a Pareto distribution. There is over dispersion and the mean/median ratio for the knowledge level is 1.66. This dispersion is lower than some earlier empirical findings from Serrano (2010)\(^\text{(Ser10)}\), Pakes (1986)\(^\text{(Pak86)}\) or Bessen (2008)\(^\text{(Bes08)}\) that suggest a mean/median ratio between 4 to 11. In these findings, the mean/median ratio is in patents’ value. If we enrich the environment and the curvature of
profit $\pi'(z)$ is steep, then the dispersion of $v(z)$ will be much larger than the dispersion in $z$. (See Appendix A.2.12)

### 2.5.3 Growth decomposition

We define the following growth decomposition by dividing both sides of the law of motion equation (2.5) by $z$ and rearranging terms

$$\lambda \tilde{f}(z) = \alpha \frac{\tilde{F}(z)(1 - \tilde{F}(z))}{z} + \frac{\bar{\mu}(z)}{z} \tilde{f}(z).$$

Integrating over entire $z$, we have

$$\lambda = \alpha \int \frac{\tilde{F}(z)(1 - \tilde{F}(z))}{z} dz + \int \frac{\bar{\mu}(z)}{z} \tilde{f}(z) dz.$$ 

If we define $\frac{\bar{\mu}(z)}{z}$ as the innovation rate, then the first term on the right represents the contribution to growth by learning, and the second term is the contribution by innovation. The estimated growth rate $\lambda$ on the left is 12.86%, and the second term on the right is around 12.75%. This means the direct contribution of innovation to growth is 99%. However, there is an indirect channel that is ignored in this direct calculation: learning opportunities affect the value function through $\alpha \int [v(z') - v(z)] f(z') dz$ and provide extra incentives to innovation. The size of this indirect channel depends on the specification of the profit function. In the current setting in which $\tilde{\pi}'(z) = z^{\frac{5}{2}}$, this indirect effect is about 0.7% of economic growth.
Figure 2.7: Innovation rate.

Estimated innovation rate \( \frac{\hat{\mu}(z)}{z} \) is illustrated by the solid blue line and the 95% confidence interval by the red dotted line.

2.5.4 Inferred equilibrium cost of innovation and value function

We fix \( \bar{\pi}'(z) = z^{\frac{2}{3}} \) and plug the estimated \( \hat{\mu}(z) \) to the second step algorithm through equations (2.6) and (2.7). The second-order derivatives change sign. There is non-concavity in the value function and non-convexity in the cost function in the agent’s level of knowledge.

\[ \text{When we adjust } \bar{\pi}'(z), \text{ the result for other } \bar{\pi}'(z) \text{ shows revenue function might become flatter, but the qualitative result holds. One might use other data source to quantify the shape of the } \pi'(z) \]
Figure 2.8: First-order derivatives of the cost of innovation and the value function. Estimated derivative of the cost function $\bar{\Psi}(\bar{\mu}(z))$ and value function $v(z)$ is illustrated by the solid blue line and the 95% confidence interval by the red dotted line.

However, this result is sensitive to the initial value of $v'(0)$ and $\Psi'({\bar{\mu}}(0))$. When $v'(0)$ is larger, we have $v(z)$ is concave in $z$.

Figure 2.9: First-order derivatives of the cost function and the value function when $v'(0)$ is larger. Estimated derivative of the cost function $\bar{\Psi}(\bar{\mu}(z))$ and value function $v(z)$ is illustrated by the solid blue line and the 95% confidence interval by the red dotted line.

If one needs to identify the entire cost function, one might impose extra exclusion re-
striction and then plug the equilibrium \( \hat{\mu}(z) \) into the second step of the standard two-step estimator such as B.B.L..

### 2.5.5 Citations over time

In Abrams et al. (2014)\(^{(AAP14)}\), the researchers documented that there is an inverted-U shape relationship between the lifelong patent citations and the patent value. They explained this fact by a non-monotone relationship between the patent value and the knowledge (quality) level in the patent. A higher level patent has more lifelong citations but not necessarily more value. There are two reasons why a patent would have a higher value. First a patent opens a new research area and secondly, a patent significantly increases competitors’ entry costs. The first effect receives more citations while the second effect decreases the citations.

We explore another mechanism in which this non-monotone relationship could be explained by a non-monotone relationship between patent quality and patent citations over time. It allows for a monotone relationship between patent quality and value. When a technology is relatively advanced, it can inspire many followers. It is also true that for these followers it is harder to make "real and significant" improvement beyond this technology and create citations. As the economy moves forward, the relative knowledge level in the patent shrinks due to creative destruction. The citation rate \( m_{ti} \) will move along the citation rate curve to the left (\( m_{ti} = \alpha \hat{F}(z_i e^{-\lambda t}) (1 - \hat{F}(z_i e^{-\lambda t})) \)) over time (in Figure 2.5.5). There are less followers but the probability of making improvement is higher. For patents with higher knowledge levels, this process shows the hump-shaped marginal diffusion rate presumed in the empirical patent literature. In this environment, the cross sectional pattern is the same as the time series pattern. The lifelong citations of a patent also shows a hump-shape in its knowledge level. This holds in our environment especially for a smaller \( C \). For instance, in Figure 2.12, we plotted the cross section citation rate curve in year 2 (thin line), year 5 (dash line) and year 8 (thick line). For patents with level of 3.3, the expected citation rate first increases in year 5 (solid arrow) and decreases in year 8 (dashed arrow). For patents with level of 2.1, the expected citation rate decreases monotonically.
Figure 2.10: Estimated citation rate.
Estimated citation rate in blue solid line, 95% confidence interval in red dash line.

Figure 2.11: Citations received over time.
The citation rate increases first and then decreases for some quality range \((z = 3.3)\) over time.

For lower level \((z = 2.1)\), the citation rate decreases over time.
2.6 Conclusion

Before we drew the conclusion, it worths mentioning the limitation of using patent citation data. There is disincentive for generating patent citations due to financial reasons and non patent referencing such as articles might offer better measurement for learning as argued in Roach and Cohen (2013) [RC13]. The role of learning might be underestimated. It would be interesting to compare the results using non patent references in future.

In this paper, we identified and estimated the cost of innovation in an endogenous growth framework with technology diffusion. We also provided suggestive evidence on the relative contributions to growth by learning and innovation.

The two-step algorithm presented in this paper is the first estimator of this class of continuous time macroeconomic models that has recently emerged. This class of models has been used to study the interactions among heterogeneous agents, consumers and firms. They have addressed some important cross-sectional questions regarding wealth distribution across households, capital and employment reallocation across firms and knowledge diffusion...
among agents in an economy. Analytical results from these models make comparative statics more tractable.

These models consist of a value function of individual choice (Hamiltonian-Jacobian-Bellman Equation as equation (2.1)) and a law of motion equation (Boltzman, Fokker-planck, Fisher-KPP equation as equation (2.2)), which describes the evolution of the distribution of the state variables. Achdou et al. (2014) (ABL14) has a more detailed review of the standard setups. By studying the inverse problem of each equation, one can identify and estimate deep parameters such as cost function or utility function from the observed macro distribution or reconstruct them non-parametrically. In the appendix, we show similar steps can be applied to the Luttmer (2007) (Lut07) firm dynamic model, the original Lucas and Moll (2014) (LM14) knowledge diffusion model, and an extension of the current model with Brownian motion. Applications to the continuous time finance literature is another area to explore.

The advantage of this approach is the direct identification through reconstruction. It exploits the optimality condition and the relationship between individual choice and the macro distribution. This approach avoids the traditional simulation of the agents to match certain moments in the economy. We show how to reconstruct the objects of interest directly from the data non-parametrically. This allows for a better fitting of the data as well as a flexible structure to accommodate heterogeneity. One of the limitations of this approach is the strong assumption of the large population interaction and the random walk structure. If there is enough micro-level data, direct estimation of the individual policy function can validate the results. A second limitation is the small number of the choice variables that can be reconstructed. With a one dimensional law of motion equation and some further conditions, two elements could be reconstructed in some cases. With a high dimensional law of motion equation, it is relatively easier to reconstruct more elements. A third limitation is that we only consider the distribution and the value function on the balanced growth path. This reduces the partial differential equations to ordinary differential equations. The

\footnote{Entry and exit can be modeled as a separate source term in the law of motion equation of the macro distribution.}
uniqueness and existence of the inverse reconstruction is easier to show. The case of the partial differential equation requires more advanced treatments to reconstruct the element. This is an interesting direction for future research.

One important piece of the heterogeneous models in macroeconomics is the dynamic choice problem of the agents where they differ by their states. Those models are often calibrated against macro level data. On the other hand, the identification and estimation of single agent dynamic choice problem have been well studied in empirical IO literature. The difference between the macroeconomic version and the empirical IO version is that in macro models, the distribution of the heterogeneity is an equilibrium object that affects the individual choice, while in empirical IO this information is often discarded by the availability of micro level data. This paper studies the mapping between the individual choice at the micro level and its distribution at the macro level. Under certain conditions this mapping is invertible meaning that one can recover the individual choice from the macro distribution. Then estimation method in empirical IO could be naturally extended to macroeconomic frameworks. This could provide semiparametric or nonparametric identification and inference to heterogeneities in macroeconomic models. Given its similarity to the dynamic discrete choice models, we expect that more insights from empirical IO literature could be utilized in this class of models.
CHAPTER 3

Income and wealth distribution

3.1 Introduction

What drives wealth inequality? Wealth distribution and its dynamics have been a central topic in economics. In this paper, I present a simple framework where the wealth distribution is driven by the precautionary savings of the agents in the incomplete financial market. With some degree of abstraction, this captures the basic features of the consumption saving tradeoff. This is driven by two forces, namely a risky income process and the consumption smoothing motive in the incomplete financial market. Within this framework, I examine which features of the income process and utility function contribute more to the precautionary saving decision and drive the income wealth distribution.

If agents exhibit much heterogeneity in their underlying income processes, the aggregate wealth distribution will be affected. Imagine that the higher income agents have better access to social resources and continue to have a high income profile with relatively higher variances and if the marginal utility of wealth does not fall fast enough, their wealth will continue to grow due to precautionary saving. Thus inequality gap becomes larger. However, if the income process has a strong mean reverting effect and the income uncertainties faced by agents are similar, together with a flat marginal utility function, the wealth inequality will shrink. It is clear from this example that three things matter: the degree of autocorrelation of the income process, the uncertainty associated with the income process, and the relative level and curvature of the utility function. My paper will address these three factors and their empirical importance.

The model will be a continuous time version of Aiyagari (1994)’s model consisting
of heterogeneous agents with different wealth and income levels. They have access to one risk free asset, namely saving. Saving pays interest at a constant rate. Following Aït-Sahalia (1996)\cite{Ait96}’s approach, the distribution function plus estimation of first moments of the saving and income from the panel data will provide the estimates of implied local variance of the income process. In a second step the utility function could be recovered semi-nonparametrically. The recovered local volatility shows large variations between different wealth and income percentiles.

In the extended model, I also compare it with other formulations of the income process and consider the impact from higher moments. If the income uncertainty is significantly different from the log normal distribution, then incorporating higher moments would be important to better characterize the income process.

The results show that the income process is deviates substantially from the traditional log normal assumption and information up to first three moments of the income process is important in explaining the cross-sectional differences in the saving rate. Risk aversion is not constant and varies across wealth level and consumption.

Previous research has provided some evidence concerning the income process and most recently Guvenen et al (2015)\cite{GKO15} provided a thorough examination of the income process from US social security data and revealed rich heterogeneity of the income process. This is important in understanding the heterogeneity in the saving process. In the paper they examined the life-cycle property and the conditional skewness and kurtosis from the panel structure. They discovered the asymmetric shift of the skewness of the labor income in the business cycles. My paper focuses on how these moments affect the joint wealth income distribution. Using similar data, Schimdt (2014)\cite{Sch15} proposed an affine model in relating the income risk and some other indexes. My work is closely related in the sense that I will examine the income process and their moments implications for the precautionary saving.

In the incomplete financial market, saving is a primary tool to hedge against income and other sources of shocks. Wealth consequently correlates closely with the income process. Bewley (1977)\cite{Bew77}, Hugget (1993)\cite{Hug93} and Aiyagari (1994)\cite{Aiy94} models started
this line of research. Castañeda, Díaz-Giménez and Ríos-Rull (2003) (CDR03) calibrate a
detailed model using a similar dataset and target the Lorenz curve of income and wealth
distribution. Rather than targeting the percentiles, I will show how the income process might
contribute to the cross sectional wealth difference through savings using the income wealth
distribution as input. The continuous time modeling was adopted from the continuous time
macroeconomics frameworks initiated by Lucas and Moll (2014) (LM14) and Lions and Larsy
(2006) (GLL). \footnote{It allows sharper characterization of the transitional process.}

It is worth mentioning that several other forces have been proposed to explain both the
inequality and its trend. Among them, entrepreneurship is influential. Business owners have
different incomes than employees. They can utilize the ownership as a saving tool. Cagetti
and De Nardi (2005) (CD05) studied the career choice and income distribution of workers and
firm owners. Quadrini (2000) (Qua00)’s survey paper and recently Buera’s (2009) (Bue09)
survey paper provided summaries along this direction. These authors also suggest that
high saving is associated with entrepreneurship behavior, either by initial investment or as
collateral due to borrowing constraints. Meanwhile, some of the risks might be shared by
the employees as well. (Zhang’s (2014) (Zha14) provides an illustration).

Different levels of wealth may also mean different capability in acquiring financial assets
for hedging or investment purposes. Wealthier families might benefit from more complicated
asset portfolios and have much lower total risks. My paper does not address career choice
or access to financial market directly, but the the process and distribution will be dependent
on the wealth level. Finally, bequest motive is also beyond the discussion of this paper.

The paper is organized as follows: In section 3.2 I will present the simple baseline model
and the estimation procedure. Section 3.3 provides a summary of the data and estimates
the baseline model, while section 3.4 describes some extensions. Section 3.5 estimates the
utility. Section 3.6 calculates the risk premium. Section 3.7 concludes.

\footnote{see Achdou et al. (2014) (ABL14) for a detailed description.}
3.2 A saving problem

3.2.1 Model

I adopt the continuous time framework for its convenience in exhibition. I start with the baseline model where income is log normal. In continuous time, this means that the income follows geometric Brownian motion. This log normality assumption has been adopted in many previous analysis for its tractability.

Agents receive salaries at rate $w_t$ where $w$ is the economy-wide wage rate and $z_t$ is the productivity (efficient labor unit) of the agent in the period. Since $w$ would be normalize to 1, $z$ also represents the labor income. The income evolves according to:

$$dz_t = \mu(a_t, z_t)z_t dt + \sigma(a_t, z_t)z_t dW_t,$$

(3.1)

where $\mu(a_t, z_t)z_t$ is the drift of the productivity changes and $\sigma(a_t, z_t)z_t$ is the standard error of the volatility experienced by the agent with wealth level $a_t$ and income level $z_t$. This models that each agent will experience some shocks to productivity and resulting changes to income flow. It is important here that the drift term and the volatility term both depend on the net wealth level. In Buera (2009) (Bue09) and Cagetti and De Nardi (2005) (CD05), they examined the channel where wealth affects the entrepreneurship choice through the borrowing constraint. Then different career implies different income level. Although I did not take the career choice into direct consideration, this formulation potentially captures how different wealth levels might affect income opportunities.

Agents can only save their income at rate $r$ given by the market. The saving/net wealth $a_t$ thus follows:

$$da_t = (w_t z_t + ra_t - c_t)dt,$$

(3.2)

where $z_t + ra_t - c_t$ represents the labor income and interest earned minus consumption. We define $s(a_t, z_t) \equiv (z_t + ra_t - c_t)$.

If we denote the $\hat{\cdot}$ variables as the log transform of the original variables, then, for example
\( \dot{z} \equiv \log(z) \) and \( \dot{a} \equiv \log(a) \). With a bit abuse of the notation, \( \mu(.,.) \) and \( \sigma(.,.) \) will represent the log case as the following:

\[
\begin{align*}
\dot{z} &= [\mu(\hat{a}, \hat{z}) - \frac{1}{2} \sigma^2(\hat{a}, \hat{z})]dt + \sigma(\hat{a}, \hat{z})dW \\
\dot{a} &= \frac{s(\hat{a}, \hat{z})}{\exp(\hat{a})}dt
\end{align*}
\]

Agents are ex ante identical except for their wealth and income levels. They maximize their expected utility function \( \mathbb{E} \int_0^\infty e^{-\rho s} u(c_s)ds \) by choosing the consumption and saving given the income and net wealth, where \( u \) is the flow utility and \( \rho \) is the discount factor. Using Ito’s lemma, the Hamiltonian-Jacobian-Bellman (H.J.B.) equation becomes

\[
\rho v(\hat{a}, \hat{z}) = \max_{c_t} \ u(c_t) + \partial_a v(\hat{a}, \hat{z}) s(\hat{a}, \hat{z}) + \partial_z v(\hat{a}, \hat{z}) [\mu(\hat{a}, \hat{z}) - \frac{1}{2} \sigma^2(\hat{a}, \hat{z})] + \frac{1}{2} \partial_{zz} v(\hat{a}, \hat{z}) \sigma(\hat{a}, \hat{z})^2. \tag{3.5}
\]

Using the framework of Meanfield games by Lasry and Lions (2006) (GLL) and Lucas and Moll (2014) (LM14) the law of motion equation could be summarized by the Kolmogorov forward equations as

\[
0 = -\frac{\partial}{\partial a} g(\hat{a}, \hat{z}) \frac{s(\hat{a}, \hat{z})}{\exp(\hat{a})} + \frac{\partial}{\partial z} g(\hat{a}, \hat{z}) ((\mu(\hat{a}, \hat{z}) - \frac{1}{2} \sigma^2(\hat{a}, \hat{z}))) + \frac{1}{2} \frac{\partial}{\partial z^2} g(\hat{a}, \hat{z}) \sigma^2(\hat{z}), \tag{3.6}
\]

where \( g(.,.) \) is the joint distribution. In the stationary case, the left hand side is the derivative to the time change and would be 0.

Before introducing the equilibrium, I will explain the meaning of this law of motion equation. The change in the density consists of two parts, as follows: the change in wealth through saving (the first term) and the stochastic change in the income (the last two terms). These should cancel out in the stationary case. In the discrete case, one encounter the law

\footnote{There were not many agents with negative netwealth in the data and thus they were dropped; we can set the borrowing constraint at a positive number very close to 0.}
of motion equation in the form $g_{t+1} = Tg_t$, where subscript $t$ denotes the time period. $T$ is the transitional matrix. Intuitively, one can expand $g_t$ to the second order using $g_{t+1}$ as the base. This results in the law of motion equation (3.6)\footnote{One might intend to expand $g_{t+1}$ to the second order using $g_t$ as base. However, if time runs forward, future states are unknown and today’s states are known. Thus, one would expand today’s distribution rather than tomorrow’s distribution. Details can be found in section 3.4.}

The first order condition with $c$ becomes:

$$u'(c_t) = -\frac{1}{\exp(\hat{a})} \partial_a v(\hat{a}_t, \hat{z}_t) \partial_c s(\hat{a}_t, \hat{z}_t)$$ \hspace{1cm} (3.7)

In discrete case the F.O.C. would not bind for some low net wealth ($\hat{a}$) agents, since they become borrowing constrained. In the continuous type case, the F.O.C. always holds.

### 3.2.2 Equilibrium

Equilibrium definition: A stationary equilibrium is defined by $r, \hat{a}$, and the distribution $g^*(\hat{a}, \hat{z})$, and optimal saving rule $s^*(\hat{a}, \hat{z})$.

Given $r, a$, and $z$, $s^*(\hat{a}, \hat{z})$ maximizes the utility function, and given the optimal $s^*(\hat{a}, \hat{z})$:

$$r = \partial_K F(K, 1), \hspace{1cm} (3.8)$$

where

$$K = \int_{\hat{z}}^{\hat{z}} \int_{\hat{a}}^{\hat{a}} \exp(\hat{a}) g^*(\hat{a}_t, \hat{z}_t), \hspace{1cm} (3.9)$$

and the joint density $g^*(\cdot, \cdot)$, satisfies the Kolmogorov forward equation (3.6).

### 3.2.3 Estimation procedure for the baseline model

The estimation goal is to assess the features of the income process that are important in explaining the joint income wealth distribution. In the baseline model, the key features of the income process are the conditional mean and conditional volatility. I will recover the volatility suggested by (3.6) using the empirical conditional mean and empirical joint income wealth distribution. Then, this recovered volatility will be compared with the empirical
conditional volatility in the data. If the recovered volatility is in line with the data, then the income wealth distribution can be explained by heterogeneity in the income process in this simple environment.

This method was proposed by Aït-Sahalia (1996) to estimate the option volatility and option prices. In his paper, he used the panel data to estimate the drift. Estimated drift and marginal distribution were used in the law of motion equation to recover the implied volatility. In the current macroeconomics setting, this approach can single out the variance term directly without fully solving the model. This method also uses the entire distribution from the data rather than first or second moment only. In addition this inverting process will reveal dependence structure between the income process and wealth.

Suppose we have \( s(\hat{a}, \hat{z}), g(\hat{a}, \hat{z}), \) and \( \mu(\hat{a}, \hat{z}); \) then we can solve for \( \sigma(\hat{a}, \hat{z}) \) by integrating both sides of (3.6) once with \( \hat{z}. \) It then becomes a first order differential equation of \( g(\hat{a}, \hat{z})\sigma^2(\hat{a}, \hat{z}) \) for fixed \( \hat{a}. \) Then, dividing the result by \( g(\hat{a}, \hat{z}) \) will give us \( \sigma^2(\hat{a}, \hat{z}). \)

In Aït-Sahalia’s original approach, he fits the parametric assumption on the drift \( \mu(\hat{a}, \hat{z}) \) and then plug the estimates into (3.6). Instead, I will estimate those elements nonparametrically to capture richer dependence structures in the data.

The idea behind this different approach was proposed in the seminal paper of Johannes (2003) (Joh04) (or see Gihkman and Skorohod (1972) (GS72)) in estimating the interest rate.

\[
\frac{1}{\Delta} E(d\hat{z}|\hat{a}, \hat{z}) = \mu(\hat{a}, \hat{z}) - \frac{1}{2} \sigma^2(\hat{a}, \hat{z}), \quad (3.10)
\]
\[
\frac{1}{\Delta} E(d\hat{a}|\hat{a}, \hat{z}) = \frac{s(a, z)}{exp(\hat{a})}, \quad (3.11)
\]
\[
\frac{1}{\Delta} E((d\hat{z})^2|\hat{a}, \hat{z}) = \frac{2}{\Delta} E(d\hat{z}|\hat{a}, \hat{z})^2 + \sigma^2(\hat{a}, \hat{z}). \quad (3.12)
\]

The left handside expectations could be replaced by their empirical counterparts with

\footnote{The first term on the right hand side of the last equation is different from that in the original paper because the data have a longer horizon; thus \( d\hat{z} \) could not be ignored. This could be derived through a Taylor expansion or using Dynkin’s formula.}
local nonparametric regression equations. I will plug the nonparametric estimates (3.10) and (3.11) back into (3.6) and calculate the recovered local volatility $\sigma^2_{im}(\hat{a}, \hat{z})$ and then compare it with the nonparametric estimates in (3.12). If the two correlate well, then the model provides a reasonable framework in understanding in the income process and income wealth joint dynamics.

3.3 Data and estimation

3.3.1 Data description

The data comes from the Survey of Consumer Finance (SCF). One of the recent survey includes a panel data structure from 2007 to 2009. I will extract the income ($z$), saving/net wealth ($a$) then form the joint density $g(\hat{a}, \hat{z})$ of the net wealth and income. The total income is defined as the sum of primary earnings plus secondary earnings. The difference between total assets and debts is defined as the net wealth, where total assets includes liquid assets, home assets, business assets, lending, vehicles, IRA, life insurance, misc assets and Pension1. Total debts includes credits, loans and mortgage.

There are around 12,000 observations with sampling weights after imputation. I use the nonparametric method to estimate the densities. The nonparametric kernel density estimator of the marginal density of $m$ for $m = \hat{a}, \hat{z}$ is defined as $g(m) = \sum \frac{w_i}{\text{sum}(w_i)} K(\frac{m-x_i}{h})$ where $K$ is the gaussian kernel, $h$ is the bandwidth, and $x_i$ is the data. The bandwidth is chosen by the rule of thumb $\frac{4\frac{1}{3}\sigma n^{-\frac{1}{2(1+r)}}}{3}$ and $r = 3$ prepared for later calculations. The joint density is similarly defined using the product kernel.

The estimated results are as shown in Figure 3.1 and Figure 3.2.

---

5Bandi and Phillips (2003) [BP03] and Bandi and Nguyen (2003) [BN03] provides more detailed treatments using local time approach which provides similar estimation methods based on ergodicity.
3.3.2 Labor income

![Figure 3.1: Income distribution.](image)

Table 3.1: Statistics of the log total income.

<table>
<thead>
<tr>
<th>Name</th>
<th>log earnings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>9.158</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>2.752</td>
</tr>
<tr>
<td>Skewness</td>
<td>-1.068</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.276</td>
</tr>
</tbody>
</table>
### Table 3.2: Percentiles of the log total income, income level in parentheses.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Log Income</th>
<th>Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5.64</td>
<td>280</td>
</tr>
<tr>
<td>25</td>
<td>7.244</td>
<td>1,400</td>
</tr>
<tr>
<td>50</td>
<td>10.404</td>
<td>32,991</td>
</tr>
<tr>
<td>75</td>
<td>11.082</td>
<td>64,991</td>
</tr>
<tr>
<td>90</td>
<td>11.6</td>
<td>10,910</td>
</tr>
<tr>
<td>95</td>
<td>11.931</td>
<td>15,190</td>
</tr>
<tr>
<td>99</td>
<td>12.96</td>
<td>425,070</td>
</tr>
</tbody>
</table>

3.3.3 Net wealth

![Figure 3.2: Net wealth distribution.](image-url)
In both graphs, data are in the blue line. The green line represents the normal distribution with the same mean and variance. Both log income and log net wealth skewed to the right. The log net wealth shows a fat tail. Both log earnings and log net wealth shows a negative skewness and a kurtosis greater than 3. This negative skewness and excess kurtosis have been documented in the Guvenen et al. (2015)\(^6\)\(^{(GKO15)}\). Castañeda, Díaz-Giménez and Ríos-Rull (2003)\(^{(CDR03)}\) also used a stochastic efficiency labor framework to capture income volatility. In their calibration, there were four levels of efficiency namely 1, 3.15, 9.78, 1,061, and the distribution decreased monotonically. In their calibration, the skewness was 1.0536 and kurtosis was 3.312\(^6\). The skewness in their finding was positive, which contrasted with recent findings. This might have occurred their calibration target is the inequality Gini coefficient and four quartiles rather than the transitional probability.

\(^6\)See Table 4 and Table 5 of their paper and transform to log efficiency labor unit.

---

### Table 3.3: Statistics of the log net wealth.

<table>
<thead>
<tr>
<th>Name</th>
<th>Log net wealth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>11.644</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.985</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.3940</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.345</td>
</tr>
</tbody>
</table>

### Table 3.4: Percentiles of the log net wealth, income level in parentheses.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Log net wealth</th>
<th>Net wealth</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>8.853</td>
<td>7,000</td>
</tr>
<tr>
<td>25</td>
<td>10.404</td>
<td>33,000</td>
</tr>
<tr>
<td>50</td>
<td>11.926</td>
<td>151,100</td>
</tr>
<tr>
<td>75</td>
<td>12.938</td>
<td>415,800</td>
</tr>
<tr>
<td>90</td>
<td>13.825</td>
<td>1,009,500</td>
</tr>
<tr>
<td>95</td>
<td>14.602</td>
<td>2,195,700</td>
</tr>
<tr>
<td>99</td>
<td>16.032</td>
<td>9,175,100</td>
</tr>
</tbody>
</table>
3.3.4 Estimation of the income process and saving rate

We start from the baseline model where income $z$ follows a Geometric Brownian motion. Then, we will enrich the process and show how this translates into saving behavior.

As mentioned previously, I will estimate the conditional first and second moments of $d\hat{z}$, and the conditional first moment of $d\hat{a}$, and implied variance $\sigma^2_{im}(\hat{a}, \hat{z})$.

We define the saving rate by savings denominated by the net wealth (e.g., $s(\hat{a}, \hat{z})$, which is the first moment of the change in log net wealth estimated in (3.11). The results are listed in Figure 3.3. Overall, the saving rate is very low for most of the agents. It decreases with the wealth level. However, during 2007-2009, most of the agents experienced the financial crisis, lost assets and reduced their savings. Within the wealth percentiles, the higher-income agents tend to save more.
In Figure 3.4 I plot the estimated first moment of $d\hat{z}$, and the change in the log income. Comparing to the calibration results in Castañeda, Díaz-Giménez and Ríos-Rull (2003) [CDR03] (in the right panel), where their income process only conditions on past income level, my estimates show a similar pattern up to around 50th percentile income level. Their calibrates show a different pattern for the high income agents.

Figure 3.3: Saving rates in the data.
Figure 3.4: First moment of $d\hat{z}$.

Figure 3.5 depicts the drift term $\mu(\hat{a}, \hat{z})$. For income levels below 13,360 there is very high heterogeneity. The 95th percentile wealth agents have a higher income growth. For higher income agents the mean reverting force is weaker and there is diverging income inequality.
In the following panels of Figures 3.6-3.7 I plot the implied volatility $\sigma_{im}(\hat{a}, \hat{z})$ (green dot) derived from the Kolmogorov equation, data (red line), and constant parametric estimation (blue dot).

Before showing these figures, what should be expected? If income process and its volatility could be fully captured by the first and second moments, then the recovered volatility calculated by \((3.6)\) should be very close to the second moments of $d\hat{z}$: $\sigma^2(\hat{a}, \hat{z})$. 

Figure 3.5: $\mu(\hat{a}, \hat{z})$. 
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Figure 3.6: Second moment of $d\hat{z}$ and implied volatility part 1.
Figure 3.7: Second moment of $d\hat{z}$ and implied volatility part 2.
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As shown in the graphs, the constant volatility estimation tends to capture the case for mid income agents. It overestimates the income volatility of high income agents and underestimate that of lower income agents.

The baseline model is able to reproduce the variance of the log income for relatively lower wealth and higher wealth agents. It follows the data closely for the 25th and 90th percentile wealth agents and is reasonably close for 75th percentile wealth agents. For the super wealthy agents, the baseline model does not produce enough volatility compared to the data. Since the normal distribution does not have strong fat tail, it might have poor prediction power to the rich high income agents.

Castañeda, Díaz-Giménez and Ríos-Rull (2003)\cite{CDR03} obtained an increasing conditional standard deviation, which supports the reasoning that high income agents have more volatility and save more. The nonparametric estimates, however, show a decreasing volatility. Similarly, if we examine the conditional skewness of the income, the level is roughly consistent for the highest efficiency level agent, though the cross sectional trend is different from the data. The Guvenen et al. (2015)\cite{GKO15} estimates also show a decreasing trend for the standard deviation.

![Figure 3.8: Comparison with previous studies.](image)

Figure 3.8: Comparison with previous studies.
3.4 Implication of higher moments

As shown in the previous section, the local log normal distribution neglected to capture some features of volatility in the income process. In particular, it did not generate enough volatility for high income rich agents and created too much volatility for the mid wealth agents. This led to the consideration of relaxing the log normal structure and incorporating higher moments. If large income shocks occur with a greater probability, this will be captured by the higher moments.

Recently, many authors in the literature have suggested that the distribution of log income changes has nonnormality feature that affects the skewness and kurtosis of the income process significantly. Guvenen et al. (2015) (GKO15) and Schimdt (2014) (Sch15) both studied this effect using the Social security data. Although the SCF data has a shorter panel with a lower frequency, it still generates some of these features.

![Figure 3.9: Transitional density of $d\hat{z}$](image)

If we examine the unconditional transitional density of the change in log income (shown in Figure 3.9) and compare it to a normal distribution with the same mean and variance, we find sharp differences between the two. The change in log income shows a much fatter tail in both tails. It also generates higher kurtosis than a normal distribution. In Appendix A.3.1, I present the comparison with estimates from Guvenen et al. (2015) (GKO15) on skewness...
and kurtosis.

I introduce two formulations to incorporate the effects of higher moments. The first adds more moments into the transitional process. In the Brownian motion setup, the Kolmogorov forward equation only contains the first and second moment of the income process. In the non-normal case more moments could be incorporated into the Kolmogorov forward equation and examined for their effects on the saving. Details are discussed in section 3.4.1.

The second alternative is the jump process. Income sometimes experiences larger deviations at a much lower frequency. This increases moment values at the tail and generates a greater impact on the saving rate because the change in marginal utility is bigger.

3.4.1 Higher-order effects

In this section, I provide an alternative framework which utilizes the moment conditions $E((d\hat{z})^n|\hat{a}, \hat{z})$. The probability density $g(x)$ follows:

$$g(x, t + \Delta t) = \int T(x, t + \Delta t|x', t)g(x', t), \quad (3.13)$$

$T$ is a transitional density from $x'$ at $t$ to $x$ at $t + \Delta t$. If we have all the moment conditions of the transitional density, then we can use inverse Laplace (Fourier) transform to derive the transitional density. With some manipulation\(^8\) we have:

$$\frac{\partial g(x)}{\partial t} = \sum_{n=1}^\infty \frac{(-1)^n}{n!} \frac{\partial^n}{\partial x^n} [M_n(x, t)g(x)], \quad (3.14)$$

where $M_n(x, t)$ stands for the conditional moments for the transitional densities and is defined by $M_n(x, t) = \int (x - x')^n T(x, t + \tau|x', t)dx'$. The law of motion equation used in section (3.2) is a special case of this expansion only up to two moments.

Setting the stationary condition $\frac{\partial g(x)}{\partial t} = 0$ and substitute in the moment conditions for

\(^7\)Here $x$ is a vector containing log net wealth and log income.

\(^8\)see Risken (1978)[Ris78] for details
changes in log income, we have:

$$\frac{\partial}{\partial \hat{a}}[g(\hat{a}, \hat{z})s(\hat{a}, \hat{z})/exp(\hat{a})] = \sum_{n=1} \frac{(-1)^n}{n!} \frac{\partial^n}{\partial \hat{z}^n}[E((d\hat{z})^n|\hat{a}, \hat{z})g(\hat{a}, \hat{z})].$$ \hfill (3.15)

To illustrate this effect, we can integrate both sides with respect to $\hat{a}$ and calculate the contribution of each term:

$$\frac{s(\hat{a}, \hat{z})}{exp(\hat{a})} = \sum_{n=1} \frac{(-1)^n}{n!} \int^\hat{a} \frac{\partial^n}{\partial \hat{z}^n}[(E(d\hat{z})^n|\hat{\tau}, \hat{z})g(\hat{\tau}, \hat{z})]d\hat{\tau}/g(\hat{a}, \hat{z}).$$ \hfill (3.16)

This shows how higher-order moments affect the saving rate. Since we truncate the infinite expansion using finite terms, we introduce the fitting coefficients $\beta_n(\hat{a})$. $\hat{a}$ is fixed at 25th percentile:

$$\frac{s(\hat{a}, \hat{z})}{exp(\hat{a})} - \frac{s(\hat{a}, \hat{z})}{exp(\hat{a})} = \beta_0 + \sum_{n=1} \beta_n(\hat{a}) \frac{(-1)^n}{n!} \int^\hat{a} \frac{\partial^n}{\partial \hat{z}^n}[(E(d\hat{z})^n|\hat{\tau}, \hat{z})g(\hat{\tau}, \hat{z})]d\hat{\tau}/g(\hat{a}, \hat{z})$$ \hfill (3.17)

First, I will present the results using only the first two moments without adjusting the coefficients.
Figure 3.10: Implied saving rate using the first two moments without fitting part 1.
Figure 3.11: Implied saving rate using the first two moments without fitting part 2.

Shown in the above two panels, the blue line is the difference in the saving rate between the target percentile net wealth agent and saving rate of the 25th percentile agents. The green dotted line is that suggested by the model using only two moments, without the fitting coefficients. The figures clearly shows that only two moments\(^9\) are not sufficient to explain the cross-sectional difference in the saving rate.

In Figure 3.12-3.13, I present the results of fitting in higher moments to predict the difference in the saving rate. The blue line is the saving rate data, and the light blue dotted

\(^9\)if the model contains only two moments like the log normal baseline, then there should be no fitting coefficients.
line represents using only first moments. The green dotted line represents using first two moments. The red dotted line represents using first three moments, and yellow dotted line represents using the first four moments.

Figure 3.12: Comparison different percentile net wealth agent part 1.
In Figure 3.6-3.7 we found that implied variance was far off for the 50th and 75th percentile net wealth agents. It is clear that the first two moments did not fully capture the income process for these agents. Adding in higher moments, especially the third moment, significantly improve the fitting. Overall, the first three moments captured important features of the income process to reproduce the saving rate, except for 75th percentile net wealth agents, where the fourth moment became important.

Indirect evidence could be obtained by regressing the saving rate on the empirical moments directly. In Table 3.5 I provide the regression results on the moments. This result is based on the pooled five imputes. Although significant in the pooled data, the second
moment becomes insignificant in some replicas.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>0.142</td>
</tr>
<tr>
<td></td>
<td>(8.87)</td>
</tr>
<tr>
<td>$[d\hat{z}]^2$</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>(3)</td>
</tr>
<tr>
<td>$[d\hat{z}]^3$</td>
<td>-0.016</td>
</tr>
<tr>
<td></td>
<td>(-5.83)</td>
</tr>
<tr>
<td>$[d\hat{z}]^4$</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>(-4.51)</td>
</tr>
<tr>
<td>$[d\hat{z}]^5$</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(5.53)</td>
</tr>
<tr>
<td>$[d\hat{z}]^6$</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>(5.07)</td>
</tr>
<tr>
<td>$[d\hat{z}]^7$</td>
<td>-0.000015</td>
</tr>
<tr>
<td></td>
<td>(-5.67)</td>
</tr>
<tr>
<td>$[d\hat{z}]^8$</td>
<td>$-3.07 \cdot 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>(-5.25)</td>
</tr>
<tr>
<td>$[d\hat{z}]^9$</td>
<td>$9.46 \cdot 10^{-8}$</td>
</tr>
<tr>
<td></td>
<td>(6.06)</td>
</tr>
<tr>
<td>$[d\hat{z}]^{10}$</td>
<td>$1.64 \cdot 10^{-8}$</td>
</tr>
<tr>
<td></td>
<td>(5.37)</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.198</td>
</tr>
<tr>
<td></td>
<td>(-18.77)</td>
</tr>
</tbody>
</table>

Table 3.5: Dependent variable: saving rate $\frac{s(\hat{a}, \hat{z})}{\exp(\hat{a})}$

3.4.2 A jump diffusion formulation

In this section, I will estimate the income process using the jump diffusion structure. The jump follows a poisson process at rate $\lambda(\hat{a}, \hat{z})$, where jump sizes $\xi$ satisfies the double
exponential distribution:

\[ p_1 \eta_1 e^{\eta_1 y} 1_{y < 0} + (1 - p_1) \eta_2 e^{-\eta_2 y} 1_{y > 0}. \]

This contains two asymmetric parts. If jumps upward, it follows exponential distribution with intensity parameter \((\eta_2)\). \(1 - P_1\) is the probability of jumping upwards. Similarly \(\eta_1\) and \(p_1\) is the parameters for jump down. Here, those parameters depend on \(\hat{a}, \hat{z}\).

The identification method is the same as the previous section where local conditional moments were used:

\[
\frac{1}{\Delta} E(d\hat{z}|\hat{a}, \hat{z}) = \mu(\hat{a}, \hat{z}) - \frac{1}{2}\sigma^2(\hat{a}, \hat{z}) + \lambda(\hat{a}, \hat{z})E(\xi)
\]

\[
\frac{1}{\Delta} E((d\hat{z})^n|\hat{a}, \hat{z}) = nE((d\hat{z})^{n-1}|\hat{a}, \hat{z})(\mu(\hat{a}, \hat{z}) + \frac{1}{2}\sigma^2(\hat{a}, \hat{z}))
+ \frac{n(n-1)}{2}E((d\hat{z})^{n-2}|\hat{a}, \hat{z})\sigma^2(\hat{a}, \hat{z})
+ \lambda(\hat{a}, \hat{z})(E(dz + \xi)^n - E(\xi)^n)
\]

\[ E(\xi^n) = p_1 k!(-1)^k \eta_1^{-k} + (1 - p_1) k! \eta_2^{-k} \]

Jump intensity and variance of jump sizes could be recovered using these relationships.

This distribution has been used previously by Kou (2002) (Kou02) and a similar version with the double Pareto distribution was proposed in Moll, Kaplan and Violante (2015) (MKV15). The double exponential distribution will generate a sharp shape in the middle part of transitional density. The asymmetric setup allows for different intensities for different jump directions.

Figure 3.14-3.16 illustrates the decomposition of the estimated second moment of the income into diffusion risk and jump risk. The red dotted line represents the jump risk \(\lambda(\hat{a}, \hat{z})Var(\xi)\). The blue line is the second moment which is the sum \(\sigma^2(\hat{a}, \hat{z}) + \lambda(\hat{a}, \hat{z})Var(\xi)\).
Figure 3.14: Volatility decomposition part 1.
Figure 3.15: Volatility decomposition part 2.
Jump risk accounts for 5% to 15% of the volatility for the less wealthy agents and around 20% of the volatility for the 50-90th percentile wealth agents. For the wealthy agents, the share of the jump risk is relatively small. This suggests that for most agents larger, less frequent deviations in the income process represents an important component in their income process. This type of risk is also harder to hedge. This is in line with the finding in the baseline log normal environment where the less wealthy and wealthy have more consistency between the recovered volatility and the data. If the jump component was misspecified as the variance in the log normal case, then the estimated variance in the log normal case was required to be large to account for these rare large jumps. Then overestimation of the
variances in the log normal case would be expected.

3.5 Utility estimation

The last important element in this simple environment that affects the saving dynamics is the utility function. In this simple environment saving is driven by precautionary motives by agents facing income volatility. Fixing the income process, the level of marginal utility and the degree of risk aversion (the curvature of the utility) function determine the saving behavior. A more risk averse agent would be more sensitive to income volatility by saving more. This translates more income inequality to wealth inequality. I discussed important features of the income process in previous sections. This section will estimate the utility functions that are consistent with the saving behaviors observed.

Traditionally, saving decision could be rationalized through the Euler equation for the H.J.B. equation derived by substituting the F.O.C. condition into the following condition:

\[
(r - r)v_{\hat{a}}(\hat{a}, \hat{z}) = \partial_{\hat{z}}v(\hat{a}, \hat{z})(\mu(\hat{a}, \hat{z}) - \frac{1}{2}\sigma(\hat{a}, \hat{z})^2)
+ \partial_{\hat{z}}v(\hat{a}, \hat{z})\frac{\partial(\mu(\hat{a}, \hat{z}) - \frac{1}{2}\sigma(\hat{a}, \hat{z})^2)}{\partial \hat{a}}
+ \partial_{\hat{a}}v(\hat{a}, \hat{z})(s(\hat{a}, \hat{z}) \cdot \exp(\hat{a})) + \frac{1}{2}\partial_{\hat{a}}v(\hat{a}, \hat{z})\partial(\mu(\hat{a}, \hat{z}) - \frac{1}{2}\sigma(\hat{a}, \hat{z})^2)
\]

and becomes the Euler equation:

\[
v_{\hat{a}}(\hat{a}, \hat{z}) = -E_t \int e^{-(r - r)s}[\partial_{\hat{z}}v(\hat{a}_s, \hat{z}_s)\frac{\partial(\mu(\hat{a}_s, \hat{z}_s) + \frac{1}{2}\sigma(\hat{a}_s, \hat{z}_s)^2)}{\partial \hat{a}}]d\hat{a}
- E_t \int e^{-(r - r)s}[-\frac{1}{2}\partial_{\hat{a}}v(\hat{a}_s, \hat{z}_s)\sigma(\hat{a}_s, \hat{z}_s)^2]d\hat{a},
\]

The marginal utility of an extra amount of consumption would affect the wealth today as well as the future income process. The two forces will balance in the equilibrium.

If we only consider up to two moments then we can solve \(v(\hat{a})(\hat{a}, \hat{z})\) for the observed
income process and saving behavior. In the higher moments case, the H.J.B. equation will be different.

\[
V(\hat{a}, \hat{z}) = U(c(\hat{a}, \hat{z})) + E \int e^{-\rho s}[V(\hat{a}_s, \hat{z}_s)|\hat{a}, \hat{z}]ds
\] (3.19)

The identification becomes more involved. Recently, Schrimpf (2012) discussed several identification requirements. However, the standard method in B.B.L. type two-step estimator still applies if discount factor and interest rate are known. See appendix A.3.2 for more details. We have

\[
V(\hat{a}, \hat{z}) = E \int e^{-\rho s}[U(\hat{a}_s, \hat{z}_s)|\hat{a}, \hat{z}]ds
\] (3.20)

The equilibrium expectation operator E (transitional matrix) is estimated from the data. The simulation takes following steps:

- First semi-parametrize \( U(c(\hat{a}_s, \hat{z}_s)) \).
- Simulate sequences of \( \hat{a}, \hat{z} \) and calculate \( V(\hat{a}, \hat{z}) \) according to (3.5). Taking the average will give us \( \hat{V}(\hat{a}, \hat{z}) \).
- Substitute \( \hat{V} \) into the F.O.C. equation

\[
U_c(c(\hat{a}, \hat{z})) = -\frac{1}{exp(\hat{a})}\partial_aV(\hat{a}_t, \hat{z}_t)\partial_c\hat{s}(\hat{a}_t, \hat{z}_t)
\]

- Find the parameters such that the difference in the F.O.C. is minimized.

To measure the curvature of the utility function, I adopt the standard relative risk aversion measure \(-\frac{U''(c)}{U'(c)}c\). I will let \( U(\ldots) \) satisfy \( U(c, \hat{a}) = R(\frac{c}{\hat{a}})\hat{a} \). I also impose the shape restrictions \( U_c(c, \hat{a}) \geq 0 \) and \( U_{cc}(c, \hat{a}) \leq 0 \) as in Beresteanu (2007) (Ber04). Finally \( \rho \) is set to be 0.05 as most previous literature. \( r \) is set to be 0.03 to match the 2007-2009 interest rate.

To make the comparison, I also estimate the utility function with a constant relative risk aversion (CRRA) utility function: \( U(c) = \frac{c^{1-\gamma}}{1-\gamma} \) for \( \gamma \neq 1 \) and \( ln(c) \) when \( \gamma = 1 \). \( \gamma \) is the degree of risk aversion. The estimated \( \gamma = 0.6254 \). This is lower than the range 1–4 used in
many studies. However, it is highly similar to the Hansen singleton’s (1983)\(^\text{Lar82}\)’s point estimate of 0.68-0.9\(^\text{10}\).

Figure 3.17 plots the estimated results of the degree of relative risk aversion. The non-parametric estimates show strong non-monotonicity. It is lower than the Hansen Singleton estimates except for the case when the consumption wealth ratio is close to 1 and extremely large values(>3). This is in line with the range in Hansen and Singleton’s (1983)\(^\text{Lar82}\) but lower than most calibration choices.

![Figure 3.17: Risk aversion](image)

3.6 Risk premium

We have already shown that higher moments are important in explaining saving. How much do these higher moments account for the risk premium? I use the Lucas (1987)\(^\text{Luc87}\)’s certainty equivalence definition, which specifies the percentage of the consumption an agent is willing to sacrifice to perfectly smooth the consumption. Following Guvenen et al. (2015)\(^\text{GKO15}\):

\[
U(c(1 - \pi)) = E(U(c(1 + \delta))),
\]

\(^{10}\)The confidence range is around 0-2 in Hansen and Singleton’s (1983)\(^\text{Lar82}\) result.
where $\pi$ is defined as premium, $\delta$ is the local shock for the consumption, and $\sigma^2$ is the variance of $\delta$. After Taylor expansion we have

$$\pi = -\frac{1}{2} U''(c,a) c \sigma^2 - \frac{1}{6} \frac{U^{(3)}(c,a)c^2}{U'(c,a)} \text{skewness} \ast \sigma^3 - \frac{1}{24} \frac{U^{(4)}(c,a)c^3}{U'(c,a)} \text{kurtosis} \ast \sigma^4$$  \hspace{1cm} (3.21)

The last two terms represent the contribution of the higher moment risk. In the constant relative risk aversion case $\frac{U''(c,a)c}{U'(c,a)} = -\gamma, \frac{U^{(3)}(c,a)c^2}{U'(c,a)} = (\gamma + 1)\gamma$ and $\frac{U^{(4)}(c,a)c^3}{U'(c,a)} = -2(\gamma + 1)\gamma$. I also plug in the semi-nonparametric estimates of the utility function. $dlnc \approx d\hat{a}$ if we consider saving rate is roughly constant through perturbation and the conditional variance, skewness, and kurtosis of the percentage change of consumption will be similar to that of the log net wealth $\hat{a}$. The $\sigma^2$ will be the local variance of $\hat{a}$.

Figure ?? presents the estimated results. Solid lines show the risk premium from the second moment. Dash-plus lines stand for the risk premium from the second and the third moment. The dash-dot lines are the risk premium from the second, the third moment and the fourth moment. The blue lines represent the semi-nonparametric utility estimates while green ones represent the CRRA utility function.
Figure 3.18: Risk premium part 1.
Figure 3.19: Risk premium part 2.
The second moment, which is the traditional risk aversion contributes most to the risk premium. The contribution from the higher moments is highly sensitive to the curvature of the utility function. This could be understood from equation (3.21). \( \frac{1}{n} \sigma^n \) decreases very rapidly. If the curvature term \( \frac{U''(c) c^{n-1}}{U'(c)} \) increases very rapidly and balances the previous term, then the higher moment is important as a source for the risk premium. The risk premium coming from the third moment is around 0.01% to 2%, contribution from the forth moment is around 0.2% to 0.5%\(^{11} \) in the nonparametric case. In the CRRA case, the degree of risk aversion is higher than the nonparametric estimate, resulting a higher risk premium and a larger effect. 0.1% to 0.6% from the third moment and 0.2% to 2.5% from the forth moment. Since \( \hat{a} \) and \( \hat{z} \) are correlated, the higher-order moments of log income process contributes to the risk premiums. This contribution is larger for the less wealthy agent, which confirms the earlier finding that non-normality feature is stronger for the less wealthy agent.

In Guvenen et al. (2015) \(^{11} \sigma \) is fixed to be 0.1 and skewness is -2 to 0, kurtosis is 3 to 30, which is from the income process. The utility function is chosen to be CRRA with degree of risk aversion of 10. Their result implies 400% increase in risk premium by incorporating the higher moments. This large increment is very sensitive to the high risk aversion. If the risk aversion is 0.6245 as in the SCF data, this increment reduces to 23%.

### 3.7 Conclusion

Income wealth dynamics is important in understanding inequalities in society. This paper addressed the basic forces that affects the saving choice, which in turn influences the income wealth joint distribution, namely the income process and marginal utility. I showed that higher moments of the income process are important in explaining cross-sectional saving behavior and income wealth joint distribution. Higher moments also provide extra source for risk premium.

To illustrate the main forces, production, firm ownership, and financial market were

\(^{11}\)except for some extreme region the premium is around 10%
excluded in this simple environment. It would be interesting to incorporate these factors and examine their effects with richer data and a richer framework in future.
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A.1 Appendix for chapter 1
Figure A.1: Keywords of the topics, part 1.
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<table>
<thead>
<tr>
<th>nanocrystal</th>
<th>gate</th>
<th>determining</th>
<th>composite</th>
</tr>
</thead>
<tbody>
<tr>
<td>nanocrystals</td>
<td>drain</td>
<td>measuring</td>
<td>matrix</td>
</tr>
<tr>
<td>core</td>
<td>transistor</td>
<td>measurement</td>
<td>fibers</td>
</tr>
<tr>
<td>shell</td>
<td>source</td>
<td>measured</td>
<td>fiber</td>
</tr>
<tr>
<td>semiconductor</td>
<td>channel</td>
<td>data</td>
<td>nanofibers</td>
</tr>
<tr>
<td>znS</td>
<td>region</td>
<td>determined</td>
<td>ceramic</td>
</tr>
<tr>
<td>cds</td>
<td>effect</td>
<td>step</td>
<td>nanocomposite</td>
</tr>
<tr>
<td>outer</td>
<td>dielectric</td>
<td>determine</td>
<td>polymer</td>
</tr>
<tr>
<td>population</td>
<td>semiconductor</td>
<td>function</td>
<td>material</td>
</tr>
<tr>
<td>iii-v</td>
<td>field</td>
<td>calculating</td>
<td>resin</td>
</tr>
<tr>
<td>qubit</td>
<td>particles</td>
<td>signal</td>
<td>cnt</td>
</tr>
<tr>
<td>superconducting</td>
<td>particle</td>
<td>frequency</td>
<td>cnts</td>
</tr>
<tr>
<td>junction</td>
<td>size</td>
<td>output</td>
<td>array</td>
</tr>
<tr>
<td>josephson</td>
<td>nm</td>
<td>amplitude</td>
<td>carbon</td>
</tr>
<tr>
<td>qubits</td>
<td>average</td>
<td>means</td>
<td>alignment</td>
</tr>
<tr>
<td>quantum</td>
<td>diameter</td>
<td>detecting</td>
<td>functionalized</td>
</tr>
<tr>
<td>state</td>
<td>fine</td>
<td>generating</td>
<td>comprising:a</td>
</tr>
<tr>
<td>loop</td>
<td>mu.m</td>
<td>feedback</td>
<td>template</td>
</tr>
<tr>
<td>computing</td>
<td>colloidal</td>
<td>detection</td>
<td>nanotube</td>
</tr>
<tr>
<td>mesoscopic</td>
<td>silica</td>
<td>vibration</td>
<td>arrays</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>memory</td>
<td>member</td>
<td>element</td>
<td>titanium</td>
</tr>
<tr>
<td>cell</td>
<td>movement</td>
<td>elements</td>
<td>copper</td>
</tr>
<tr>
<td>line</td>
<td>support</td>
<td>rare</td>
<td>aluminum</td>
</tr>
<tr>
<td>cells</td>
<td>mounted</td>
<td>earth</td>
<td>nickel</td>
</tr>
<tr>
<td>bit</td>
<td>stage</td>
<td>ribbon</td>
<td>iron</td>
</tr>
<tr>
<td>word</td>
<td>movable</td>
<td>structure</td>
<td>oxide</td>
</tr>
<tr>
<td>lines</td>
<td>actuator</td>
<td>electromechanical</td>
<td>cobalt</td>
</tr>
<tr>
<td>resistance</td>
<td>piezoelectric</td>
<td>arranged</td>
<td>zinc</td>
</tr>
<tr>
<td>write</td>
<td>mechanism</td>
<td>switching</td>
<td>silver</td>
</tr>
<tr>
<td>access</td>
<td>fixed</td>
<td>piezoelectric</td>
<td>metal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>31</th>
<th>32</th>
<th>33</th>
<th>34</th>
<th>35</th>
<th>36</th>
</tr>
</thead>
<tbody>
<tr>
<td>beam</td>
<td>gas</td>
<td>nanoparticles</td>
<td>nanowire</td>
<td>fullerene</td>
<td>composition</td>
</tr>
<tr>
<td>laser</td>
<td>reactor</td>
<td>nanoparticle</td>
<td>nanowires</td>
<td>fullerenes</td>
<td>weight</td>
</tr>
<tr>
<td>electron</td>
<td>reaction</td>
<td>metal</td>
<td>semiconductor</td>
<td>c.sub.60</td>
<td>total</td>
</tr>
<tr>
<td>focused</td>
<td>chamber</td>
<td>nm</td>
<td>growth</td>
<td>derivative</td>
<td>amount</td>
</tr>
<tr>
<td>ion</td>
<td>inert</td>
<td>gold</td>
<td>grown</td>
<td>molecules</td>
<td>percent</td>
</tr>
<tr>
<td>beams</td>
<td>pressure</td>
<td>precursor</td>
<td>p-type</td>
<td>atoms</td>
<td>oil</td>
</tr>
<tr>
<td>energy</td>
<td>plasma</td>
<td>size</td>
<td>growing</td>
<td>carbon</td>
<td>mixtures</td>
</tr>
<tr>
<td>directing</td>
<td>zone</td>
<td>inorganic</td>
<td>n-type</td>
<td>molecule</td>
<td>compositions</td>
</tr>
<tr>
<td>focusing</td>
<td>gaseous</td>
<td>silver</td>
<td>length</td>
<td>solvent</td>
<td>resin</td>
</tr>
<tr>
<td>source</td>
<td>hydrogen</td>
<td>organic</td>
<td>doped</td>
<td>molecular</td>
<td>wt</td>
</tr>
</tbody>
</table>
### Figure A.4: Keywords of the topics, part 4.

<table>
<thead>
<tr>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>pattern</td>
<td>quantum</td>
<td>polymer</td>
<td>temperature</td>
</tr>
<tr>
<td>mold</td>
<td>dot</td>
<td>copolymer</td>
<td>precursor</td>
</tr>
<tr>
<td>patterned</td>
<td>dots</td>
<td>monomer</td>
<td>heating</td>
</tr>
<tr>
<td>resist</td>
<td>emitting</td>
<td>block</td>
<td>powder</td>
</tr>
<tr>
<td>template</td>
<td>nm</td>
<td>polymeric</td>
<td>heated</td>
</tr>
<tr>
<td>patterning</td>
<td>barrier</td>
<td>polymers</td>
<td>heat</td>
</tr>
<tr>
<td>imprint</td>
<td>semiconductor</td>
<td>copolymers</td>
<td>mixture</td>
</tr>
<tr>
<td>substrate</td>
<td>active</td>
<td>monomers</td>
<td>atmosphere</td>
</tr>
<tr>
<td>lithography</td>
<td>zns</td>
<td>groups</td>
<td>hours</td>
</tr>
<tr>
<td>patterns</td>
<td>laser</td>
<td>polyethylene</td>
<td>period</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>37</th>
<th>38</th>
<th>39</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>nanotube</td>
<td>switching</td>
<td>ni</td>
<td>film</td>
</tr>
<tr>
<td>carbon</td>
<td>input</td>
<td>fe</td>
<td>thin</td>
</tr>
<tr>
<td>nanotubes</td>
<td>output</td>
<td>cu</td>
<td>films</td>
</tr>
<tr>
<td>structure</td>
<td>logic</td>
<td>pt</td>
<td>substrate</td>
</tr>
<tr>
<td>single-walled</td>
<td>terminal</td>
<td>pd</td>
<td>manufacturing</td>
</tr>
<tr>
<td>end</td>
<td>node</td>
<td>au</td>
<td>thickness</td>
</tr>
<tr>
<td>multi-walled</td>
<td>state</td>
<td>ti</td>
<td>crystal</td>
</tr>
<tr>
<td>length</td>
<td>terminals</td>
<td>mo</td>
<td>organic</td>
</tr>
<tr>
<td>diameter</td>
<td>channel</td>
<td>cr</td>
<td>formed</td>
</tr>
<tr>
<td>outer</td>
<td>communication</td>
<td>ag</td>
<td>silicon</td>
</tr>
</tbody>
</table>
Figure A.5: Keywords of the topics, part 5.

<table>
<thead>
<tr>
<th>recited</th>
<th>alkyl</th>
<th>agent</th>
<th>circuit</th>
<th>nucleic</th>
<th>etching</th>
</tr>
</thead>
<tbody>
<tr>
<td>assembly</td>
<td>formula</td>
<td>administering</td>
<td>integrated</td>
<td>molecule</td>
<td>layer</td>
</tr>
<tr>
<td>thermal</td>
<td>substituted</td>
<td>drug</td>
<td>conductor</td>
<td>binding</td>
<td>depositing</td>
</tr>
<tr>
<td>deposited</td>
<td>compound</td>
<td>delivery</td>
<td>chip</td>
<td>target</td>
<td>silicon</td>
</tr>
<tr>
<td>diamond</td>
<td>atoms</td>
<td>therapeutic</td>
<td>electronic</td>
<td>molecules</td>
<td>forming</td>
</tr>
<tr>
<td>substantially</td>
<td>independently</td>
<td>agents</td>
<td>device</td>
<td>bound</td>
<td>dielectric</td>
</tr>
<tr>
<td>disposed</td>
<td>aryl</td>
<td>effective</td>
<td>devices</td>
<td>dna</td>
<td>mask</td>
</tr>
<tr>
<td>pores</td>
<td>atom</td>
<td>pharmaceutical</td>
<td>plurality</td>
<td>acid</td>
<td>removing</td>
</tr>
<tr>
<td>thermally</td>
<td>hydrogen</td>
<td>pharmaceutically</td>
<td>conductors</td>
<td>complex</td>
<td>substrate</td>
</tr>
<tr>
<td>making</td>
<td>groups</td>
<td>administered</td>
<td>dielectric</td>
<td>oligonucleot</td>
<td>deposition</td>
</tr>
<tr>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nanostructure</td>
<td>direction</td>
<td>electrode</td>
<td>conductive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nanostructures</td>
<td>parallel</td>
<td>electrodes</td>
<td>electrically</td>
<td></td>
<td></td>
</tr>
<tr>
<td>one-dimensional</td>
<td>extending</td>
<td>voltage</td>
<td>insulating</td>
<td></td>
<td></td>
</tr>
<tr>
<td>substrate</td>
<td>substantially</td>
<td>current</td>
<td>electrical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nanorod</td>
<td>perpendicular</td>
<td>applying</td>
<td>contact</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nanorods</td>
<td>axis</td>
<td>electric</td>
<td>layer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>elongated</td>
<td>width</td>
<td>connected</td>
<td>conducting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>methods</td>
<td>longitudinal</td>
<td>applied</td>
<td>conductivity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>disposed</td>
<td>plane</td>
<td>electrolyte</td>
<td>material</td>
<td></td>
<td></td>
</tr>
<tr>
<td>growth</td>
<td>length</td>
<td>potential</td>
<td>sensor</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A.2 Appendix for chapter 2

A.2.1 Properties of the equilibrium

It is worth mentioning that among these papers the equilibrium distribution of the heterogeneity usually has a fat tail. The origin and properties of fat tail distribution has been an important topic in economics, network, computer science, and many other subjects. We show the conditions when the equilibrium distribution will have a fat tail.

**Corollary 1.** If $\bar{\mu}(z) = bz$ then the cdf becomes

$$
\frac{1}{1 + e^{\frac{z}{z^\mu - \beta}}}
$$

which is the log logistic distribution, the solution to (LM14).

**Remark** Logistic type distribution and diffusion process has been used frequently in empirical technology spill over studies. Apart from this popular class, when $\mu(x) \sim a(x - m)^{1 + a}$ the density $F(z)$ approaches Fréchet distribution. These two classes of distributions were widely studied in finance, macro and international trade literature. (Gab09) surveyed related applications of fat tail distribution in economics and finance.

A.2.2 Law of motion equation

This third term is approximated in the following sense: in each time period the inflow due to the drifting agents is $\int h(\delta, x - \delta, t)f(x - \delta, t)d\delta$ and the outflow is $-\int h(\delta, x, t)f(x, t)d\delta$. $h(\delta, x, t)$ is some instantaneous rate function of moving from $x$ to $\delta$ away at time $t$. Combining the two we have $\int [h(\delta, x - \delta, t)f(x - \delta, t) - h(\delta, x, t)f(x, t)]d\delta$ and Taylor expand the first term with respect to $x - \delta$ at $x$ in the integrand up to second order and exchange differentiation and integration we have

$$
\int [h(\delta, x, t)f(x, t) - \delta \frac{\partial}{\partial x}(h(\delta, x, t)f(x, t)) + \frac{\delta^2}{2} \frac{\partial^2}{\partial x^2}(h(\delta, x, t)f(x, t)) - h(\delta, x, t)f(x, t)]d\delta = -\frac{\partial}{\partial x}(\int \delta h(\delta, x, t)f(x, t)d\delta) + \frac{\partial}{\partial x^2}(\int \frac{\delta^2}{2} h(\delta, x, t)f(x, t)d\delta).
$$

$$
\int \delta h(\delta, x, t)d\delta = \mu(x, t) \text{ and } \int \frac{\delta^2}{2} h(\delta, x, t)d\delta = 0
$$
A.2.3 Proof of proposition I

**Proof**: Let us denote $\Phi(z) = 1 - \tilde{F}(x)$ and slightly abuse the notation and let $\tilde{\mu}$ stands for the equilibrium level of R&D.

The equation (2.5) in equilibrium takes the form:

$$\lambda z \phi(z) = -\alpha \Phi(z)(1 - \Phi(z)) + \tilde{\mu}(z) \phi(z)$$  \hspace{1cm} (A.1)

The evolution could be solved as follows

$$\phi(z) = \frac{\alpha}{\tilde{\mu}(z) - \lambda z} \Phi(z) - \frac{\alpha}{\tilde{\mu}(z) - \lambda z} \Phi(z)^2$$

Denote $\frac{\alpha}{\tilde{\mu}(z) - \lambda z} = P(z)$ Then the equation becomes $\phi(z) = P(z)\Phi(z) - P(z)\Phi(z)^2$.

Let $\Phi(z) = \frac{1}{y(z)}$ we would have $y(z) = [e^{\int_{-\infty}^{z} P(s)ds}]^{-1} (C + \int_{-\infty}^{z} P(s)e^{\int_{-\infty}^{s} P(\psi)d\psi} ds)$.

Then

$$\Phi(z) = \left[ e^{\int_{-\infty}^{z} P(s)ds} \right]^{-1} C + \int_{-\infty}^{z} P(s)e^{\int_{-\infty}^{s} P(\psi)d\psi} ds$$

We need to check $\tilde{F}(z)$ is indeed a distribution function. Since $P(s) < 0$, then $e^{\int_{-\infty}^{z} P(s)ds - lnC}$ is in $(0, 1)$, and $\tilde{F}(z)$ is between $(0, 1)$. When $z$ goes to infinity $M(z)$ goes to negative infinity by condition $\tilde{\mu}(\cdot) \sim x^d$ and $d \leq 1$. $\lim_{z \to \infty} \tilde{F}(z) \to 1$

We next check the monotonicity. By assumption: $\partial_z M(z) = P(z) < 0$, $\tilde{F}(z)$ is increasing with $z$.

**Remark** There is a degenerate mass at the lower bound of size $\frac{C}{1+C}$. In [BPT14] there is a similar result. In their paper, imitation is strong enough that relative difference shrinks for the lower technology owner while the technology leader keep their growth rate through R&D. The population with sufficient high technology level preserves the initial dispersion. In our environment this degenerate mass was determined by initial condition.

A.2.4 Proof of lemma 1

We can rewrite (2.5) and denote $\Phi(z) = 1 - \tilde{F}(x)$ as the tail probability. Slightly abuse the notation and let $\tilde{\mu}(z)$ stands for the equilibrium level of R&D. Further divide both side
by $\Phi(z)$:

$$\lambda \frac{z \Phi'(z)}{\Phi(z)} = -\alpha (1 - \Phi(z)) + \frac{\bar{\mu}(z)}{z} \frac{z \Phi'(z)}{\Phi(z)}$$

This should hold in the limit as $z$ goes to infinity then we have

$$\lambda \lim_{z \to \infty} \frac{z \Phi'(z)}{\Phi(z)} = -\alpha + \lim_{z \to \infty} \frac{\bar{\mu}(z)}{z} \frac{z \Phi'(z)}{\Phi(z)} \quad \text{(A.2)}$$

### A.2.5 A second empirical approach

In this case, we assume only meeting leaves a trace, self R&D happened after the meeting. The transitional probability $T_i(.|.)$ is not time invariant. When we consider the invariant distribution along the balance growth path this will become $T(ae^{-\lambda(i+1)}|be^{-\lambda i})$, and $T(.,.)$ would be time invariant. Particularly

$$T(0e^{-\lambda(i+1)}|be^{-\lambda i}) = \alpha \textbf{I}_{a>b} \tilde{f}_1(a) = \alpha \textbf{I}_{a>b} e^{-\lambda(i+1)} \tilde{f}_1(ae^{-\lambda(i+1)})$$

, $\tilde{f}_1(.)$ is the invariant distribution. This result follows the assumption that patent only records the meeting process. In a random meeting environment, the probability of meeting a target with a specific type is the probability share of the target type multiply by the meet intensity $\alpha$ which becomes $\alpha \tilde{f}_1(a)$

We will assume any potential upgrade or downgrade in the R&D process $\mu(.)$ will happen after the meeting. Then the likelihood function could be rewritten as

$$f(y_1, y_2) = \int z_1 \int_{z_2 > z_1} p_2(y_2 | z_2) e^{-\lambda(2)} \tilde{f}_1(z_2 e^{-\lambda(1)}) p_1(y_1 | z_1) \tilde{f}_1(z_1) dz_1 dz_2 \quad \text{(A.3)}$$

### A.2.6 Identification of Poisson Mixture

The following proof was adopted from [Rao92] p214. When we have $t=0$, the mixture takes the form of

$$H(y) = \int P(y, m) \Gamma(dm)$$

$H(.)$ is the cdf of $y$, $\Gamma(.)$ is the cdf of the possible poisson rates Then the characteristic function satisfies

$$\phi_H(t) = \int \phi_P(t, m) \Gamma(dm)$$
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since poisson distribution belongs to the additive group so $\phi_{P}(t, m) = \phi_{P}(t, 1)^{m}$

Let $\psi(l) = \int l^{k}d\Gamma(k)$. For any two candidates $F_{1}(.)$, $F_{2}(.)$ we have $\psi_{1}(l) = \psi_{2}(l)$ furthermore replace $l$ with $\rho e^{it}$. In particular it holds for $l = \rho e^{it}$ where $\rho \in (0, 1)$ Applying the dominated convergence theorem, which holds for $\rho = 1$

We have for any two distributions

$$\int e^{itk}d\Gamma_{1}(m) = \int e^{itk}d\Gamma_{2}(m)$$

for any $t$,which suggests that $\Gamma$ is identified by uniqueness of Laplace transformation.

There are two circumstances when we discretize $m$ and calculate $\Gamma(dm)$

1. support of $m$ is known
2. support of $m$ is unknown

When support of $m$ is known we need to calculate the $\Gamma(dm)$ through EM algorithm or NPMLE. $\Gamma(dm)$ is between 0, 1 when they are in discrete form, the domain is then convex. The likelihood attains a maximum in its convex hull.

When we don’t know the support of $m$, according to [Lin95], there are half of the elements in $m$ we could identify comparing to the first case. Then we can perform the same procedure. A heuristic understanding is that both $\Gamma(m_{i})$ and $m_{i}$ are unknowns, there are $N$ moments equations from the data and one regularity condition $\sum \Gamma(dm_{i}) = 1$. There are $2^{*}\#\{m\}$ unknowns and $N+1$ equations as long as $\#\{m\}$ is less or equal to $\frac{N+1}{2}$ we can identify the support and its weight.

Other periods apply this same idea similarly.

A.2.7 The joint density of poisson rates $m_{t}$ are identified

The proof is adopted from [Tei67]. If the marginals are identified, then the joint are identified. It suffices to show the joint distribution with one more dimension is identified. In previous section we showed that poisson mixture is identified.

---

1This is similar to multivariate structure. When marginals are identified the joint are identified.
Denote \( P(x; \alpha) \) as the c.d.f for poisson distribution of rate \( \alpha \), \( P(x; \alpha) \) be the c.d.f for poisson distribution of rate \( \beta \), and \( G(.,.) \) be the joint distribution. \( G_2(.) \) denotes the marginal distribution. \( P(x; \alpha) \) is identified. We need to show \( G(.,.) \) is identified.

\[
\int_{\alpha,\beta} P(x; \alpha)P(y; \beta)dG(\alpha, \beta) = \int_{\alpha,\beta} P(x; \alpha)P(y; \beta)d\hat{G}(\alpha, \beta)
\]

This could be rewritten as \(^2\)

\[
\int_{\beta} P(y; \alpha)H(x; \beta)dG_2(\beta) = \int_{\beta} P(y; \beta)\hat{H}(x; \beta)d\hat{G}_2(\beta), \tag{A.4}
\]

\[
H(x; \beta) = \int_{\alpha} P(y; \alpha)dG(\alpha|\beta), \tag{A.5}
\]

\[
\hat{H}(x; \beta) = \int_{\alpha} P(y; \alpha)d\hat{G}(\alpha|\beta). \tag{A.6}
\]

This could be re-expressed as

\[
\int_{\beta} P(y; \alpha)dJ(\beta) = \int_{\beta} P(y; \alpha)d\hat{J}(\beta), \tag{A.7}
\]

\[
J(\beta) = \int_{0}^{\beta} H(x; \gamma)dG_2(\gamma), \tag{A.8}
\]

\[
\hat{J}(\beta) = \int_{0}^{\beta} \hat{H}(x; \gamma)d\hat{G}_2(\gamma).
\]

Since the Poisson mixture is identified in previous section, we have

\[
\int_{0}^{\beta} H(x; \gamma)dG_2(\gamma) = \int_{0}^{\beta} \hat{H}(x; \gamma)d\hat{G}_2(\gamma) \tag{A.9}
\]

and let \( x \to \infty \) we have from equation (A.4) that

\[
\int_{\beta} P(y; \alpha)dG_2(\beta) = \int_{\beta} P(y; \beta)d\hat{G}_2(\beta).
\]

Applying the identifiability of the Poisson mixture model again, we have

\[
G_2(.) = \hat{G}_2(.)
\]

Then from equation (A.9)

\[
H(x; \beta) = \hat{H}(x; \beta)
\]

\(^2\)This requires the joint density could be expressed in the product space, see [Nev65] page 75 for details
then this says
\[ G(\cdot | \beta) = \hat{G}(\cdot | \beta) \]

Then the joint distribution
\[ G(\cdot) = \hat{G}(\cdot) \]

A.2.8 Assumption of patent distribution

The assumptions that the distribution of the patents follows \( \hat{f}(z) \) is an extra assumption we used for simplicity. In [Mat03], as long as we have identified \( \hat{F}(ze^{-\lambda t}) \) with normalizations, both the distribution of \( z \) and function \( \hat{F}(\cdot) \) could be identified. By choosing the right normalization and fix \( \hat{t} \) then the observed density of \( \hat{F}(\cdot; \hat{t}) \) is the density of \( z \). Then substitute back the identified density, the functional of \( \hat{F}(\cdot) \) could be identified.

A.2.9 Extension when there is constant Brownian motion

Bellman equation (2.1) becomes
\[
(\rho - \lambda)v(z) = \max_{\tilde{\mu}(z)} \tilde{\pi}(z) - \tilde{\Psi}(\tilde{\mu}(z)) + (\tilde{\mu}(z) - \lambda z)v'(z) + \frac{\sigma^2}{2}v''(z) + \alpha \int_z [v(z') - v(z)] \tilde{f}(z') dz'
\]
\[ (A.10) \]

Integrate the law of motion equation (2.2) with respect to \( x \) and rescale we have the law of motion equation of the cumulative distribution. It is a third order nonlinear ordinary differential equation of \( \tilde{F}(z) \):
\[
\alpha \tilde{F}(z)(1 - \tilde{F}(z)) = (\lambda z - \tilde{\mu}(z))\tilde{f}(z) + \frac{\sigma^2}{2} \partial_z \tilde{f}(z)
\]
\[ (A.11) \]

\[
\tilde{\mu}(z) = \lambda z - \frac{\alpha \tilde{F}(z)(1 - \tilde{F}(z))}{\tilde{f}(z)} + \frac{\sigma^2}{2} \frac{\partial_z \tilde{f}(z)}{\tilde{f}(z)}
\]
\[ (A.12) \]

If \( \sigma \) is identified in some pre-step, the same proof logic applies.
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A.2.10 The original Lucas and Moll (2014) \((\text{LM14})\)

The law of motion equation is the following:

\[-\phi(x)\gamma - \phi'(x)\gamma x = \phi(x) \int_0^x \alpha(y)\phi(y)dy - \alpha(x)\phi(x)[1 - \Phi(x)].\tag{A.13}\]

Given \(\phi(x)\) this is an integral equation of \(\alpha(x)\) we can perform the standard inversion operator \(K^*\) that

\[-\phi(x)\gamma - \phi'(x)\gamma x = \phi(x)[K^*(x) - (1 - \Phi(x))]\alpha(x)\]

and

\[\alpha(x) = \frac{[[\phi(x)K^* - \phi(x)(1 - \Phi(x))]' * [\phi(x)K^* - \phi(x)(1 - \Phi(x))]]^{-1}}{[\phi(x)K^* - \phi(x)(1 - \Phi(x))][\phi(x) - \phi'(x)x]}\]

Specifically we express \(\alpha(x)\) with orthonormal basis function \(h_k(x)\). \(\alpha(x) = \frac{1}{1+\sum_k|\beta_k h_k(x)|^2}\).

For given \(\phi(x)\) and \(\gamma\) we can find \(\beta_k\)s that minimize the law of motion equation.

Then we can go back to the first step. The inverse optimal control equation is

\[(\rho + \alpha(x)(1 - F(y)))v'(x) = 1 - \alpha^{-1}(x) - \gamma xv''(x).\tag{A.14}\]

If \(\alpha(x)\) is specified and is monotone, then we can apply the same method to recover \(v'(x)\).

A.2.11 The original Luttmer (2007) \((\text{Lut07})\) model with choice of drift

To fix the idea consider the following example based on Luttmer (2007) \((\text{Lut07})\) firm dynamic model:

Rewrite everything denominated by fixed cost, denote \(s\): firm size relative to fixed costs(Luttmer (2007) \((\text{Lut07})\) for details). With some assumptions it follows a brownian motion. \(a\) is age, \(\pi(\mu(s))\) is the flow profit. Firm can choose their optimal drift \(\mu(s)\) costly:

\[ds = \mu(s)da + \sigma d W_{t/a}\tag{A.15}\]
where $W_{t/a}$ is a white noise. We focus on a stationary environment and assume $\sigma$ is constant.

Value of a firm would be

$$V(s) = \max_{\tau} E\left[ \int_{0}^{\tau} e^{-ra} \pi(s) da \right]$$  \hspace{1cm} (A.16)

It has a cutoff rule, if $s > b$ firm remains open and the Hamilton-Jacobi-Bellman equation is

$$rV(s) = \pi(\mu(s)) + V'(s)\mu(s) + \frac{1}{2} V''(s)\sigma^2$$  \hspace{1cm} (A.17)

With value matching and smooth pasting conditions $V(b) = 0, V'(b) = 0$. The measure of firms of age $a$ and size $s$ at time $t$ satisfies $f(a, s, t) = m(a, s)$ and $da = dt$. The law of motion in the economy follows Kolmogorov forward equation

$$\frac{\partial m(a, s)}{\partial a} = -\frac{\partial}{\partial s} [\mu(s)m(a, s)] + \frac{1}{2} \frac{\partial^2}{\partial s^2} [\sigma^2 m(a, s)]$$  \hspace{1cm} (A.18)

Equation \(A.17\), Equation \(A.18\) and the boundary conditions describe the economy.

First step: $m(a, s)$ has an empirical counter part, techniques similar to Aït-Sahalia (1996) \(\text{(Ait96)}\) could be applied, integrate equation (A.18) to $s$ :

$$\int_{s}^{s} \frac{\partial m(a, l)}{\partial a} dl + \mu(s)m(a, s) = \frac{1}{2} [\sigma^2 m(a, s)]'$$

If the Brownian term $\sigma$ is estimated in separately, we can reconstruct the drift $\mu(s)$ from this equation. The identification comes from the uniqueness of the reconstruction.

Second step: plug the equilibrium $\mu(s)$ and $\sigma$ into (A.17). $V(s)$ and $\pi(\mu(s))$ are reconstructed through inverse optimal control problem. We have $rV'(s) = V''(s)\mu(s) + \frac{1}{2} V'''(s)\sigma^2$.

In an alternative parametric setup we could use forward simulations to simulate $V(s, \theta) = E[\int_{0}^{\tau} e^{-ra} \pi(s, \theta) da]$ given $\theta$. Then find $\theta$ through minimum distance estimator: $\theta_0 = \arg\min_\theta [(r)V(s, \theta) - [\pi(s, \theta) + V'(s, \theta)\mu(s) + \frac{1}{2} V''(s, \theta)\sigma^2]]$. This could be jointly estimated with the law of motion equation in one step GMM.

\footnote{In this simple environment H.J.B. didn’t depend on the macro distribution.}
A.2.12 Recovering value function

We have

\[ \rho v(x) = \bar{\pi}(\bar{\mu}(x)) + \bar{\mu}(x)v'(x) + \lambda v(x) - \lambda xv'(x) + \alpha S(x) \]  
(A.19)

\[ S(x) = \int_x^\infty [v(y) - v(x)] f(y) dy \]  
(A.20)

\[ F(x) = \frac{1}{1 + e^{-\int_x^{\infty} \frac{\alpha}{\lambda s - \mu(s)} ds - \ln C}} \]  
(A.21)

Notice we empirically recovered \( \mu(x) \) and \( F(x) \) The optimality condition requires

\[ \bar{\Psi}'(\bar{\mu}(x)) = v'(x) \]  
(A.22)

which leads to the result

\[ \bar{\Psi}(\bar{\mu}(x)) = \int v'(x)\bar{\mu}'(x)dx = v'(x)\bar{\mu}(x) - \int \bar{\mu}(x)dv'(x) \]

up to a scalar shift.

If there is information on the value function like market value through stock market, \( \bar{\Psi}(.) \) could be inferred from here.

If \( v(.) \) is unknown, with a specification of \( \bar{\pi}(.) \) and substitute this back into equation (A.19) we have

\[ (\rho - \lambda)v(x) = \bar{\pi}(x) + \int \bar{\mu}(x)dv'(x) - \lambda xv'(x) + \alpha S(x) \]  
(A.23)

With a specification of \( \bar{\pi}(.) \) and empirical knowledge \( F(.), \bar{\pi}(x) \) we can calculate \( v(.) \) by combining (A.23) and (A.20)

\[ (\rho - \lambda)v(x) = \bar{\pi}(x) + \sum \bar{\mu}(x)v''(x)\Delta x - \lambda xv'(x) + \alpha \left[ \sum v(i)f(i)\Delta i - v(x)(1 - F(x)) \right]. \]

Now define the following:

\[ v'(x) \approx \frac{v_j - v_{j-1}}{\Delta x} \]

\[ v''(x) \approx \frac{v_{j+1} - 2v_j + v_{j-1}}{(\Delta x)^2} \]
rearrange equation we have

\[(\rho - \lambda)v_j = \bar{\pi}(x) + \sum_{i=1}^{j} \bar{\mu}_i \frac{v_{i+1} - 2v_i + v_{i-1}}{\Delta x} - \lambda x \frac{v_j - v_{j-1}}{\Delta x} + \alpha \left[ \sum_{i=j}^{I} v(i)f(i)\Delta i - v_j(1 - F(x)) \right],\]

which is

\[(\rho - \lambda + \frac{\lambda x}{\Delta x} + \alpha(1 - F(x)))v_j - \frac{\lambda x}{\Delta x} v_{j-1} - \sum_{i=1}^{j} \bar{\mu}_i \Delta x v_{i+1} + 2 \sum_{i=1}^{j} \bar{\mu}_i \Delta x v_i - \sum_{i=1}^{j} \bar{\mu}_i \Delta x v_{i-1} - \alpha \sum_{i=j}^{I} v(i)f(i)\Delta x = \pi(x)\]

\[Av^{n+1} = b^n, \quad A = B - E + 2F - G - C \quad \text{and} \quad b = \pi(x) \quad \text{we are going to iterate and use}\]

\[\frac{1}{\Delta} (v^{n+1} - v^n) + Av^{n+1} = b\]

Since the specification of \(\pi(.)\) is fixed and \(\mu, F\) are empirically estimated, we should have \(Av = b\) and \(v = A^{-1}b\).

For inference purposes, \(var(v)\) could be inferred from continuous mapping theorem.

To see this linearity structure we can differentiate equation [A.19] and

\[[\rho + \alpha(1 - F(x))]v'(x) = \pi'(x) + [\bar{\mu}(x) - \lambda x]v''(x) \tag{A.24}\]

This is a first order ordinary equation. One can use a two step parametric estimator to provide a confidence interval.

### A.3 Appendix for chapter 3

#### A.3.1 Comparison

In this section I compare the estimates of conditional skewness and kurtosis to the Guvenen et al. [GKO15]'s result.
The conditional skewness is smaller than Guvenen et al. (2015)’s estimates and show a hump shape than U shape. The conditional kurtosis is also smaller than Guvenen et al. (2015)’s estimates but show a similar shape. Since SCF 07-09 is a shorter panel and experiences the financial crisis, this sub sample might show different features.

A.3.2 Recovering utility function in higher-order moments case

First order approach:

In the section 3.4.1 we introduced the so called Kramer-Moyal expansion of the transi-
tional matrix for the law of motion equation. Similarly we have the Kramer-Moyal backward expansion of the transitional matrix in the utility function.

\[ V(\hat{a}, \hat{z}) = U(c(\hat{a}, \hat{z})) + \sum \beta M_n(m|\hat{a}, \hat{z}) \frac{1}{n!} \frac{\partial^n}{\partial m^n} V(\hat{a}, \hat{z}) \]

Since consumption choice only affect the first moment of \( \hat{a} \) so the first order condition becomes \( u'(c_t) = -\frac{1}{\exp(a)} \partial_a v(\hat{a}_t, \hat{z}_t) \partial_s(\hat{a}_t, \hat{z}_t) \).
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