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ABSTRACT OF THE THESIS

Random Sampling Estimates of Fourier Transforms:
Antithetical Stratified Monte Carlo

by

Aditya M.Vadrevu
Master of Science in Electrical Engineering
University of California, San Diego, 2008
Professor Elias Masry, Chair

This work estimates the Fourier transform of continuous-time signals on the basis of $N$ discrete-time nonuniform observations. We introduce a class of antithetical stratified random sampling schemes and we obtain the performance of the corresponding estimates. We show that when the underlying function $f(t)$ has a continuous second-order derivative, the rate of mean square convergence is $1/N^5$, which is considerably faster than the rate of $1/N^3$ for stratified sampling and the rate of $1/N$ for standard Monte Carlo integration. In addition, we establish joint asymptotic normality for the real and imaginary parts of the estimate and give an explicit expression for the asymptotic covariance matrix. The theoretical results are illustrated by examples for lowpass and highpass signals.
Chapter 1:

Introduction

This thesis considers the estimation of Fourier transforms of square integrable deterministic functions on the basis of discrete-time observations taken at appropriately chosen random sampling points. This work is a continuation of prior works on the subject: Standard Monte Carlo integration was considered in (15) and regular stratified sampling was considered in (12). It was noted in (12) that the mean-square estimation error for standard Monte Carlo estimates has a rate of convergence of $1/N$ where $N$ is the sample size and that this rate cannot be improved even if the function $f(t)$ is smooth. In contrast, it was shown in (12) that regular stratified sampling for functions with one continuous derivative the rate of mean-square convergence is $1/N^3$. In this paper we consider a modified sampling scheme, using antithetical sampling points, and show that the rate of mean-square convergence is $1/N^5$ for functions with two continuous derivatives. The idea of antithetical sampling is due to (7). In addition, we establish joint asymptotic normality for the estimates and determine the explicit expression for the asymptotic covariance matrix. For integral of random processes, (6) treats the case of antithetical sampling where mean-square convergence is considered (no asymptotic normality result was established there). The relationship to alias-free sampling of random processes and the spectral estimation of continuous-time processes from randomly-sampled observations are discussed in (12) (see in particular (11) and (9)). We mention
here that there has been extensive works in the engineering literature on the subject of randomized sampling (3) as a method for digital alias-free signal processing (DASP), which was developed by Bilinskis (3) (4) (5) and investigated by other researchers, in particular (13) (2) (15). The reader is directed to these works for further details.

The organization of the paper is as follows: In Chapter 2, we investigate the mean-square estimation error for a class of antithetical stratified sampling schemes. We show that these estimates will outperform regular stratified sampling for any $f(t)$, any $N$, and any frequency $\lambda$. We further show that if $f(t)$ has a continuous second-order derivative, then the rate of mean-square convergence is $1/N^5$. We provide exact expressions for the bias and variance. We further optimize over the class of sampling schemes in order to obtain the best performance. In Chapter 3 we establish the joint asymptotic normality of the real and imaginary parts of the estimates for large sample size $N$. This shows that for large sample size $N$, the estimation error is approximately Gaussian. In Chapter 4 we provide numerical results for both low-pass and high-pass signals.
Chapter 2:

A Class of Antithetical Sampling Schemes and Its Performance

Let $f(t)$ be a deterministic real valued function with finite energy. Its Fourier transform is given by

$$F(\lambda) := \int_{-\infty}^{\infty} e^{-it\lambda} f(t) dt.$$  

We use the mathematical notation := to mean that the left side is defined by the right side. If $f(t)$ is observed over the interval $[0, T]$, and $w(t)$ is an averaging window, one would like to obtain the Fourier transform

$$F_w(\lambda) := \int_0^T e^{-it\lambda} f(t) w(t) dt. \quad (1)$$

The properties of different windows can be found in (1). The integral in (1) can be approximated by the sum

$$\hat{F}_w(\lambda) := \sum_{j=1}^{N} e^{-it_j\lambda} f(t_j) w(t_j) \Delta_j$$  

where $t_j$ are the sampling points and $\Delta_j = t_j - t_{j-1}$. Note that (2) is an estimate of $F_w(\lambda)$, not of $F(\lambda)$ (the selection of $T$ and an appropriate window $w(t)$ is a purely deterministic problem: Essentially, given $f(t)$, one chooses $T$ and a window $w(t)$ such that
$F_w(\lambda)$ is close to $F(\lambda)$. We now introduce our sampling scheme and the corresponding estimates. The estimate is based on $2N$ random samples of the function, obtained as follows: Let $0 = \tau_{N,0} < \tau_{N,1} < \ldots < \tau_{N,N} = T$ be a partition of the observation interval $[0, T]$, defined by a continuous, strictly positive, probability density function $h(t)$ on $[0, T]$ such that

$$\int_0^{\tau_{N,j}} h(t) dt = \frac{j}{N}, \quad j = 0, 1, \ldots, N.$$  

(3)

For $j = 1, \ldots, N$, set

$$A_{N,j} := [\tau_{N,j-1}, \tau_{N,j}), \quad \Delta \tau_{N,j} := \tau_{N,j} - \tau_{N,j-1}.$$  

(4)

Note that $h(t) = 1/T$ on $[0, T]$ yields an equally spaced partition of the interval $[0, T]$ (in which case $\tau_{N,j} = j (T/N)$ and $\Delta \tau_{N,j} = T/N$). We shall demonstrate later how the quality of the estimate can be improved by selecting an optimal design density $h(t)$. The sampling points $\{t_{N,j}\}_{j=1}^N$ are selected in the following manner: The random variables $\{t_{N,j}\}_{j=1}^N$ are independent such that $t_{N,j}$ is uniformly distributed on the subinterval $A_{N,j}$. Denote the point antithetical to $t_{N,j}$ by $t'_{N,j}$:

$$t'_{N,j} := 2c_{N,j} - t_{N,j}$$  

(5)

where $c_{N,j}$ is the midpoint of the subinterval $A_{N,j}$,

$$c_{N,j} := \frac{\tau_{N,j} + \tau_{N,j-1}}{2} \quad j = 1, \ldots, N.$$  

(6)

For simplicity of analysis, we define

$$g(t) := e^{-it\lambda} f(t) w(t).$$  

(7)

The estimate of the Fourier transform is then given by

$$\hat{F}_w(\lambda) := \sum_{j=1}^N \left( \frac{g(t_{N,j}) + g(t'_{N,j})}{2} \right) \Delta \tau_{N,j}.$$  

(8)

Note that in the case of an equally spaced partition, $h(t) = 1/T$ on $[0, T]$,

$$\hat{F}_w(\lambda) = \frac{T}{N} \sum_{j=1}^N \left( \frac{g(t_{N,j}) + g(t'_{N,j})}{2} \right).$$
Our first result shows that the estimate (8) is unbiased and we obtain an expression for its variance for every $N \geq 1$. The proof is given in the Appendix.

**Theorem 1**

1. $E[\hat{F}_w(\lambda)] = F_w(\lambda)$.

2. $\text{Var}[\hat{F}_w(\lambda)] = \sum_{j=1}^{N} \left( \frac{\Delta \tau_{N,j}}{2} \int_{A_{N,j}} |f(t)w(t)|^2 + \cos((2t - 2c_{N,j})\lambda)f(t)w(t)f(2c_{N,j} - t)w(2c_{N,j} - t) \right) dt$

   \[ - \left| \int_{A_{N,j}} e^{-it\lambda} f(t)w(t)dt \right|^2 \].

   \[ 9 \]

We will show later that the variance (9) is always upper bounded by the variance of the regular stratified random sampling estimate considered in (12) for the same value of $N$.

The variance (9) clearly depends on the density $h(t)$ via the partitions \{ $A_{N,j}$ \}. We now determine the exact rate of decay of the variance. Note that in the following derivations $g(t)$ defined in (7) depends on the frequency $\lambda$, which is assumed to be arbitrary but fixed. Set

\[ Z_{N,j} := \frac{g(t_{N,j}) + g(t'_{N,j})}{2} \Delta \tau_{N,j} \]

Then,

\[ E[Z_{N,j}] = \frac{1}{2} \int_{A_{N,j}} g(t) dt + \frac{1}{2} \int_{A_{N,j}} g(2c_{N,j} - t) dt. \]

We now assume that $f(t)w(t)$ has two continuous derivatives and so is $g(t)$. Then, we can expand $g(t)$ ($t \in A_{N,j}$) about $c_{N,j}$ in a Taylor series as follows:

\[ g(t) = g(c_{N,j}) + g'(c_{N,j})(t - c_{N,j}) + \frac{1}{2} g''(c_{N,j})(t - c_{N,j})^2 + o(|t - c_{N,j}|^2). \]

With $t' = 2c_{N,j} - t$, it follows that

\[ \frac{g(t) + g(t')}{2} = g(c_{N,j}) + \frac{1}{4} g''(c_{N,j})[(t - c_{N,j})^2 + (t' - c_{N,j})^2] + o(|t - c_{N,j}|^2). \]
The term involving $g'(c_{N,j})$ drops out since $t - c_{N,j} + t' - c_{N,j} = 0$. Also $(t' - c_{N,j})^2 = (t - c_{N,j})^2$. Thus,

$$E[Z_{N,j}] = \int_{A_{N,j}} g(c_{N,j}) + \frac{1}{2} g''(c_{N,j})(t - c_{N,j})^2 + o(|t - c_{N,j}|^2)\ dt.$$

We now note that

$$a_k := \int_{A_{N,j}} (t - c_{N,j})^k\ dt = \int_{-\Delta \tau_{N,j}}^{\Delta \tau_{N,j}} y^k\ dy = \begin{cases} 0, & k \text{ odd} \\ \frac{1}{2^k(k+1)}(\Delta \tau_{N,j})^{k+1}, & k \text{ even} \end{cases}$$

and similarly

$$b_k := \int_{A_{N,j}} |t - c_{N,j}|^k\ dt = \frac{1}{2^k(k+1)}(\Delta \tau_{N,j})^{k+1}$$

Using (14)-(15),

$$E[Z_{N,j}] = g(c_{N,j})\Delta \tau_{N,j} + \frac{1}{24} g''(c_{N,j})(\Delta \tau_{N,j})^3 + o((\Delta \tau_{N,j})^3). \quad (16)$$

It now follows from (12)-(16) that

$$Z_{N,j} - E[Z_{N,j}] = \frac{\Delta \tau_{N,j}}{2} g''(c_{N,j})\left[(t_{N,j} - c_{N,j})^2 - \frac{1}{12}(\Delta \tau_{N,j})^2\right] + \left\{\Delta \tau_{N,j} o(|t_{N,j} - c_{N,j}|^2) + o((\Delta \tau_{N,j})^3)\right\}. \quad (17)$$

The second moment of (17) gives the variance of $Z_{N,j}$,

$$\text{Var}[Z_{N,j}] = \frac{\Delta \tau_{N,j}}{4} |g''(c_{N,j})|^2 \int_{A_{N,j}} \left[(t - c_{N,j})^2 - \frac{1}{12}(\Delta \tau_{N,j})^2\right]^2\ dt + \Delta \tau_{N,j} \int_{A_{N,j}} o(|t - c_{N,j}|^4)\ dt + o((\Delta \tau_{N,j})^6) + \text{cross term}. \quad (18)$$

The cross term can be handled using the Cauchy-Schwarz inequality. Evaluating the integral in the first term on the right side of (18) yields (using (14)-(15))

$$J := \int_{A_{N,j}} \left[(t - c_{N,j})^2 - \frac{1}{12}(\Delta \tau_{N,j})^2\right]^2\ dt = (\Delta \tau_{N,j})^5 \left(\frac{1}{80} - \frac{1}{72} + \frac{1}{144}\right) = \frac{4}{720}(\Delta \tau_{N,j})^5.$$

Similarly, it is seen that the second term on the right side of (18) is $o((\Delta \tau_{N,j})^6)$. The cross terms are seen to be of order $o((\Delta \tau_{N,j})^6)$. Thus
\[
\text{Var} [Z_{N,j}] = \frac{1}{720} \left| g''(c_{N,j}) \right|^2 \left( \Delta \tau_{N,j} \right)^6 + o \left( \left( \Delta \tau_{N,j} \right)^6 \right). \quad (19)
\]

We now note from (3) and the mean value theorem that

\[
\frac{1}{N} = \int_{A_{N,j}} h(t) dt = h(int_j) \Delta \tau_{N,j} \quad (20)
\]

where \( int_j \) is an intermediate point in \( A_{N,j} \). Since we assume \( h(t) > 0 \) on \([0, T]\), there exists an \( \varepsilon > 0 \) such that \( h(t) > \varepsilon \). Then (20) implies that \( \Delta \tau_{N,j} < (N\varepsilon)^{-1} \) uniformly in \( j \). Therefore, the second term in (19) is of the order \( o(1/N^6) \). Since the random variables \( \{Z_{N,j}\} \) are independent, we have

\[
\text{Var} \left[ \hat{F}_w(\lambda) \right] = \sum_{j=1}^{N} \text{Var} [Z_{N,j}]
\]

\[
= \frac{1}{720N^5} \sum_{j=1}^{N} \left| g''(c_{N,j}) \right|^2 \left( \frac{\Delta \tau_{N,j}}{h^5(int_j)} \right) + o \left( \frac{1}{N^5} \right) \quad (21)
\]

Now, by Riemann integration we have

\[
\lim_{N \to \infty} N^5 \text{Var} \left[ \hat{F}_w(\lambda) \right] = \frac{1}{720} \int_{0}^{T} \frac{\left| g''(t) \right|^2}{h^5(t)} dt.
\]

We have thus established the following result:

**Theorem 2** Assume that the function \( f(t)w(t) \) has a continuous second-order derivative. Then, the antithetical stratified random sampling estimator (8) satisfies

\[
\lim_{N \to \infty} (2N)^5 \text{Var} \left[ \hat{F}_w(\lambda) \right] = C^2(h, \lambda)
\]

where

\[
C^2(h, \lambda) := \frac{2}{45} \int_{0}^{T} \left\{ \frac{1}{h^5(t)} \left[ (fw)''(t) - \lambda^2(fw)(t) \right] - 4\lambda^2[(fw)'(t)]^2 \right\} dt. \quad (22)
\]

Since the estimate (8) is unbiased as shown in Theorem 1, we have the following corollary.
**Corollary 1** Under the assumptions of the above theorem, the mean-square error of the antithetical random sampling estimator (8) satisfies

$$
\lim_{N \to \infty} (2N)^5E \left| \hat{F}_w(\lambda) - F_w(\lambda) \right|^2 = C^2(h, \lambda)
$$

where \(C^2(h, \lambda)\) is given by (22).

We remark that the variance of the estimate given above is a function of the frequency \(\lambda\). One may be interested in its global behavior: Let \(Q(\lambda)\) be a nonnegative weight function satisfying

$$
\int_{-\infty}^{\infty} Q(\lambda) d\lambda = 1, \quad r_4 := \int_{-\infty}^{\infty} \lambda^4 Q(\lambda) d\lambda < \infty. \quad (23)
$$

Let

$$
r_2 := \int_{-\infty}^{\infty} \lambda^2 Q(\lambda) d\lambda.
$$

Consider the weighted integrated mean-square error (IMSE)

$$
\text{IMSE}(N, h) := \int_{-\infty}^{\infty} Q(\lambda) E \left[ \left| \hat{F}_w(\lambda) - F_w(\lambda) \right|^2 \right] d\lambda.
$$

We obtain an asymptotic expression for \(\text{IMSE}(N, h)\), as follows: First integrate (21) with respect to \(\lambda\) with weight function \(Q(\lambda)\). We obtain

$$
\int_{-\infty}^{\infty} Q(\lambda) \text{Var} \left[ \hat{F}_w(\lambda) \right] d\lambda = \frac{1}{720N^5} \sum_{j=1}^{N} \frac{\left| s^2(c_{N,j}) \right|^2}{h^5(t_{int_j})} (\Delta \tau_{N,j}) + o \left( 1/N^5 \right) \quad (24)
$$

where

$$
s^2(t) := [(fw)^{(\prime)}(t)]^2 - 2r_2\{((fw)(t))(fw)^{(\prime)}(t) - 2[(fw)^{(\prime)}(t)]^2\} + r_4(fw)^{2}(t). \quad (25)
$$

Then by using Riemann integration we obtain

**Theorem 3** Assume that the function \(f(t)w(t)\) has continuous second order derivatives. Then the antithetical stratified random sampling estimator (8) satisfies

$$
\lim_{N \to \infty} (2N)^5 \text{IMSE}(N, h) = C^2_{av}(h) \quad (26)
$$

where

$$
C^2_{av}(h) := \frac{2}{45} \int_{0}^{T} \left\{ \frac{s^2(t)}{h^5(t)} \right\} dt. \quad (27)
$$

with \(s^2(t)\) given by (25).
We now discuss the implications of the above theorems and corollary.

1. The rate of mean square convergence of the antithetical random sampling estimator \( \hat{F}_w(\lambda) \) is precisely \( 1/N^5 \) for functions that have two continuous derivatives. The rate is valid for all design densities \( h(t) \). In particular, it holds for an equally-spaced partition \( h(t) = 1/T \) on \([0, T]\). The approximation

\[
E \left| \hat{F}_w(\lambda) - F_w(\lambda) \right|^2 \simeq \frac{C^2(h, \lambda)}{(2N)^5}
\]

holds for moderate values of \( N \). This is supported by numerical results in the Chapter 4.

2. The asymptotic constant \( C^2(h, \lambda) \) of (22) depends on the frequency \( \lambda \) (the rate of convergence is \( 1/N^5 \) for each fixed frequency).

3. We now optimize over the density \( h(t) \) to minimize the constant \( C^2(h, \lambda) \) (we get a different optimal design density for each frequency \( \lambda \)) or minimize the global asymptotic constant \( C^2_{av}(h) \) for all frequencies. Calculus of variations argument, under the constraint \( \int_{-\infty}^{\infty} h(t) dt = 1 \), yields that the optimal density \( h(t) \) that minimizes \( C^2(h, \lambda) \) for each fixed frequency \( \lambda \), is given by

\[
h^*(t, \lambda) = \frac{|g''(t, \lambda)|^{1/2}}{\int_0^T |g''(x, \lambda)|^{1/3} dx}, \quad t \in [0, T]
\]

where

\[
|g''(t, \lambda)| = \left\{ \left[ (fw)''(t) - \lambda^2 (fw)(t) \right]^2 + 4\lambda^2 [(fw)'(t)]^2 \right\}^{1/2}.
\]

Similarly the global optimal design density \( h^*_{av}(t) \) is given by

\[
h^*_{av}(t) = \frac{|s(t)|^{1/2}}{\int_0^T |s(x)|^{1/3} dx}, \quad t \in [0, T]
\]

where \( s^2(t) \) is given by (25).
4. The smallest asymptotic constants while using the optimal design density \( h^*(t, \lambda) \) or \( h^*_{av}(t) \) are given by

\[
(C^2)^*(\lambda) = \frac{2}{45} \left( \int_0^T |g''(t, \lambda)|^{\frac{3}{2}} dt \right)^6,
\]

\[
(C^2^*_{av}) = \frac{2}{45} \left( \int_0^T |s(t)|^{\frac{3}{2}} dt \right)^6.
\]  

(31)

Note that the optimal design density \( h^*(t, \lambda) \) requires the knowledge of the underlying function \( f(t) \). If \( f(t) \) is unknown, one can choose equally spaced partitions (uniform \( h(t) \)). Also note that the rate of mean-square convergence (Theorem 2) of the estimate is the same regardless of whether one uses the optimal design density, or the uniform design density; only the asymptotic constant \( C^2(h, \lambda) \) is different.

5. The use of asymptotically optimal design can significantly reduce the value of the mean-square estimation error. If we compare the performance when \( h^*(t, \lambda) \) is used with a uniform partition \( h(t) = 1/T \), the improvement is given by the ratio of the asymptotic constants:

\[
R(\lambda) := \frac{(C^2)^*(\lambda)}{(C^2)(h = \frac{1}{T}, \lambda)} = \left( \frac{1}{T^5} \int_0^T |g''(t, \lambda)|^{\frac{3}{2}} dt \right)^6.
\]  

(32)

This will be illustrated in the Chapter 4. Similar conclusions holds when comparing the global constants \((C^2^*_{av})^*\) and \((C^2^*_{av})(h = 1/T)\) which do not depend on \( \lambda \).

6. We now compare the performance of regular stratified sampling with antithetical stratified sampling. Both estimates are unbiased and hence we compare their variances. For simplicity, assume a uniform partition of \([0, T]\). We show that for the same value of \( N \), we have

\[
\text{Var} \left[ \hat{F}_w(\lambda) \right]_{anti.} \leq \text{Var} \left[ \hat{F}_w(\lambda) \right]_{reg.}
\]  

(33)
for any $f(t)w(t)$, $N$ and $\lambda$. By Theorem 1, we have for an equally-spaced partition

$$\text{Var} \left[ \hat{F}_w(\lambda) \right]_{\text{anti}} = \frac{T}{2N} \sum_{j=1}^{N} \int_{A_{N,j}} \left| f(t)w(t) \right|^2 dt$$

$$+ \cos((2t - 2c_{N,j})\lambda) f(t)w(t) f(2c_{N,j} - t)w(2c_{N,j} - t)] dt$$

$$- \sum_{j=1}^{N} \left| \int_{A_{N,j}} e^{-it\lambda} f(t)w(t) dt \right|^2$$

It is seen that

$$\left| \int_{A_{N,j}} \cos((2t - 2c_{N,j})\lambda) f(t)w(t) f(2c_{N,j} - t)w(2c_{N,j} - t)] dt \right|$$

$$\leq \int_{A_{N,j}} \left| f(t)w(t) f(2c_{N,j} - t)w(2c_{N,j} - t) \right| dt$$

$$\leq \left\{ \int_{A_{N,j}} (f w)^2(t) dt \int_{A_{N,j}} (f w)^2(2c_{N,j} - t) dt \right\}^{1/2}$$

$$= \int_{A_{N,j}} (f w)^2(t) dt$$

where we have used the Cauchy-Schwarz inequality for integrals. Thus

$$\text{Var} \left[ \hat{F}_w(\lambda) \right]_{\text{anti}} \leq \frac{T}{N} \sum_{j=1}^{N} \int_{A_{N,j}} \left| f(t)w(t) \right|^2 dt$$

$$- \sum_{j=1}^{N} \left| \int_{A_{N,j}} e^{-it\lambda} f(t)w(t) dt \right|^2$$

$$= \text{Var} \left[ \hat{F}_w(\lambda) \right]_{\text{reg}}$$

where the last step follows from (12). It should be noted that given the value of $N$, the antithetical estimator uses $2N$ sampling points whereas the stratified sampling estimator uses $N$ points. It does not appear possible to obtain an analytical comparison of the two estimates when they are using the same number of sampling points. However, this comparison is carried out computationally in the example of Chapter 4.
Chapter 3:

Joint Asymptotic Normality

In this chapter we establish the joint asymptotic normality of the real and imaginary parts of the estimate (8) and provide an explicit expression for the covariance matrix of the asymptotic distribution.

**Theorem 4** Assume that the function $f(t)w(t)$ has a continuous second-order derivative. Then, the scaled real and imaginary parts of the antithetical stratified estimator (8)

$$N^{5/2} \Re \left[ \hat{F}_w(\lambda) - F_w(\lambda) \right], \quad N^{5/2} \Im \left[ \hat{F}_w(\lambda) - F_w(\lambda) \right]$$

are jointly asymptotically normal with zero means and covariance matrix

$$\Sigma = \begin{bmatrix} \sigma_1^2(\lambda) & \sigma_{12}(\lambda) \\ \sigma_{12}(\lambda) & \sigma_2^2(\lambda) \end{bmatrix}$$

with

$$\sigma_1^2(\lambda) = \frac{1}{720} \int_0^T \frac{[g_1''(t)]^2}{h^5(t)} dt$$

$$\sigma_2^2(\lambda) = \frac{1}{720} \int_0^T \frac{[g_2''(t)]^2}{h^5(t)} dt$$

$$\sigma_{12}(\lambda) = \frac{1}{720} \int_0^T \frac{[g_1''(t)g_2''(t)]}{h^5(t)} dt$$

where

$$g_1(t) := \cos(t\lambda)f(t)w(t); \quad g_2(t) := \sin(t\lambda)f(t)w(t). \quad (34)$$
Thus, for large sample size \( N \), the real and imaginary parts of the estimation error are Gaussian. This allows us to compute the probability of any event involving the estimate. In particular, confidence intervals for the estimate can be computed.

**Proof:** Set

\[
S(\lambda) = \sum_{j=1}^{N} [Z_{N,j} - E[Z_{N,j}]]
\]  

(35)

where \( Z_{N,j} - E[Z_{N,j}] \) is given in (17) but with \( g(t) \) now given by

\[
g(t) = a_1 g_1(t) + a_2 g_2(t)
\]  

(36)

where the \( a_i \)'s are arbitrary real numbers. (this is the standard Crâmer device for proving multivariate central limit theorem: it is sufficient to prove the asymptotic normality of \( S(\lambda) \)). The classical central limit theorem does not apply here since the random variables \( \{Z_{N,j}\} \) are independent but not identically distributed. We instead use the Lyapunov condition (14), which requires us to show that

\[
I_N := \frac{\sum_{j=1}^{N} E|Z_{N,j} - E[Z_{N,j}]|^{\nu}}{\left(\sum_{j=1}^{N} \text{Var}[Z_{N,j}]\right)^{\frac{\nu}{2}}} \to 0 \quad \text{as} \quad N \to \infty
\]  

(37)

for some \( \nu > 2 \). By (17) and the \( c_r \) inequality (10) \(|a + b|^{\nu} \leq 2^{\nu-1}(|a|^{\nu} + |b|^{\nu})\),

\[
E[|Z_{N,j} - E[Z_{N,j}]|^{\nu}] \leq 2^{\nu-1} \left\{ \frac{(\Delta \tau_{N,j} |g''(c_{N,j})|)^{\nu}}{2^\nu} \left( E[t_{N,j} - c_{N,j}]^2 - \frac{1}{12}(\Delta \tau_{N,j})^2 \right)^{\nu} + E\left[\left( \Delta \tau_{N,j} o(|t_{N,j} - c_{N,j}|^2) + o((\Delta \tau_{N,j})^3)^\nu \right)\right] \right\}
\]  

(38)

Applying the \( c_r \) inequality again, we obtain

\[
E[|Z_{N,j} - E[Z_{N,j}]|^{\nu}] \leq 2^{2(\nu-1)} \left\{ \frac{(\Delta \tau_{N,j} |g''(c_{N,j})|)^{\nu}}{2^\nu} \left( E[t_{N,j} - c_{N,j}]^2 + \frac{1}{12}(\Delta \tau_{N,j})^2 \right)^{\nu} + (\Delta \tau_{N,j})^{\nu} \left( E[o(|t_{N,j} - c_{N,j}|^2)] + o((\Delta \tau_{N,j})^3)^{3\nu} \right) \right\}
\]  

(39)

Taking expectation using (14)-(15)

\[
E[|Z_{N,j} - E[Z_{N,j}]|^{\nu}] \leq \text{const.} \ |g''(c_{N,j})|^{\nu}(\Delta \tau_{N,j})^{3\nu} + O((\Delta \tau_{N,j})^{3\nu}) + o((\Delta \tau_{N,j})^{3\nu})
\]  

(40)
where \textit{const.} is a generic constant depending on \( \nu \). Noting that by the argument following (20) we have \(( \Delta \tau_{N,j} ) = O(1/N)\) uniformly in \( j \) and that \( g''(t) \) is continuous on \([0, T] \) and thus bounded, we obtain
\[
\sum_{j=1}^{N} E|Z_{N,j} - E[Z_{N,j}]|^\nu \leq \text{const.} \frac{1}{N^{3\nu - 1}} + O\left(\frac{1}{N^{3\nu - 1}}\right) \leq \frac{\text{const}}{N^{3\nu - 1}}. \tag{41}
\]
For the denominator of (37), we need precise behavior. Since
\[
\sum_{j=1}^{N} \text{Var}[Z_{N,j}] = \text{Var}[S(\lambda)],
\]
we have as in the proof of Theorem 2 that
\[
\lim_{N \to \infty} N^\nu \text{Var}[S(\lambda)] = C_S(h, \lambda)
\]
where
\[
C_S(h, \lambda) := \frac{1}{720} \int_{0}^{T} \left| \frac{g''(t)}{h^5(t)} \right|^2 dt \tag{42}
\]
and \( g(t) \) is now given by (36). Hence we have for the ratio \( I_N \),
\[
I_N \leq \text{const.} \frac{1}{N^{(\nu/2) - 1}} \to 0
\]
as \( N \to \infty \) since \( \nu > 2 \). This implies that \( S(\lambda) \) is asymptotically Gaussian with zero mean and asymptotic variance \( C_S(h, \lambda) \). Since the coefficients \( \{a_i\} \) are arbitrary, the theorem follows and the asymptotic covariance matrix \( \Sigma \) is obtained by identifying the coefficients of \( a_1^2 \), \( a_2^2 \), and \( a_1a_2 \) in the asymptotic variance \( C_S(h, \lambda) \) in (42). \( \blacksquare \)
Chapter 4:

Numerical Results

In this chapter we provide numerical results illustrating the analytical performance established in the previous chapters. We first remark that the estimators $\hat{F}_w(\lambda)$ of (8) estimate $F_w(\lambda)$, not $F(\lambda)$ (see statement in Chapter 2 on the selection of $w(t)$ and $T$). Thus one could simply refer to the product $f(t)w(t)$ as the function whose Fourier transform is being estimated from an observation of length $T$. We establish the following:

a. The finite sample size performance of the antithetical stratified estimate (8) for moderate values of $N$ is well approximated by the asymptotic results of Theorem 2.

b. The optimal design density is quite different from being a uniform density. As a consequence, the improvement in performance over equally-spaced partition could be substantial.

For our first example, we select a lowpass signal and we carry all computations analytically. Let

$$f(t) = \frac{\alpha^3}{2} t^2 e^{-\alpha t}; \ t \geq 0, \ \alpha > 0.$$  \hfill (43)
This function has two continuous derivatives on \((0, \infty)\) which is square integrable. Its Fourier transform is given by \(F(\lambda) = \alpha^3/(\alpha + i\lambda)^3\). The 3 dB down one-sided bandwidth is \(\lambda_0 = \alpha\). The Fourier transform over \([0, T]\) is given by

\[
F_w(\lambda) = \frac{F(\lambda)}{2} \left[ 2 - e^{-\gamma} e^{-i\lambda T} (2 + 2T(\alpha + i\lambda) + T^2(\alpha + i\lambda)^2) \right].
\]

(in effect \(w(t) = 1\) over \([0, T]\)). We select this function for illustration for the following reasons: 1) It has two continuous derivatives which is square integrable. 2) we can compute the variance of the estimate analytically providing us with a closed-form expression. We start with a uniform partition \(h(t) = 1/T\) over \([0, T]\). Then \(\tau_{N,j} = jT/N\) and the partition interval \(A_{N,j} = ((j - 1)T/N, jT/N)\). The exact variance of the stratified estimator is given by Theorem 1 with \(\Delta \tau_{N,j} = T/N\). Computing the integrals involved yields the following results:

\[
\frac{T}{2N} \int_0^T f^2(t)dt = \frac{\gamma}{32N} \left\{ 3 - e^{-2\gamma}[2\gamma^4 + 4\gamma^3 + 6\gamma^2 + 6\gamma + 3] \right\}
\]

where \(\gamma := \alpha T\). For the second term, the expression for \(\lambda \neq 0\) is equal to

\[
\int_{A_{N,j}} f(t)f((2j - 1)T/N - t) \cos(2t\lambda - (2j - 1)T\lambda/N)dt
= \frac{\alpha^6}{64} e^{-\alpha(2j-1)T/N} \left[ J_1(\lambda) - 2(T(2j - 1)/N)^2 J_2(\lambda) + (T(2j - 1)/N)^4 J_3(\lambda) \right]
\]

where \(J_1(\lambda) = (T/N)^4 \sin(\lambda T/N) - \frac{4}{\lambda} \left[ 3\lambda^2(T/N)^2 - 6 \right] \frac{\lambda^2(T/N)^3 - 6T/N}{\lambda^4} \cos(\lambda T/N) \)

and

\(J_2(\lambda) = \frac{(T/N)^2}{\lambda} \sin(\lambda T/N) + \frac{2T/N}{\lambda^2} \cos(\lambda T/N) - \frac{2}{\lambda^3} \sin(\lambda T/N)\)

\(J_3(\lambda) = \frac{1}{\lambda} \sin(\lambda T/N)\).

For \(\lambda = 0\) we obtain

\[
\int_{A_{N,j}} f(t)f((2j - 1)T/N - t) \cos(2t\lambda - (2j - 1)T\lambda/N)dt
= \frac{\alpha^6}{32} (T/N)^5 e^{-\alpha(2j-1)T/N} \left[ 0.2 - (2/3)(2j - 1)^2 + (2j - 1)^4 \right].
\]
For the last term we have
\[
\int_{A_{N,j}} e^{-it\lambda} f(t) dt \\
= \frac{\alpha^3}{2(\alpha + i\lambda)^3} e^{-(\alpha + i\lambda)(j-1)T/N} \left\{ (\alpha + i\lambda)^2 \left[ ((j-1)T/N)^2 - (jT/N)^2 e^{-(\alpha + i\lambda)T/N} \right] \right. \\
+ 2(\alpha + i\lambda) \left[ (j-1)T/N - (jT/N)e^{-(\alpha + i\lambda)T/N} \right] + 2 \left[ 1 - e^{-(\alpha + i\lambda)T/N} \right] \right\}.
\]

We shall compare this exact expression of the variance of the estimator with the asymptotic expression given by
\[
\text{Var}[\hat{F}_w(\lambda)] \simeq \frac{C^2(h = 1/T, \lambda)}{(2N)^5}
\]
where \(C^2(\lambda, h = 1/T)\), given by (22), can be shown to be equal to
\[
C^2(h = 1/T; \lambda) := \frac{2T^5}{45} \int_0^T \left\{ \left[ f''(t) - \lambda^2 f(t) \right]^2 + 4\lambda^2 (f'(t))^2 \right\} dt \\
= \frac{\gamma^5 \alpha}{90} (U_0 + U_1 + U_2 + U_3 + U_4)
\]
where
\[
U_0 = \frac{2}{\alpha} \left[ 1 - e^{-2\gamma} \right] \\
U_1 = -\frac{4}{\alpha} \left[ 1 - e^{-2\gamma}(1 + 2\gamma) \right] \\
U_2 = \frac{20\alpha^2 + 12\lambda^2}{4\alpha^3} \left\{ 1 - e^{-2\gamma}(1 + 2\gamma + 2\gamma^2) \right\} \\
U_3 = -\frac{(\alpha^2 + \lambda^2)^2}{2\alpha^3} \left\{ 6 - e^{-2\gamma}(6 + 12\gamma + 12\gamma^2 + 8\gamma^3) \right\} \\
U_4 = \frac{(\alpha^2 + \lambda^2)^2}{4\alpha^5} \left\{ 3 - e^{-2\gamma}(3 + 6\gamma + 6\gamma^2 + 4\gamma^3 + 2\gamma^4) \right\}.
\]
In Figures 1-6 we set \(\alpha = 1\), so that the 3 dB down one-sided bandwidth of \(|F(\lambda)|\) is then \(\lambda_0 = 1\). This is just a normalization. We also set \(T = 8\) (for which \(F(\lambda)\) is very close to \(F_w(\lambda)\)). In Figures 1-3 we compare the exact and asymptotic mean-square errors for the antithetical stratified estimator as a function of \(N\) for 3 values of frequencies \(\lambda = 0, \lambda = 1\) and \(\lambda = 3\). It is evident from these figures that for moderate values of \(N \geq 15\) the exact and asymptotic expressions for the mean-square error of
the antithetical estimator (8) are very close. We remark that \( \lambda = 3 \) corresponds to three times the value of \( \lambda_0 \) (the 3dB down one-sided bandwidth). Figure 4 compares the exact variance of the antithetical estimator and the regular stratified estimator for \( \lambda = 1 \) when both estimators use the same \( N \). It is seen that the antithetical estimator outperforms the regular stratified estimator by two orders of magnitude for large \( N \). Figure 5 shows the relative performance for \( \lambda = 1 \) when both estimators use the same number of sampling points. Again the antithetical estimator outperforms the regular stratified estimator by more than an order of magnitude for large \( N \).

In the previous numerical results, we assumed that the design density is uniform over \([0, T]\). We now obtain the optimal design density of the antithetical estimator for each fixed frequency. From (28) - (29) we find that

\[
h^\ast(t, \lambda) = \frac{a(t, \lambda)}{\int_0^T a(x, \lambda)dx}
\]

where

\[
a(t, \lambda) = \frac{\alpha}{2^{1/3}} e^{-\alpha t/3} \left[ 2 - 4\alpha t + (\alpha^2 - \lambda^2)t^2 \right]^2 + 4\lambda^2 t^2 (2 - \alpha t)^2 \right]^{1/6}.
\]

In Figure 6 we show these optimal design densities for \( \lambda = 0, 1, 3 \). It is evident that these optimal densities are quite different from a uniform density over \([0, T]\). Figure 6 implies that for each \( N \), the partition intervals \( \{A_{N,j}\}_{j=1}^N \) tend to cluster toward the left end of the interval \([0, T]\). For the global optimal density we select a Gaussian \( Q(\lambda) \) with zero mean and unit variance. Then \( r_2 = 1 \) and \( r_4 = 3 \) in which case the global optimal design density \( h^\ast_{av}(t) \) is plotted in Fig. 7 and is seen again to be far from uniform.

Finally we consider the improvement that is expected when using optimal design densities over a uniform design density. We consider the improvement factor on the basis of the asymptotic expressions given in Theorem 1. Thus we compute the ratios of the asymptotic constants

\[
R(\lambda) := \frac{(C^2)^\ast(\lambda)}{C^2(h = 1/T, \lambda)}
\]

and

\[
R_{av} := \frac{(C^2_{av})^\ast(\lambda)}{C^2_{av}(h = 1/T)}.
\]
In Figure 8, we set $\alpha = 1$ and plot $R(\lambda)$ as a function of $\gamma = \alpha T$ for three values of $\lambda = 0, 1, 3$. It is seen that optimal design can provide significant improvement over uniform design for every value of $\gamma > 0$ and that this improvement increases with $\gamma$ (about two orders of magnitude for large $\gamma$). The improvement factor is largest for $\lambda = 0$ and smaller for $\lambda > 0$.

Next we consider high frequency signals and compare the performance of the antithetical estimator with that of regular stratified estimate. Let $F(\lambda)$ be given by

$$F(\lambda) = \begin{cases} 
1, & |\lambda \pm \lambda_0| \leq B \\
0, & \text{otherwise}
\end{cases}$$

(44)

where $\lambda_0$ is the center frequency and $B$ is the one-sided bandwidth. The corresponding function $f(t)$ is given by

$$f(t) = \frac{2B \sin Bt}{\pi} \cos \lambda_0 t.$$  

(45)

This signal is infinitely differentiable and was also used in (12). We select the center frequency $\lambda_0 = 10^9$ rad/sec and the one-sided bandwidth $B$ to be half a percent of $\lambda_0$, $B = 0.5 \times 10^7$ rad/sec. This is therefore a very high frequency signal. Note that the envelope function $\sin(Bt)/(Bt)$ has its first zero at $\pi/B$ so we select $T = 2(\pi/B) = 4\pi \times 10^{-7}$ sec in order to capture most of the energy of the signal. We select the window function $w(t) = 0.5(1 + \cos(\pi t/T))$ corresponding to the Hann window which yields a smooth $F_w(\lambda)$ fairly close to $F(\lambda)$. For both the antithetical sampling and regular stratified estimators we select equally-spaced partition ($h(t) = 1/T$) and the sampling point $t_{N,j}$ is uniformly distributed over the subinterval $A_{N,j}$. Because of the highly oscillatory nature of the signal, computations of the variance as given in Theorem 1 requires careful numerical integration. The results for both sampling schemes are displayed in Figures 9 (for $N = 2$) and in Figure 10 (for $N = 10$) over a frequency range four times larger than the bandwidth. It is seen that the antithetical sampling estimator outperforms the regular stratified estimator for all frequencies displayed in Figures 9 and 10. These results are consistent with the analytical observations made in Remark 6 in Chapter 2.
Appendix A:

Proof of Theorem 1

Proof of Theorem 1:

\[ E \left[ \hat{F}_w(\lambda) \right] = E \left[ \sum_{j=1}^{N} \left( \frac{g(t_{N,j}) + g(t'_{N,j})}{2} \right) \Delta \tau_{N,j} \right]. \]

Since \( t_{N,j} \) is uniformly distributed on \( A_{N,j} \), it is clear from (5) that \( t'_{N,j} \) is also uniformly distributed on \( A_{N,j} \). Then,

\[
E \left[ \hat{F}_w(\lambda) \right] = \sum_{j=1}^{N} E \left[ g(t_{N,j}) \Delta \tau_{N,j} \right]
= \sum_{j=1}^{N} \int_{A_{N,j}} g(t) dt
= \sum_{j=1}^{N} \int_{A_{N,j}} e^{-it\lambda} f(t) w(t) dt
= \int_{0}^{T} e^{-it\lambda} f(t) w(t) dt = F_w(\lambda).
\]

Now since the summands are independent,

\[
\text{Var} \left[ \hat{F}_w(\lambda) \right] = \text{Var} \left[ \sum_{j=1}^{N} \frac{g(t_{N,j}) + g(t'_{N,j})}{2} \Delta \tau_{N,j} \right]
= \sum_{j=1}^{N} \frac{(\Delta \tau_{N,j})^2}{4} \text{Var} \left[ g(t_{N,j}) + g(t'_{N,j}) \right]
\] (46)
where \( t'_{N,j} := 2c_{N,j} - t_{N,j}, \quad j = 0, 1, \ldots, N \).

\[
\begin{align*}
\text{Var}\left[ g(t_{N,j}) + g(t'_{N,j}) \right] &= E\left[ \left| g(t_{N,j}) + g(t'_{N,j}) \right|^2 \right] - \left| E\left[ g(t_{N,j}) + g(t'_{N,j}) \right] \right|^2 \\
E\left[ \left| g(t_{N,j}) + g(t'_{N,j}) \right|^2 \right] &= E\left[ |g(t_{N,j})|^2 \right] + E\left[ |g(t'_{N,j})|^2 \right] + 2E \left[ \Re\left[ g(t_{N,j}) g^*(t'_{N,j}) \right] \right]
\end{align*}
\]

which we compute as

\[
\frac{1}{\Delta \tau_{N,j}} \int_{A_{N,j}} |f(t)w(t)|^2 dt + \frac{1}{\Delta \tau_{N,j}} \int_{A_{N,j}} |f(2c_{N,j} - t)w(2c_{N,j} - t)|^2 dt \\
+ \frac{1}{\Delta \tau_{N,j}} \int_{A_{N,j}} 2\Re \left\{ e^{-i(2t - 2c_{N,j})\lambda} f(t)f(2c_{N,j} - t)w(t)w(2c_{N,j} - t) \right\} dt.
\]

The second term in the above expression is identical to the first term (change of variable: \( u = 2c_{N,j} - t \)). Thus

\[
E\left[ \left| g(t_{N,j}) + g(t'_{N,j}) \right|^2 \right] = \frac{2}{\Delta \tau_{N,j}} \int_{A_{N,j}} |f(t)w(t)|^2 dt + \frac{2}{\Delta \tau_{N,j}} \int_{A_{N,j}} \cos((2t - 2c_{N,j})\lambda) f(t)f(2c_{N,j} - t)w(t)w(2c_{N,j} - t) dt. \tag{47}
\]

We proved the following fact while verifying that the estimator is unbiased:

\[
E\left[ g(t_{N,j}) + g(t'_{N,j}) \right] = \frac{2}{\Delta \tau_{N,j}} \int_{A_{N,j}} g(t) dt. \tag{48}
\]

Using (47) and (48) in (46) yields the desired result:

\[
\begin{align*}
\text{Var}\left[ \hat{F}_w(\lambda) \right] &= \sum_{j=1}^{N} \left( \frac{\Delta \tau_{N,j}}{2} \int_{A_{N,j}} |f(t)w(t)|^2 dt + \cos((2t - 2c_{N,j})\lambda)f(t)f(2c_{N,j} - t)w(2c_{N,j} - t) \right) dt \\
&\quad - \left| \int_{A_{N,j}} e^{-it\lambda} f(t)w(t) dt \right|^2. \tag{49}
\end{align*}
\]
Appendix B:

Numerical Results

We now provide in this appendix, plots illustrating the analytical performance of the antithetical estimator that was established in this study.
Figure 1: Mean-square errors of the Antithetical estimator, $\lambda = 0$
Figure 2: Mean-square errors of the Antithetical estimator, $\lambda = 1$
Figure 3: Mean-square errors of the Antithetical estimator, $\lambda = 3$
Figure 4: Comparing exact estimation errors of Antithetical and Regular estimators for the same $N$, $\lambda = 1$
Figure 5: Comparing exact estimation errors of Antithetical and Regular estimators for the same number of sampling points, $\lambda = 1$
Figure 6: Optimal design densities $h^*(t, \lambda)$
Figure 7: Global optimal design density $h^*_\text{av}(t)$
Figure 8: Ratio $R(\lambda)$ of mean-square estimation errors for optimal design to uniform design
Figure 9: Bandpass signal, comparison of mean-square estimation errors for $N = 2$
Figure 10: Bandpass signal, comparison of mean-square estimation errors for $N = 10$
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