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1. Introduction

The study of chemical reactions that take place at the interface between a liquid and a second phase (vapor, another immiscible liquid or a solid) is of major interest in science and technology. Examples include: uptake of pollutants by water surfaces, metal ion extraction, phase transfer catalysis, drug and ion transport through membranes, corrosion, solar energy conversion and water splitting reactions. Because of its importance, it is not surprising that the study of the neat liquid surface, as well as of solute adsorption, spectroscopy and reactivity, goes back many years. However, up until the last decade of the 20th century most of the experimental studies involved the measurement of macroscopic properties such as surface tension and current-voltage relations (1, 2). Although these techniques have contributed significantly to our knowledge, they lack the ability to provide a detailed understanding at the molecular level.

In recent years, these long-standing experimental techniques for probing interfacial reactions have been supplemented by a number of new methods, which have provided unprecedented sensitivity and selectivity in the measurement of liquid interfacial properties and phenomena. These include varieties of non-linear spectroscopic techniques such as Second Harmonic Generation (SHG) and Sum Frequency Generation (SFG), atomic, light, X-ray and neutron scattering, scanning electrochemical microscopy and more. The description and application of these techniques have been extensively reviewed (3-11).

In parallel to the experimental progress, significant contribution to the theoretical understanding of liquid interfaces has been provided by phenomenological theories (continuum models), approximate statistical mechanical approaches and computer
simulations, but by and large these have been focused on the structure and dynamics of the neat liquid surface and interfaces, and on the adsorption of neutral and charged solute molecules at the interface. This progress has been quite extensively reviewed (12-16).

The purpose of this chapter is to review the experimental and theoretical progress made in the past 10-15 years on understanding reactivity at liquid interfaces. While a description of the liquid as a structure-less medium has been very useful for offering a qualitative understanding of solvent’s effect on the dynamics and thermodynamics of chemical reactions, computer simulations and experiments clearly suggest that a microscopic molecular description of the solvent is important and sometimes necessary. This is particularly so at interfaces, because the interfacial region itself is only a few molecular diameters thick. Thus, the focus of this chapter is on the microscopic insight gained about the systems by contrasting the experimental observation with (mostly) molecular simulations. We specifically focus on the fundamental question: To what extent can one understand surface effects by invoking effective average medium properties (which are related to the properties of the two adjoining phases) or are there unique surface effects, which may arise from the fact that the surface region is highly inhomogeneous with extreme asymmetry in the intermolecular forces? The goal is to present unifying concepts rather than focus on details that are specific to a given system. To keep the chapter at a reasonable length we also limit our discussion to the liquid/vapor and liquid/liquid interface of simple liquids, referring the reader to recent reviews of liquid/solid interfaces (17).

2. Solvation at liquid Interfaces
Understanding the thermodynamics of interfacial solvation and the associated molecular structure and dynamics of solute molecules at liquid interfaces is of major importance for understanding their reactivity. This topic has received much attention, and our focus in this section is to summarize the current view on a number of important general concepts that will be useful for elucidating reactivity at interfaces.

2.1. Surface solute density

A basic solute thermodynamic property whose knowledge is crucial for the quantitative determination of its reactivity is its equilibrium surface concentration, and more generally, the solute density profile along the interface normal, $\rho_s(z)$. The integral of $\rho_s(z)$ along $z$ gives the total number of solute molecules per unit area, which is typically not equal to the integral of the constant bulk density $\rho_b$ over the same interval (which includes the interface region). The difference defines the surface excess density $\Gamma$, which at fixed temperature is related to the surface tension of the solution $\gamma$ and the solute chemical potential $\mu$ via the Gibbs adsorption equation (18):

$$d\gamma = -\Gamma d\mu$$

(fixed temperature).

The surface excess density $\Gamma$ and the surface tension can be measured as a function of the bulk solute concentration $\rho_b$ giving the adsorption isotherm (1). If $\Gamma > 0$, the solute is considered surface-active, and according to Eq. 1, this is associated with a decrease in the surface tension relative to pure solvent(s). While the adsorption isotherm can easily be measured, the experimental determination of $\rho_s(z)$ is much more difficult, and only recently have X-ray reflectivity measurements been used as the first experimental technique to measure ion density profiles directly at the water/organic liquid interface.
Thus, most of our knowledge of $\rho_s(z)$ has been obtained from direct sampling of solute’s center of mass location via computer simulations:

$$\rho_s(z) = \langle \delta(z - z_{cm}) \rangle = \frac{\int e^{-\beta H} \delta(z - z_{cm}) \, dr}{\int e^{-\beta H} \, dr} ,$$

where $z_{cm}$ is the center of mass of the solute along the interface normal calculated relative to the system’s center of mass, and $\beta = 1/k_B T$. The solute density profile is closely related to the local free energy profile, also called the Potential of Mean Force (PMF) through (18):

$$A(z) = k_B T \ln \rho_s(z) ,$$

If the solute is surface-active, $A(z)$ will typically have a minimum at some interface location $z_{int}$, and $\Delta A_{ads} = A(z_{int}) - A(z_{bulk})$ is the solute adsorption free energy. It can be obtained experimentally from the adsorption isotherm (1). The PMF can also be computed directly by integrating the average total normal force on the solute center of mass (21).

The goal of the simulations of solute density profiles and PMFs has been to gain insight into the molecular structure of the interface while testing the ability of simulation methodologies and force fields to reproduce the relation between surface tension and solute surface excess. Of particular interest has been the study of ionic distributions at the water liquid/vapor interface, because of its relevance to the heterogeneous photochemistry of sea salt aerosols, a system implicated in ozone depletion. Other important contributions are studies of adsorption and transfer of solute across the water/organic liquid interface, which are motivated by applications in electrochemistry, solvent extraction and phase transfer catalysis. Excellent recent reviews of these
simulations and experiments (focusing mainly on the surface of electrolyte solutions) are available (15, 16, 22, 23).

2.2. Solvation structure at liquid interfaces

Experimental and theoretical studies over the last several decades have shown how the structure of the solvation shell in bulk solvent plays a crucial role in determining the energy flow between the solvent and solute molecules and the solute reactivity. Clearly this must also be important at liquid interfaces – both the equilibrium structure and the fluctuations from this structure. At a fundamental level, the structure may be characterized by the solute-solvent pair correlation function $\rho^{(2)}(r_s, r_l)$, which gives the probability of finding the solute molecule’s center of mass at location $r_s$, given a solvent molecule at $r_l$. In a bulk homogeneous liquid, $\rho^{(2)}(r_s, r_l)$ is only a function of the solvent-solute distance $r = |r_s - r_l|$ and is proportional to the solvent-solute radial distribution function $g_{sl}(r)$. However, at a planar interface $\rho^{(2)}(r_s, r_l)$ is a function of $r, z$ (the solute’s center of mass location) and the angle $\theta$ between the vector $r_s - r_l$ and the interface normal. Computer simulations have provided the only direct information about $\rho^{(2)}(r_s, r_l)$, although some experimental information is becoming available. In this respect, we note the recent report of the hydration structure of bromide ions at the 2-octanone/water interface using total-reflection X-ray absorption fine structure (24).

To simplify the description, the three dimensionality of the pair correlation is typically reduced by averaging $g_{sl}(r, z, \theta)$ over $\theta$ with the solute’s center of mass restricted to a slab of some small width (a few Å) centered at $z$, giving the more manageable one-dimensional $g_{sl}(r; z)$. At liquid/liquid interfaces, this function can be
calculated for each of the two immiscible solvents. Further reduction of this quantity is possible by integrating $g_{sl}(r; z)$ up to its first minimum ($r_{\text{min}}$) to obtain the number of solvent molecules in the first solvation shell as a function of $z$:

$$n(z) = \int_0^{r_{\text{min}}} \rho_{\text{bulk}} g_{sl}(r; z) 4\pi r^2 \, dr.$$  \hspace{1cm} (4)

Molecular dynamics studies (25-30) of the hydration structure of spherical solutes of various sizes and charges at the water liquid/vapor interface and at water/immiscible liquid interfaces provide a useful general concept that is demonstrated in Fig. 1. This figure shows $n(z)$ relative to its value in bulk water at the water liquid/vapor interface for Li$^+$ (small ion) and I$^-$ (large ion) and for fictitious particles identical to Li$^+$ and I$^-$ in their size, but with no charge. The small ion is able to keep its hydration shell intact when it is moved to the liquid/vapor interface. The ability of the larger ion to do this is significant, but somewhat diminished. In contrast with the case of charged particles, there is a significant depletion in the number of water molecules in the first hydration shell of the neutral atoms. We note but do not show that in all cases the second hydration shell is diminished significantly as the solute is transferred to the interface. This similarity in bulk and interfacial behavior was also noted recently for OH$^-$ and for the hydrated electron (31).

As will be discussed below, the semi-invariance of the ion’s hydration structure manifests itself during ion transfer across the liquid/liquid interface. Depending on its size and charge, the ion is able to drag all or part of its hydration shell as it is transferred from the aqueous to the organic phase (28, 32-40). Closely related to this concept is the
role played by the fluctuations in the solvent-ion interactions in driving small ions towards and away from the interface (41).

The above picture is essentially unchanged for small polar and ionic molecules. For example, Table 1 compares the peak values of $g_{X,O}(r; z)$ in bulk and surface water and acetonitrile when $X$ is the iodine atom in the $I_2$ and $I_2$ molecules or the Cl atom in OCl and OCl$^-$ molecules. Neutral molecules exhibit a much greater decrease in the peak of the radial distribution function (by a factor of about 3) compared with ionic solute. And, as in the case of atomic ions, the degree to which the first solvation shell remains intact increases with a decrease in the ion size.

An important consequence of a nearly complete hydration shell around ions at water interfaces is the marked similarity between the bulk and surface rotational and vibrational relaxation rates as demonstrated by simulations, and the similarity between the bulk and surface solvation dynamics as demonstrated by simulations and experiments. We refer the reader to recent reviews of these topics (44, 45).

3. Reactivity at Liquid Interfaces

3.1. Introduction

The characteristic molecular structure and dynamics of liquid interfaces -- namely, a narrow region, asymmetry in intermolecular interactions, specific molecular orientation, and density fluctuations -- influence solvation structure, solvation thermodynamics and dynamics, and it is expected to influence the rate and equilibrium of interfacial chemical reactions. While one can also approach solvent effects on interfacial reactions at a continuum level by considering how the variation in density, viscosity and dielectric response influences reactivity, studies of chemical reaction dynamics and
thermodynamics in bulk liquids have demonstrated that the solvent should be viewed as an active participant whose molecular structure must be considered to fully understand solvation and reactivity (46-50).

Below we examine recent progress in understanding at the molecular level the dynamics and thermodynamics of several processes of importance to interfacial reactivity. We focus on two important general questions:

a) How does the interface region affect the rate and equilibrium of different types of reactions?

b) Can solvent effects on reactions at interfaces be understood by using properly scaled/modified bulk liquid concepts, or are there unique surface effects?

Most of our understanding of surface reactivity has been obtained by new experimental methodologies specifically designed to probe the interface region and from computational approaches that typically involve applications of methods developed for the study of reactivity in bulk liquids (46-49). As some of these studies have been previously reviewed (51, 52), we provide only a brief update of those topics and discuss in greater detail topics that have not yet been reviewed.

3.2. Ion transfer (IT) across the liquid/liquid interface

Although not a chemical reaction in the usual sense, the transfer of ions across the interface between two immiscible electrolyte solutions shares important characteristics with typical charge transfer reactions. The electrochemical experimental techniques, both classical and those recently developed to measure the rate of IT, have also been used to measure the rate of electron transfer (ET) across the interface. Some attempts to describe the IT process as an activated crossing of a barrier have been made. Several types of
chemical reactions such as ET, nucleophilic substitution and phase transfer catalysis discussed below are coupled to IT, so the study of “pure” IT should help in analyzing these reactions. Early work on IT has been reviewed (2, 53). Recent excellent reviews of this topic include those by Dryfe (54), a book chapter by Mirkin(55) and articles by Dassie and coworkers (56) and by Scholz (57). In discussing IT, it is useful to separate the thermodynamics and kinetic/mechanistic aspects of the transfer process.

3.2.1. Thermodynamics

The fundamental question about thermodynamics of IT is the determination of $\Delta G_t$, the standard free energy of IT between two immiscible liquids, typically water and an organic solvent, and the related problem of the electric potential change across the interface due to the partitioning of the ions in the two immiscible solutions (54). The assignment of absolute values of $\Delta G_t$ for single ions is complicated by the need to use an extra-thermodynamic assumption to separate the contributions of the anion and cation (typically, the anion and cation of tetraphenylarsonium tetraphenylborate are assume to have the same value of $\Delta G_t$) and by experimental difficulties such as ohmic resistance of the organic phase. Nevertheless, significant progress has been made on the experimental front, which has been recently reviewed (55-57).

Some of the important recent advancements and results that should be pointed out are the use of three-phase electrodes to study the transfer of ions between water and a low polarity organic solvent such as $n$-octanol (57) and the use of ultramicroelectrodes and a scanning electrochemical microscope to minimize ohmic drop (55). These techniques and other variations on classical techniques have produced a wealth of data on the free energy of transfer of simple and complex ions with a large number of different solvents. While
the most common solvent pairs studied are water/1,2-dichloroetahne and water/nitrobenzene, other solvents, including ionic liquids, have been studied. Hundreds of references and tables for these values are given in the recent review of Dassie and coworkers (56).

The fundamental theoretical challenge is to predict the value of the free energy of transfer from the properties of the ions (size, charge and polarizability) and the two solvents. More generally knowledge of the full free energy profile (potential of mean force – PMF, see eq. 3) is sometimes necessary for correct interpretation of experiments. The two main approaches used are continuum electrostatic models of varying sophistication and molecular dynamics/Monte Carlo simulations.

PMF calculations of ion and solute transfer across the water/immiscible liquid interface generally show a monotonic change between the two phases (13, 19, 20, 33-38, 58-61). The net change in the PMF: \( G(\text{bulk liquid}) - G(\text{bulk water}) = \Delta G_{\text{transfer}} \), gives the Gibbs free energy of transfer from the water to the immiscible liquid phase. Results are in qualitative agreement with experimental data and with continuum electrostatic models (13, 62), although in the latter case adjustable parameters (the size of the spherical cavity used to model the ion) were needed to obtain a good fit (13).

While most comparisons of the free energy profile between experiments and simulations have been limited to just the net free energy of transfer, X-ray reflectivity measurements can probe the total ionic density across the interface between two immiscible electrolyte solutions and can be used to make a comparison with the full PMF. The PMF of \( \text{Br}^- \) and tetra butyl ammonium cation (TBA\(^+\)) across the water/nitrobenzene interface, calculated by MD, have been used to derive the ionic
density distribution. The total distribution was found to agree well with the measured one over a wide range of bulk electrolyte concentrations (19, 20). This contrasts with the predictions of the continuum electrostatic Gouy-Chapman theory, where ionic density distributions vary substantially from the X-ray reflectivity measurements, and this underscores the importance of molecular-scale structure at the interface.

Of course, if one is only interested in the net free energy of transfer, then calculating the full PMF is not necessary. Instead, one may calculate the absolute free energy of solute solvation in the bulk of each solvent and simply take the difference. This however, ignores the possibility that ions (especially small hydrophilic ones) may retain a partial hydration shell while being transferred into the organic phase. This approach was demonstrated for the free energy of transfer of alkali and halide ions from water to 1,2-dichloroethane (DCE). Free energy calculations of different sized ion-water clusters (different numbers of water molecules) in bulk DCE (63) reproduce the free energy of transfer ($\Delta G_t$) of ions from water to this solvent, in reasonable agreement with the experimental data. Accounting for the possibility of ions retaining part of their hydration shell is critical for the correct interpretation of several dynamical phenomena such as vibrational and rotational relaxation and solvation dynamic, as reviewed elsewhere (45).

3.2.2. Kinetics

The rate of ion transfer across the liquid/liquid interface has mainly been studied by electrochemical means (cyclic voltammetry, AC impedance, scanning electrochemical microscopy and others). An applied external field or an ionic concentration gradient across the interface is established and the resultant current is measured. The experimental data can be represented by a first-order rate constant if the transfer process is written as a chemical reaction:
\[ \Gamma^i(w) \xrightarrow{\text{e}} \Gamma^i(o) \quad , \]  

where \( z_i \) is the ionic charge, and \( w \) and \( o \) correspond to the aqueous and organic phase, respectively. This equation applies to any ion that can transfer between the two phases.

The contribution of ion \( i \) to the total current density \( J \) (coulomb/cm\(^2\)) can then be written:

\[ J_i = z_i F (k_{w\rightarrow o}^i c_i^w - k_{o\rightarrow w}^i c_i^o) \quad , \]

where \( F \) is Faraday’s constant, \( c_i^w \) and \( c_i^o \) are the ion concentration in the two phases, and \( k_{w\rightarrow o}^i \) and \( k_{o\rightarrow w}^i \) are the forward and backward rate constants, respectively (units of velocity, cm/sec). Since the concentrations can be related to the potential drop across the interface and the equilibrium concentration to the standard free energy of transfer, one can derive a relation between the external potential and the current and use experimental current-potential data to extract the rate constants. The fundamental experimental challenge of the past 2.5 decades is that the apparent values of these rate constants depend on the method used to measure them with values (for the same ion and solvents) varying over 4 orders of magnitudes. The reason for this is only partially understood and possibly includes uncompensated ohmic drop across the organic phase, which leads to uncertainty in the value of the potential drop across the interface, inappropriate instrument time resolution, and inadequate separation of time scales between the ion transfer rate and the time it takes to establish the double-layer potential. When a reason is suspected, ingenious new experimental approaches to overcoming the problem have been devised. A more complete discussion of this problem and the attempts to tackle it can be found in recent reviews (54, 55).

Given the uncertainty in the values of rate constants, a theory for predicting such rates may seem premature at present. Such a theory will depend on a reasonable answer.
to the fundamental question about the mechanism of ion transfer: Can it be thought of as a diffusion in an external field or as an activated crossing of a barrier, or perhaps involve aspects of both?

While theoretical models for ion transfer based on the Nernst-Planck equation (diffusion in an external field) or transition state theory of charge transfer were developed early on, molecular dynamics simulations have provided the first qualitative molecular insight into the process, which in turn has resulted in several recent improvements to the early models. The recent review by Dryfe (54) provides an excellent description of this work up to 2007, which we briefly summarize before describing some recent developments.

The standard modeling of ion transfer by coupling of the diffusion equation to the Nernst equation is well established (64) and extensively used to simulate cyclic voltammetry experiments in order to extract rate constants. Typically, however, little molecular insight is directly gained from this description. A solution of the diffusion equation with an external field, which includes the ion potential of mean force (determined from MD or MC simulations) in addition to the applied potential, can add some molecular insight. A starting point for this description is the Nernst-Planck equation, whose differential form is

$$\frac{\partial c_i}{\partial t} = \frac{\partial}{\partial z} \left[ D \frac{\partial c_i}{\partial z} + D q_i c_i \frac{\partial \phi}{\partial z} \right]$$

where $D$ is the diffusion constant (could taken to be distance-dependent) $\phi(z)$ is the electrochemical potential variation and $q_i$ the charge of the ion. A numerical solution of this equation with the electrochemical potential set equal to the MD-derived PMF was
compared with direct MD trajectory calculations of ion transfer across a model liquid/liquid interface (65). The good agreement found suggests that in this case, a diffusive description of the IT process is reasonable. However, rate constants derived from this equation using plausible values for $D$, the gradient of $\phi$ and the size of the interface region give rate constants values that are two order of magnitude larger than measured (54, 66). The slower rate constant suggests a barrier or some type of retardation effects.

If the potential of mean force exhibits a barrier, one may calculate the rate constant using transition state theory or equivalent methods. An example of this approach was provided by Schmickler employing a lattice gas model (67). His calculations show that in most cases the current voltage relations follow a Butler-Volmer type law.

In the above approaches, the solvent provides a mean field for the ion motion, and fluctuations are ignored. However, molecular dynamics simulations of ion transfer under the influence of an external field (32, 33, 35), several recent simulations, (e.g. (68)) and the equilibrium calculations of ionic solvation structure discussed earlier suggest the importance of water molecules’ protrusions (water “fingers”) into the organic phase (which can be thought of as localized capillary waves) as a mechanism that can enhance ion transfer rate into the aqueous phase and inhibit the reverse process. Marcus presented a theoretical model to quantify the contributions of these fluctuations (69), estimating the rate of ion attachment and detachment from a water “finger” and diffusion along it. He concluded that the rate-limiting step is likely the motion of the ion along a “solvation coordinate”.
The MD simulations mentioned above also suggest that the coupling of ion motion and solvent dynamics at interfaces can result in solvent “fingers” produced in response to the ion approaching the interface. A two-mode Langevin model, in which one degree of freedom describes the ion motion and a second one describes interface dynamics, was proposed by Urbakh and co-workers. It was solved analytically and numerically over a range of ion-surface couplings (70, 71). The analytical expression derived for the rate constant of IT suggests that this coupling can result in a slowing down of the ion motion relative to unhindered simple diffusion.

A molecular level approach for describing the collective surface interaction with the ion using a single (or a few) degree(s) of freedom (“solvation coordinate”) was suggested by Schweighofer and Benjamin (33). In this approach, two solvation coordinates $s_W$ and $s_L$ are defined by dividing the instantaneous interaction energy between the ion and the two solvents (with W representing the water and L the second immiscible liquid) by the average interaction energy of this ion in the bulk of each solvent:

$$s_W = \frac{U_{ion-water}(z)}{\langle U_{ion-water}(bulk\ water) \rangle}$$
$$s_L = \frac{U_{ion-liquid}(z)}{\langle U_{ion-liquid}(bulk\ liquid) \rangle}.$$  \hspace{1cm} (8)

One expects:

$$s_W (z \to bulk\ water) = 1, \ s_W (z \to bulk\ liquid) = f$$  \hspace{1cm} (9)

where $f < 1$ represents the interaction of the ion with the fraction of the hydration shell that was co-transferred to the organic phase ($f = 0$ for a hydrophobic ion). Insight into the mechanism of the transfer may be obtained by following the IT dynamics on a two-dimensional $s_W$-$z$ surface, as well as computing the two-dimensional free energy surface.
$G(s_W, z)$. This approach was recently applied (72) to the transfer of tetra-alkyl ammonium ions and ions pairs across the water/chloroform interface. It is interesting to note that for the several ions considered in this work it was found that 
\[ \langle s_w(z) \rangle + \langle s_L(z) \rangle = 1, \] 
with the angular bracket representing equilibrium average while the ion is constrained to a narrow slab centered at the location $z$. It would be useful to check the validity of this “conservation law” for a wide range of liquids and ions.

The transfer of ions across the interface must involve some exchange of the solvent molecules around the ion. Understanding the mechanism and dynamics of this process is surely necessary for a quantitative understanding of the IT process, for elucidating the nature of “finger” formations and for the possible existence of any barrier. While several studies examined the perturbation of the water structure upon ion transfer (68, 72), the only reported dynamical study is an examination of the rate (and mechanism) of hydration shell exchange dynamics during the transfer of Na\(^+\) and Li\(^+\) between water and nitrobenzene (28). As the ions are transferred from the water to the organic phase, they keep their first hydration shell and an incomplete second shell. The rate of water exchange between the first shell and the rest of the interfacial water molecule decreases during the transfer, which is consistent with an increase in the barrier along the ion-water potential of mean force. The study also examines some aspects of the exchange mechanism, but clearly much more work is needed here.

We conclude by noting that ion pairing could play a role in the transfer process. For example, Mirkin and coworkers suggested a “shuttle” mechanism to explain the observation that a very low concentration of a supported electrolyte in the organic phase facilitates the transfer of hydrophilic cations (73).
3.3. Electron transfer reactions at liquid/liquid interfaces

Electron transfer (ET) at the interface between two immiscible electrolyte solutions (IES) is a fundamental process with important implications for solar energy conversion (74), phase transfer catalysis and biological processes at membrane interfaces (75). The experimental and theoretical study of ET reactions at IES interfaces has a long history (2). Until about 15 years ago, measurements of ET rates at IES involved mainly conventional electrochemical methods, where the interface was under external potential control and a steady state current vs. voltage was measured (2, 53). These measurements suffered from several drawbacks, such as an inability to distinguish clearly between electron and ion transfer, distortion due to the charging current and the large resistivity of the organic phase. These drawbacks limit the number of experimental systems that can be studied, and thus very few reliable rate constants have been reported.

Recent experimental developments in which those drawbacks can be minimized or controlled have provided new data that helped clarify the factors that control ET at IES and test several theories. These new techniques include scanning electrochemical microscopy (SECM) (76), thin-layer cyclic voltammetry (77) and spectro-electrochemical methods (78-80), some taking advantage of recent advances in non-linear optics (81, 82). These have been reviewed recently (54, 55).

Like ET in bulk solvents, ET at a L/L interface is a bimolecular reaction but with the ability to control the reaction free energy ($\Delta G_{\text{rxn}}$) by an applied potential like an ET at the electrolyte/electrode interface. The typical case is when the acceptor and donor ($O_1$ and $R_2$) are located in the two opposite phases, so the reaction can be written as follows:

$$O_1(w) + R_2(o) \rightleftharpoons R_1(w) + O_2(o)$$

(10)
The rate of this reaction can be obtained by applying a potential difference $V$ across the interface and measuring the current $I$. Extracting the forward and backward rate constants from this measurement requires a theoretical framework. In turn, this theoretical framework is based on knowledge/assumptions about the interface structure, ionic distributions and variation of the electric potential across the interface.

The basic theory of ET in bulk liquids and at liquid/metal interfaces is well-developed (83-86). By making some assumptions about the interface structure and ionic distributions, Marcus has derived an expression (see below) for the rate constant’s dependence on the reaction free energy (and thus the external potential). This relation leads to the phenomenological Butler-Volmer equation:

$$I = I_0 \left( e^{(1-\alpha)nF(V-V_{eq})/RT} - e^{anF(V-V_{eq})/RT} \right)$$

(11)

where $T$ is the temperature, $R$ is the gas constant, $F$ is the Faraday constant, $n$ is the number of electrons transferred, $V_{eq}$ is determined from the Nernest equation and the activities of the oxidized and reduced ions at the interface, $\alpha$ is a constant called the transfer coefficient (see below), and $I_0$ is directly related to the forward heterogeneous rate constant $k_f$ by:

$$I_0 = nF[O_1]^{1-\alpha}[R_2]^{\alpha}k_f,$$

(12)

where $[O_1]$ and $[R_2]$ are the equilibrium concentrations. Marcus derivation (83) shows that the transfer coefficient is given by $\alpha = 1/2 + \Delta G_{rxn}/2\lambda$, where $\Delta G_{rxn}$ is the reaction free energy, and $\lambda$ is the reorganization free energy (see below).

Some experiments were found to follow this relation, from which one can extract the rate constant, but some others seems to show only weak current-potential dependence...
A summary of the experimental situation until 2007 is provided by Dryfe (54) and more recently by Mirkin (55).

The breakdown of the Butler-Volmer relation could be due to the failure of one or more of the assumptions on which this equation is based: 1) the validity of Marcus theory (see next section); 2) the potential drop across the interface is assumed to be equal to that imposed on the electrodes (or an account can be made for the contribution of the layers of inert ions using the Nernst equation(88)); 3) the current due to ion transfer is small (or it can be accounted for). While assumptions 2 and 3 can be addressed to some degree by experimental advances, like SECM (76), theoretical developments have played a role in examining Marcus theory, which we briefly discuss next.

3.3.1. Marcus non-adiabatic theory of ET at IES interfaces

In the limit of weak electronic coupling between a donor and acceptor separated by a distance $R$ and adsorbed at the liquid-liquid interface, the bi-molecular rate constant for an electron transfer reaction was derived by Marcus (89-91):

$$k_r = \kappa \nu V_r e^{-\beta \Delta G^*}, \quad (13)$$

where $\nu$ is a “collision” frequency, which is determined from the equilibrium solvent fluctuations in the reactant state, $V_r$ is the reaction volume, which accounts for all of the possible configurations of the reactant pair per unit area of the interface, and $\Delta G^*$ is the activation free energy. The Landau-Zener (LZ) factor $\kappa$, which is proportional to the square of the electronic coupling term $V_{el}$, determines the probability for the electronic transition. (For a recent discussion of the LZ factor, see (92)). A basic assumption of Marcus theory is that the solvent free energy functions controlling ET are paraboli with
equal curvatures (linear response). This leads to an expression for $\Delta G^*$, which, neglecting surface adsorption and desorption work terms, is given by

$$\Delta G^* = \left( \frac{\lambda + \Delta G_{\text{rxn}}}{4\lambda} \right)^2,$$  \hspace{1cm} (14)

where the reorganization free energy $\lambda$ is the reversible work needed to change the solvent configuration from an equilibrium state around the reactants to that around the products at a fixed electronic state. Surface effects are most likely to influence the rate through their effect on $\lambda$. This quantity was first calculated analytically by Kharkats (93) for the case of two reactants located along the line normal to the interface (modeled as a continuum dielectric jump). Marcus generalized the calculations to include any orientation of the reactants relative to the interface normal (89). Kharkats and Benjamin (94) investigated the case where the reactants (modeled as spherical cavities) can have a mixed solvation shell at the interface. They show that the reorganization free energy is significantly affected by the possibility of the ions crossing the interface.

Marcus estimated $\lambda$ by using the rate constant of the half reaction at the solution/metal interface. This estimate and other assumptions gave reasonable agreement with the experimental rate constant for the reaction between the Fe(CN)$_6^{4-/3-}$ couple in water and for the Lu(PC)$_2^{2+/2+}$ (hexacyanoferrate-lutetium biphthalocyanine) couple in DCE (89, 90). With the experimental advances over the last two decades, many more rate constants have been measured. For example, in the SECM technique, one is able to increase significantly the range of the driving force ($\Delta G_{\text{rxn}}$) for the ET reactions studied at the L/L interface, which provided a more reliable determination of the reorganization free energy (95). In general, it has been found that the rate constant as a function of
driving force follows Eq. 14, especially when the variation in the driving force is accomplished by changing the redox pair. Several cases reported slower rates when the driving force is increased in the so-called inverted region (96). However, when the driving force is varied by changing the concentration of the supporting electrolyte, complications arise due to the breakdown of the assumption that the potential drop across the interface is steep. Independent tests on the validity of the assumptions underlying the ET theory involve molecular-level description, which we discuss next.

3.3.2. Molecular-level description

Marcus provided expressions for the rate constant of ET at the LL interfaces by assuming that the interface is either a mathematically sharp plane or, at the other extreme, a homogeneous surface region. While the experimental and computational work described earlier favors the sharp interface description, the interface is far from being planar. In particular, simulations suggest that the interface is highly corrugated on the scale of typical donor-acceptor distances. In addition, using the continuum electrostatic model to calculate the activation free energy at the interface could lead to errors similar to those observed in the calculations of the ionic free energy of adsorption: The sharp dielectric discontinuity typically magnifies surface effect. Moreover, ions’ tendency to keep part or all of their hydration shell can have a major effect on the value of the activation free energy and on their ability to form an interfacial ion-pair – a precursor for the ET reaction. Because experimental data are not sufficiently detailed or extensive to test the above assumptions, atomistic approaches to interfacial ET have been used to gain insight into the influence of the molecular structure of the interface on the ET rate.
A molecular description of ET at IES may use any of the methodologies developed for studying bulk liquid ET, including the calculation of the reorganization free energy, the relative distributions of donor and acceptor molecules, electronic coupling as a function of distance and orientation, and dynamical solvent effects. Some of these have been reported at LL interfaces.

The calculation of reorganization free energy is based on a sampling of an ET reaction coordinate defined as the energy gap between the two electronic states at fixed nuclear coordinates(97-100):

\[ X(r) = U_p(r) - U_R(r) \tag{15} \]

where \( U_R \) and \( U_p \) are the potential energies of the reactant state \( \psi_R = |O_1R_2\rangle \) and the product state \( \psi_p = |O_2R_1\rangle \), respectively, and \( r \) represents all the nuclear positions. The solvent free energy associated with solvent fluctuations in the electronic state \( \nu = R \) or \( \nu = P \) is given by

\[ G_\nu(x) = -k_B T \ln P_\nu(x), \quad P_\nu(x) = \langle \delta[X(r) - x] \rangle_\nu \tag{16} \]

where \( P_\nu(x) \) is the probability that the solvent coordinate \( X \) has the value \( x \) and \( \langle \ldots \rangle_\nu \) is the equilibrium average in the state \( \nu \). The reorganization free energies for the reactants and products state are given by:

\[ \lambda_R = G_R(\bar{x}_p) - G_R(\bar{x}_R), \quad \lambda_p = G_p(\bar{x}_R) - G_p(\bar{x}_p), \tag{17} \]

where \( \bar{x}_\nu = \langle X(r) \rangle_\nu \) is the equilibrium value of the solvent coordinate in the state \( \nu \). Because \( \bar{x}_R \) and \( \bar{x}_p \) are typically very different, an umbrella sampling procedure is
necessary to compute $G_R(x_P)$, as one requires sampling of solvent fluctuations far from equilibrium (98). The activation free energy $\Delta G^\#$ is determined from the intersection of $G_P(x)$ and $G_R(x)$. Marcus equation 18 is obtained by assuming that these two functions are paraboli with equal curvature, from which one can easily show that 

$$\lambda = \lambda_R = \lambda_P = \frac{k}{2} \left( x_R - x_P \right)^2.$$  

Fig. 2 depicts graphically the quantities discussed above.

MD calculations of the solvent free energy curves in bulk water (98, 99, 101, 102), in other systems (103), at the interface between two simple liquids (104), and at the water/self-assembled monolayer interface (105) have generally confirmed that the parabolic assumption (and thus linear response) is quite reasonable. In cases where significant non-linearity was observed, approaches to calculating the activation free energy have been discussed (101, 103).

The solvent free energy curves for the model ET reaction $DA \rightarrow D^+A^-$ at the water/1,2-dichloroethane (DCE) interface were compared to those in bulk water by MD simulations (106). The reactants were modeled as point charges imbedded in Lennard-Jones spheres. At the water/DCE interface, (and to a slightly lesser degree in bulk water), the free energy curves are well described by paraboli. The reorganization free energy calculated by continuum electrostatics (89) using the MD-derived static dielectric constants of water ($\epsilon_0 = 82.5$) and DCE ($\epsilon_0 = 10$) and other geometrical parameters, is in good agreement with the MD calculations (106). Interestingly, however, the water contribution to the electrostatic potential at the location of the charge transfer centers is underestimated by the continuum model (due to the neglect of the specific hydration structure), while the DCE contribution is overestimated (107, 108).
3.3.4. Photoinduced ET at liquid/liquid interfaces

Photoinduced ET at L/L interfaces can be followed using spectroscopic techniques, which when coupled with electrochemical methods allows in principle for a more accurate determination of fast ET processes. The problem of surface selectivity can be overcome by using total internal reflection (TIR) geometry or by utilizing non-linear optical spectroscopy. For example, a TIR geometry was used by Girault and coworkers to study the potential dependent ET in a TCNQ/ferrocyanide system (109). The rate constant was determined by a measurement of the time-dependence of absorbance in response to potential modulations. Other systems studied include photoinduced ET between a porphyrin dimer and one of the following: TCNQ, ferrocene derivatives and quinones (80, 110). The rate as a function of the net driving force in these systems was consistent with the Marcus model.

Of particular interest is the idea of using a solvent, such as \( N,N \)-dimethylaniline (DMA), as an electron donor in an interfacial ET, thus limiting complications due to ion transfer and reactants’ diffusion. This can lead to ultrafast electron transfer due to the close proximity of the redox pair. Several experiments have provided additional examples of the existence of the Marcus inverted region at liquid interfacial systems (111, 112). Eisenthal and coworkers used SHG (81) to study the ultrafast electron transfer between a photoexcited coumarin (C314*) and a DMA molecule at the water/DMA interface. The electron transfer was monitored by measuring the SHG signal resonant with the C314 \( S_0 \rightarrow S_1 \) transition or by following the SHG signal resonant with an electronic transition in the DMA radical cation. The fast signal change was attributed to the solvation dynamics of C314* on the sub-picosecond time scale, followed by ET on a 14-16 ps time
More recently, an experiment using a Sum Frequency Generation (SFG) probe resonant with the C=O vibrational frequency in C314 gave a similar time constant of 16 ±2 ps (82).

This ET rate is (surprisingly) faster by a factor of 2 for the same reaction in bulk DMA. A possible explanation is that the water/DMA interfacial region is less polar than the bulk DMA region, which would result in a smaller reorganization free energy (82). This is unusual since the polarity of the interface tends to lie between the polarity of two bulk phases (44, 113). Support for this was provided by the observation that the surface SHG spectrum of C314 is shifted to the blue relative to the UV spectrum of C314 in bulk DMA and in bulk water.

Molecular dynamics calculations of the reorganization free energy and solvation dynamics in the C314 at water/DMA system gave results in agreement with the experiments (114). The calculations suggest that the rate enhancement at the interface relative to the bulk is likely due to faster solvation dynamics at the interface. This is a case where due to strong coupling, the ET is in the adiabatic regime, and the rate is controlled by solvation dynamics (115-120). For reviews of solvation dynamics at liquid interfaces, see (6, 44).

3.4. Liquid-Liquid Phase Transfer Catalysis and interfacial S₂2 reactions

In liquid-liquid Phase Transfer Catalysis (PTC), a water-soluble reactant is transferred, with the aid of a phase transfer catalyst (typically a quaternary ammonium cation), from an aqueous phase into an organic phase, where it reacts with a water-insoluble reactant. Once complete, the catalyst transfers the water-soluble product to the aqueous phase, and the catalytic cycle repeats. Like the case of an electron transfer, this is
an example of an interfacial reaction coupled to mass transport across the interface. PTC is a “green” chemistry process with applications in pharmaceutical and agrochemical industries, materials science and organic synthesis (121-123)

As an example of a reaction carried out under PTC conditions at the liquid/liquid interface, we consider nucleophilic substitution ($S_N2$). This reaction involves an anionic reactant and product (like $\text{OH}^-$ and $\text{Cl}^-$) and cationic catalysts, and thus it involves the ion transfer and interfacial ion solvation processes discussed above. It is well-known that fast gas-phase $S_N2$ reactions are significantly slowed down when the reaction is carried out in a polar protic solvent such as water (124-135), and that the rate can be enhanced (relative to aqueous solutions) if the reaction is carried out in a low-polarity, aprotic solvent like chloroform. Thus, a PT catalyst can transfer small water soluble nucleophiles such as $\text{OH}^-$ and $\text{Cl}^-$ into low-polarity solvents and enable the reaction.

Until recently, theoretical studies of PTC processes were limited to continuum diffusion/kinetic models (121), while theoretical studies of $S_N2$ reactions were extensively studied in the gas phase and bulk liquids (125, 128, 130, 134, 135), but not at interfaces. The molecular level study of $S_N2$ reactions under PTC conditions at liquid/liquid interfaces provides an opportunity for exploring how the unique character of the liquid interface region affects chemical reactivity. Specific issues of interest include the following:

1. Experimental studies of $S_N2$ reactions in bulk non-polar solvents suggest that the hydration state of the nucleophile anion strongly influences its reactivity (136), while the transfer of small hydrophilic ions from water to the organic phase discussed above is
accompanied by some water molecules. How important is the hydration state of the nucleophilic ions for reactions carried out under PTC conditions?

2. Several experimental and theoretical studies suggest strong dependence of the effective solvent polarity on the solute’s surface location and orientation (137-141). How would the location and relative orientation of the reactants influence their interfacial reactivity?

3. What role might interface density fluctuations play in determining reactivity?

To address these questions, molecular dynamics simulations were carried out for a simple benchmark symmetric $S_N^2$ reaction, $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl}^- + \text{Cl}^-$, at different locations at the water/chloroform interface (142). The reaction was modeled using a simple two-state Empirical Valence Bond (EVB) (125, 130, 143) In this approach, the electronic state of the reactive system is described using two orthonormal valence states, $\psi_1 = \text{Cl}^- \text{CH}_3\text{Cl}^-$ and $\psi_2 = \text{Cl}^- \text{CH}_3\text{Cl}$:

$$\Psi = c_1 \psi_1 + c_2 \psi_2, \quad \langle \psi_i | \psi_j \rangle = \delta_{ij}. \quad (18)$$

The total Hamiltonian in this representation is written as:

$$\hat{H} = \begin{pmatrix} H_{11}(r_1, r_d, r_s) & H_{12}(r_1, r_2, \theta) \\ H_{12}(r_1, r_2, \theta) & H_{22}(r_1, r_d, r_s) \end{pmatrix} \quad (19)$$

$$H_{11} = E_k + H_{11}^0(\eta_1, r_2, \theta) + U_{ss}(r_s) + U_{si}(r_s, r_i) + U_{sd}(r_s, r_d), \quad (20)$$

where $H_{11}$ and $H_{22}$ are the classical diabatic Hamiltonians describing the system in the states $\psi_1$ and $\psi_2$, respectively, however due to the symmetry of the reaction, $H_{22}$ has the same functional form as $H_{11}$ but with the two chlorine atom labels interchanged. These Hamiltonians include the following terms:
$E_k$ – the kinetic energy of all atoms; $H^0_{11}(r_1, r_2, \theta)$ – the gas phase interaction between the Cl\(^-\) ion and the CH\(_3\)Cl molecule; $U_{ss}(\mathbf{r}_s)$ – the individual solvents and the solvent-solvent potential energies; $U_{si}(\mathbf{r}_s, \mathbf{r}_i)$ – the solvent-ion potential energy; and $U_{sd}(\mathbf{r}_s, \mathbf{r}_d)$ – the solvent–CH\(_3\)Cl potential energy. In all these terms, $\mathbf{r}_i$ is the vector position of the Cl\(^-\) ion, $\mathbf{r}_d$ is the vector position of the CH\(_3\)Cl atoms and $\mathbf{r}_s$ represents the positions of all the solvent atoms. $r_1$ is the distance between the Cl\(^-\) ion and the carbon atom, $r_2$ is the C-Cl bond distance in CH\(_3\)Cl, and $\theta$ is the Cl\(^-\)----C-Cl angle. The detailed functional forms and parameter values of all these potential energy terms can be found elsewhere (143). The off-diagonal electronic coupling term $H_{12}$ in Eq. 19 is the one suggested by Hynes and coworkers:(130, 144)

$$H_{12} = -QS(r_1)S(r_2), \quad (21)$$

where $S(r)$ is the overlap integral for the sigma orbital formed from the carbon 2p and chlorine 3p atomic orbitals centered a distance $r$ apart, and $Q = 678.0$ kcal/mol is a parameter that is fitted to obtain the experimental gas-phase activation energy.

The lower eigenvalue of the Hamiltonian in Eq. 19 gives the classical electronic ground state adiabatic Hamiltonian as a function of all nuclear coordinates:

$$H_{ad} = \frac{1}{2}(H_{11} + H_{22}) - \frac{1}{2}\left[(H_{11} - H_{22})^2 + 4H_{12}^2\right]^{1/2}. \quad (22)$$

The classical MD calculations are carried out using this as the total system Hamiltonian.
(Note that if the coupling is zero, the Hamiltonian is reduced to one of the diabatic states.) The reaction coordinate is defined by

\[ \xi = r_1 - r_2 \],

so the reactant and product states correspond to \( \xi << 0 \) and \( \xi >> 0 \), respectively. The minimum energy path along \( \xi \) for the collinear geometry (\( \theta = 0 \)) is shown in Fig. 3. The system’s electronic wavefunction (the values for \( c_1 \) and \( c_2 \) in Eq. 18) shows that at the transition state in a vacuum (and on average in solution) each Cl atom in the reaction system carries a partial charge of \( \delta \approx 0.5 \): \( [\text{Cl}^{-\delta} - \text{CH}_3 - \text{Cl}^{\delta}] \). As \( \xi \) varies from \(-\infty\) to \(+\infty\), the charge on the nucleophile varies, as expected, from \(-1\) to the charge on the Cl atom in the isolated \( \text{CH}_3\text{Cl} \) molecule.

The reaction free energy profile as a function of the reaction coordinate \( W(\xi) \) (from which one can obtain the activation free energy and estimate the rate) can be calculated using umbrella sampling with overlapping windows with the help of a biasing potential to accelerate convergence(145) according to:

\[ W(\xi) = -\beta^{-1} \ln P(\xi) - U_b(\xi) \]

\[ P(\xi) = \frac{\int \delta(r_1 - r_2 - \xi) \exp[-\beta(H_{ad} + U_b(\xi))]d\Gamma}{\int \exp[-\beta(H_{ad} + U_b(\xi))]d\Gamma} \].

The biasing potential \( U_b(\xi) \) is any analytic function of \( \xi \) chosen to approximate \(-W(\xi)\). The \( W(\xi) \) was calculated at 7 different interface locations by restricting the reactants’
center of mass to slabs parallel to the liquid/liquid interface. Other details about the calculations are given elsewhere (143).

Some results are shown in Fig. 3. The top panel shows the gas-phase potential energy along the minimum energy path for the collinear reaction geometry (dotted line), the free energy profiles in bulk chloroform and in bulk water, and the free energy profiles at two interface locations. The bottom panel shows the activation free energy barrier ($\Delta A^*$) for all the locations studied vs. the distance along the interface normal. Upon transferring from the gas phase to bulk chloroform and bulk water, the increase in solvent polarity gives rise to increased stabilization of the localized charges of the reactants and products (on the chloride ion) compared with the delocalized charges at the transition state, leading to the observed increase in $\Delta A^*$. As the polarity of the interface region is expected to be somewhere between that of the two bulk phases (113, 146), one would expect that $\Delta A^*$ at different interface locations will fall in between the values in bulk water and bulk chloroform. Unexpectedly, the bottom panel of Fig. 5 shows that $\Delta A^*$ at the Gibbs surface ($Z = 0$) is larger than in bulk water. As the reactants’ center of mass moves towards the organic phase, $\Delta A^*$ further increases, reaches a maximum near $Z \approx 5\,\text{Å}$, and is still higher than in bulk chloroform at the largest $Z$ value studied.

The surprising behavior described above is a direct consequence of the structure of the interface and the behavior of ionic solute at the interface discussed in the first part of this review. Interface density fluctuations are strongly coupled to the solute charge distribution (and thus to the reaction coordinate) due to the ability of the nucleophile to retain some number of water molecules when it is near the interface. This helps to understand the behavior of the reactants in the region $Z > 5\,\text{Å}$. In this case, the behavior is
similar to that of the reaction $\text{Cl}^- (\text{H}_2\text{O})_n + \text{CH}_3\text{Cl}$ in bulk chloroform. For example, at $Z = 15\text{Å}$, $\Delta A^* = 22$ kcal/mol, which is similar to $\Delta A^* = 21$ kcal/mol calculated for the reaction in bulk chloroform with $n = 1$. As $n$ increases, the activation free energy increases monotonically to the value in bulk water (147). However, when the reactants are near the Gibbs surface another effect is at play, which is related to the dependence of the reaction barrier on the reactants’ orientation (142). When the system is at or near the transition state ($\xi = 0$), the $\text{Cl}^{−0.5} – \text{CH}_3 – \text{Cl}^{+0.5}$ vector tends to lie parallel to the interface, but when the charge on the nucleophile is near $−1$ (at $\xi \geq 0.3\text{Å}$), the vector $\text{Cl}^{−} – \text{CH}_3 – \text{Cl}$ tends to lie perpendicular to the interface, with the $\text{Cl}^{−}$ pointing towards the water phase. As a result, the transition state experiences an environment that is significantly less polar than the environment experienced by the reactants, explaining the high barrier in the $Z < 5$ Å region.

These results suggest that for the phase transfer catalyst to be effective, it must be able to bring the nucleophile relatively deep into the organic phase. A question remains: To what extent does the catalyst influence the reaction itself? Calculations were performed of the free energy profile of the benchmark $\text{Cl}^- + \text{CH}_3\text{Cl} \, S_N^2$ reaction at the water/chloroform interface in the presence of the phase transfer catalyst tetramethylammonium cation ($\text{TMA}^+$) (148). It was found that $\text{TMA}^+$ moderately increases the barrier height of this reaction when it is still paired with the $\text{Cl}^-$ nucleophile, especially when the nucleophile is hydrated by a few water molecules. A design principle for a good phase transfer catalyst is thus the ability to bring the
nucleophile into the organic phase with a minimal number of associated water molecules, followed by dissociation of the ion pair in the bulk organic phase before reaction (72).

4. Conclusions

The interface between two fluid phases is a few nm thick, highly anisotropic region, characterized by rapidly varying density, polarity and molecular structure. Density fluctuations create instantaneous structures that are significant on the interface length scale. These have marked influence on the solvation of solute molecules and on the equilibrium and rate of chemical reactions. In some cases, the effect of the interface region can be understood by the direct application of theories developed for understanding solvation and reactivity in bulk liquids. For example, by introducing the concept of interface polarity, one can understand the solvent effect on the rate of electron transfer reactions. In other cases, unique interface structures must be considered in order to explain surface effects. For example, surface roughness at the interface between two immiscible liquids can have a significant effect on the activation free energy for $S_N2$ reactions. An important concept that is emerging from many simulation studies and is also supported by experimental evidence is the ability of a charged solute to keep a hydration shell (to a degree that depends on the solute’s charge and size) as it crosses the interface between water and a second phase. This has an important effect on many thermodynamic and dynamic properties of reactive solutes adsorbed at the interface.
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Figure Captions

Fig. 1. The relative (to the bulk) number of water molecules in the first solvation shell of different ions and neutral atoms as a function of the distance from the interface.

Fig. 2. A schematic representation of the free energy functions for the thermally activated electron transfer reaction $O_1(w) + R_2(o) \rightleftarrows R_1(w) + O_2(o)$

Fig. 3. Top: The free energy profile (kcal/mol) for the $\mathrm{Cl}^- + \mathrm{CH}_3\mathrm{Cl}$ reaction at two different locations of the water/chloroform interface (red lines labeled a and b), in bulk water (blue line labeled $\mathrm{H}_2\mathrm{O}$) and in bulk chloroform (green line labeled CHCl$_3$). The dotted line is the minimum energy path along the collinear geometry in the gas phase. Bottom: The activation free energy (kcal/mol) vs. the distance along the interface normal. Reprinted with permission from reference 142. Copyright 2010, American Chemical Society.
Table 1. Calculated ratios of bulk to surface peak values of the radial distribution functions for different solute molecules at the liquid/vapor interface of water and acetonitrile at 298K (42, 43).

<table>
<thead>
<tr>
<th>solute</th>
<th>solvent</th>
<th>( rac{g_{\text{max}}^{\text{bulk}}}{g_{\text{max}}^{\text{surf}}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>I(_2^-)</td>
<td>H(_2)O</td>
<td>1.6</td>
</tr>
<tr>
<td>I(_2)</td>
<td>H(_2)O</td>
<td>3.0</td>
</tr>
<tr>
<td>ClO</td>
<td>H(_2)O</td>
<td>3.2</td>
</tr>
<tr>
<td>ClO(^-)</td>
<td>H(_2)O</td>
<td>1.2</td>
</tr>
<tr>
<td>ClO</td>
<td>CH(_3)CN</td>
<td>2.8</td>
</tr>
<tr>
<td>ClO(^-)</td>
<td>CH(_3)CN</td>
<td>1.0</td>
</tr>
</tbody>
</table>
Fig. 1

\[ \frac{n(z)}{n_{\text{bulk}}} \]

\[ Z(\text{Å}) \]

Fig. 2.

\[ \text{ET} \]

\[ O_1(w) + R_2(o) \]

\[ R_1(w) + O_{2z}(o) \]

\[ \Delta G^* \]

\[ \Delta G_{\text{run}} \]
Fig. 3.