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Atmospheric aerosols have significant implications for human health and climate. For instance, aerosols impact climate directly by scattering and absorbing solar and terrestrial radiation and indirectly by acting as cloud condensation nuclei (CCN) and ice nuclei (IN), which facilitate cloud droplet and ice crystal formation, respectively. Changes in chemistry, size, and number concentrations between different locations and over time alter how aerosols impact air quality and cloud formation, and can have broader implications on precipitation efficiency and phase. Further, aerosol composition largely depends on meteorology, which influences sources and chemical transformation in the atmosphere. Aerosol-cloud-precipitation interactions represent one of the largest sources of uncertainty in climate science; therefore, a better understanding of the aerosols that contribute to these effects is needed. To address this source of uncertainty, the chemical composition of individual ambient aerosols and aerosols as insoluble residues in precipitation samples was determined using aerosol time-of-flight mass spectrometry (ATOFMS) and provided insight into their potential to serve as cloud seeds at three different locations over time. A three-year summer study (2005-2007) in Riverside, CA afforded information on the inter-annual variability of the urban aerosol due to changes in aerosol transport and meteorological conditions. In the summer of 2008 in Atlanta, GA, tropical cyclones shifted the representative aged urban aerosol to a less-aged, less-CCN active aerosol population, having implications on regional cloud formation after extreme weather events. At a remote site in the Sierra Nevada Mountains in the winter of 2009, observations of newly-formed aerosols presented a new source of CCN. Inter-annual trends in precipitation at the same remote site showed how IN transported from the Sahara and Asia potentially influenced precipitation processes during three winter seasons (2009-2011). Investigating changes in cloud seeds represents a longer-term goal to reduce uncertainties associated with modeling aerosol-cloud-precipitation interactions. Larger spatial and temporal coverage is needed to better understand trends in cloud formation and precipitation and to provide more detail for regional and global model parameterization. The results presented herein represent a noteworthy advancement towards understanding variation in composition and sources of cloud seeds in different regions and in most cases long time periods.
1. Introduction

1.1. Sources of Atmospheric Aerosols

Aerosols are small liquid or solid particles suspended in a gas medium, such as the atmosphere. They are ubiquitous in the troposphere and vary considerably in terms of composition, size, source, and their resulting effects on air quality and climate [Poschl, 2005]. Aerosols originate from a multitude of natural and anthropogenic sources, and can be directly emitted (primary aerosol) or formed/transformed in the atmosphere through heterogeneous reactions and condensation of gas phase species (secondary aerosol).

Some of the main constituents to the global aerosol burden include crustal elements (i.e., dust), sea salt, sulfate, and organics [Poschl, 2005; Seinfeld and Pandis, 2006]. All of these aerosol types can originate from natural sources, although dust (i.e., road dust [Pagotto et al., 2001]), sulfate, and organics can be anthropogenic as well. Natural dust injected into the troposphere via Aeolian processes in arid regions is among the largest contributors to the global dust burden. One-third of the global land area is covered by dust-producing surfaces, made up of hyperarid regions like the Sahara that covers 0.9 billion ha, and drylands, which occupy 5.2 billion ha [Jickells et al., 2005; Prospero et al., 2002]. Biological aerosols, which can fall under the primary organic aerosol category [Heald and Spracklen, 2009], can be lofted with dust from arid regions [Haller et al., 2011; Hua et al., 2007], but can also originate from a plethora of terrestrial, marine, urban, and rural sources [Despres et al., 2012; Schnell and Vali, 1976]. Biological aerosol encompasses microorganisms such as bacteria, fungi, pollen, and spores [Despres et al., 2012; Vali et al., 1976], in addition to fragments and excretions from decomposing vegetation [Schnell and Vali, 1972]. Sea salt is a primary aerosol injected into the atmosphere from mechanical processes such as wave breaking and bubble bursting [Bigg and Leck, 2008; Foltescu et al., 2005]. Sulfate can be emitted with sea salt, but can also form in the atmosphere from phytoplankton emissions via secondary heterogeneous reactions. Certain phytoplankton produce dimethyl sulfide
(DMS), which is released into the atmosphere, where it is oxidized to form sulfur dioxide (SO₂) gas [Charlson et al., 1987]. SO₂ can be further oxidized leading to the production of sulfate in the particle phase [Finlayson-Pitts, 2000]. Primary organic aerosols can also originate from phytoplankton blooms and are ejected into the atmosphere through bubble bursting [Facchini et al., 2008]. Other natural sources of sulfate and organics include aerosol formation and transformation over vegetation or boreal forests [Tunved et al., 2006 and references therein]. Naturally-produced secondary organic aerosols (SOA) can be formed via oxidation followed by condensation of biogenic volatile organic compound (BVOC) emissions over boreal forests [Hoffmann et al., 1997]. Further, new particle formation (NPF) is a process where organic and/or sulfate aerosols can be spontaneously formed in situ under specific conditions from gas phase precursors [Kulmala et al., 2004], as discussed in more detail in Chapter 4.

Although natural sources largely contribute to the global sulfate and organic aerosol burden, anthropogenic sources have a significant influence [Kanakidou et al., 2005]. Coal-fired power plants have been estimated to contribute up to 56% of global SO₂ emissions, which forms sulfate aerosol [Smith et al., 2001]. Other anthropogenic SO₂ sources include petroleum oil combustion (24%), industrial processes (15%), and biomass burning (3%) [Smith et al., 2001]. Primary organic aerosol emissions from meat cooking operations, automobiles, and heavy-duty diesel trucks can comprise up to 21% each of the primary fine organic carbon emissions in highly populated urban areas such as Los Angeles [Rogge et al., 1993a; Rogge et al., 1991]. Smaller contributions to urban organic aerosol emissions includes tire debris [Rogge et al., 1993b], urban vegetation [Rogge et al., 1993c], natural gas appliances [Rogge et al., 1993d], hot asphalt [Rogge et al., 1997a], distillate fuel oil [Rogge et al., 1997b], and residential biomass burning [Rogge et al., 1998]. Estimates obtained from apportionment studies indicate that the organic fraction in ambient aerosol is overwhelmingly secondary in nature in cities such as Riverside, CA [Docherty et al., 2008]. Photochemical smog from urban pollution is a rich medium for the formation of SOA [Volkamer et al., 2006], consisting of volatile organic compounds (VOCs) from automobile emissions and amines from agricultural
sources that photooxidize into condensable products [Malloy et al., 2009; Pandis et al., 1992; Silva et al., 2008; Sorooshian et al., 2008].

1.2. Environmental Impacts of Atmospheric Aerosols

1.2.1. Effects on Health

In particular, the variety and complexity of urban aerosol chemical composition renders numerous effects on air quality and therefore unlimited adverse health effects [Hidy et al., 1975]. For instance, aerosols from urban air pollution have been linked to a wide array of adverse health effects, including but not limited to cardiovascular and pulmonary diseases [Latzin et al., 2009; Nawrot et al., 2011], allergies and asthma [Dockery et al., 1996], and even increased mortality [Samet and Katsouyanni, 2006]. Although significant advancements have been made to improve the understanding of health effects of aerosols, better approximations based on measurements are needed to improve the representation of urban aerosols in models and pollution regulations [Vedal, 1997]. Understanding specific effects due to aerosol size and chemistry has been identified as critical to evaluating the overall causal relationship between aerosol exposure and adverse health effects [Brook et al., 2010].

1.2.2. Serving as Cloud Seeds

Although future research on aerosol health effects is needed, the climatic effects of aerosols on cloud microphysics are even more poorly understood due to complexity in chemical composition, size, and number concentrations [IPCC, 2007]. Aerosols can directly scatter and absorb incoming solar and outgoing longwave radiation, and also indirectly impact climate by participating as “seeds” or nuclei for cloud droplet or ice crystal growth, which can subsequently mature into precipitation [Seinfeld and Pandis, 2006]. Aerosols can serve as sites for condensation of atmospheric water vapor either as cloud condensation nuclei (CCN) or as ice nuclei (IN), forming cloud droplets and ice crystals, respectively. Overall, CCN and IN have different physiochemical properties and thus have different effects on cloud microphysics.
The ability of aerosols to serve as CCN is dependent on the size and amount of soluble material as described by Köhler theory; it combines the Kelvin effect, which describes the change in saturation vapor pressure due to a curved surface, and Raoult's Law, which relates the saturation vapor pressure to the solute [Köhler, 1921]. Efficient CCN are typically composed of soluble or at least partially soluble material (i.e., sea salt) [Petters and Kreidenweis, 2007]. The CCN activation threshold is roughly between 0.04 and 0.2 μm in diameter, which is also where aerosol solute concentrations are most important [McFiggans et al., 2006]. However, aerosols >0.2 μm can also serve as CCN based on their size. In high number concentrations and under constant water content, CCN create large populations of small-sized cloud droplets, subsequently enabling the cloud to become more reflective [Twomey, 1974]. Further, clouds with high CCN concentrations become thicker and have increased lifetimes [Albrecht, 1989; Pincus and Baker, 1994]. Cloud droplet nucleation and the resulting effects from CCN are thought to occur in the lower layers of clouds [Rosenfeld et al., 2008a; Yin et al., 2000].

The oceans are a large source of various types of aerosols that have been shown to effectively serve as CCN, including sea salt, sulfate aerosols, and organic aerosols [Boucher and Lohmann, 1995; Novakov and Penner, 1993; O'Dowd et al., 2004]. Rosenfeld et al. [2000; 2006] have shown that urban and industrial emissions contributed significant concentrations of CCN, which suppressed rain and snow in multiple regions worldwide. Further, NPF in urban and rural regions has been estimated to increase springtime boundary layer (BL) global mean CCN concentrations by up to 50% [Spracklen et al., 2008]. NPF events can produce a significant fraction of aerosols that grow to sizes as large as 100-200 nm within a few hours, and thus constitute an important source of CCN [Laaksonen et al., 2005].

On the other hand, IN are atmospheric particles that catalyze the freezing of water vapor and supercooled cloud droplets, producing ice crystals that could otherwise not form at mixed phase cloud temperatures (within a range of ~−38 °C to 0 °C) [Isono et al., 1959]. Aerosols that serve as efficient IN are typically more insoluble, such as dust and some biological material [Christner et al., 2008; DeMott et al., 2003; Despres et al.,
Soot—from incomplete combustion of hydrocarbon emissions from factories, engines, and forest fires [Graham et al., 1975]—has the potential to serve as IN at very cold temperatures ($\leq -40$ °C), although is unlikely to significantly contribute to the global IN budget [Friedman et al., 2011]. Formation of ice crystals from IN has been shown to occur at the tops of clouds [Meyers et al., 1992]. In mixed phase clouds, ice formed from IN can gravitationally fall into regions where cloud droplets were formed by CCN, demonstrating the complex nature that could result within a single cloud system. The climate system has been shown to be highly sensitive to the concentration of IN in the atmosphere, however, the physical processes associated with IN are still poorly understood [DeMott et al., 2010].

### 1.2.3. Broader Impacts on Precipitation and the Global Water Cycle

Clouds affected by CCN and IN tend to result in different precipitation processes. For instance, high concentrations of CCN, particularly from urban regions, are thought to suppress or delay the onset of precipitation [Rosenfeld, 2000]. Delaying the onset of precipitation allows invigoration of updrafts, causing intense thunderstorms and large hail [Andreae et al., 2004]. Further, the invigorated storms release latent heat higher in the atmosphere, which could substantially affect the regional and global circulation systems and affect the water cycle by shifting the location and possibly intensity of precipitation [Andreae et al., 2004]. Conversely, although only very few in number, large drops resulting from the activation of giant CCN ($\geq 2$ μm) are thought to enhance the collision coalescence process which leads to initiation of precipitation in an otherwise non-precipitating cloud [Kogan et al., 2012; Posselt and Lohmann, 2008; Yin et al., 2000]. Determining the net precipitation effect of CCN represents a significant challenge due to the dependence of precipitation forming processes on CCN size and chemistry, especially on a global scale.

Even in small concentrations, IN can strongly influence ice crystal concentrations in clouds [DeMott et al., 2010]. After the initial IN activation of cloud ice, water vapor favors condensing on ice versus liquid droplets, thereby causing ice crystals to grow faster and larger into snowflakes [Bergeron, 1935]. Ice crystals also grow diffusively at
the expense of liquid droplets [Korolev, 2007], and can undergo accretion or aggregation to form graupel or snow [Hosler et al., 1957; Houze, 1993]. These ice processes impact precipitation mechanisms and potentially precipitation efficiency in regions where snowpack supplies copious amounts of water to reservoir networks [Guan et al., 2010]. However, with the projected increase in surface air temperature by the end of the century, a shift from snowfall to rainfall may occur [Guan et al., 2010]. A decrease in snowpack has significant implications with regard to the water cycle and reservoir demands; snowpack water storage is lost and increased flood risks may result [Guan et al., 2010; Leung and Qian, 2009b]. Additional complications involving IN precipitation effects arise in cases where temperatures are not cold enough for the IN to form ice; instead, these IN actually serve as giant CCN and in the absence of small, preexisting cloud droplets, can actually suppress precipitation [Posselt and Lohmann, 2008; Rosenfeld et al., 2001]. It is estimated that over 50% of precipitation globally is initiated in the ice phase [Lau and Wu, 2003], however, the overall effects of IN on precipitation processes are poorly understood [Dymarska et al., 2006].

These often conflicting effects of CCN and IN demonstrate the need to improve our understanding of aerosols that can serve as cloud seeds. One step towards improving the understanding of the effects of CCN and IN in a particular regions is determining their sources. Additional observations will enable the climate modeling community to better assess how regional climate may change due to the effects from aerosols. Improving our ability to model aerosol-cloud-precipitation interactions that suppress or produce precipitation will potentially lead to more efficient preparedness for flood and/or drought in the future.

1.3. Variability in Aerosol Chemical Composition

1.3.1. Effects due to Transport Conditions

After aerosols are emitted into the atmosphere from the various sources described above, the overall chemical composition of the aerosol population in a particular region is subject to alteration, due to certain processes that may be dependent on transport,
availability of secondary species, and meteorological conditions. Transport from different sources has large impacts on particle chemistry, number, and mass concentrations, even for urban locations [Finlayson-Pitts, 2000]. Winds can transport aerosols long distances from their sources [Liu et al., 2009a; Liu et al., 2009b]; for instance, dust from Asia has been shown to circle the globe within 13 days [Uno et al., 2009]. Further, tropospheric winds have been linked to outbreak cases of aerosolized microorganisms possibly containing Kawasaki Disease agents in Japan and California [Rodo et al., 2011]. During transport, aerosols can become chemically “aged” by undergoing heterogeneous reactions with trace gases and gas-to-particle partitioning of secondary species, developing coatings of nitrate [Hughes et al., 2000], sulfate [Hughes et al., 2000; Ying and Kleeman, 2006], ammonium [Hughes et al., 2000; Russell et al., 1986], amines [Pratt et al., 2009b], and/or oxidized organics [Docherty et al., 2008]. The resulting aging of aerosols with different secondary species can have variable effects air quality and climate. For instance, a sulfate coating has been shown to increase the toxicity of a particular aerosol and has previously been linked to increased cardiopulmonary mortality rates [Pope et al., 1995]. Further, a coating of sulfate on soot particles can actually amplify their light absorption and enable the soot to become hygroscopic, resulting in a CCN-active soot aerosol [Adachi and Buseck, 2008].

Aerosols from one source region can experience transport to multiple regions. Consider an example of Saharan dust injected into the atmosphere, where the dust can be lofted at various altitudes and travel to multiple regions. The dust can be transported into anthropogenic pollution plumes over Europe [Birmili et al., 2008], where it may develop a coating of secondary sulfate and/or nitrate. Not only does this complicate the chemical composition and the resulting effects on air quality, it also influences the cloud seeding effects of the dust; chemical aging with nitrate has been shown to limit the IN and enhance the CCN capabilities of dust [Sullivan et al., 2009a]. The dust could also travel at higher altitudes into the Atlantic Ocean, reaching the eastern coasts of North and South America [Prospero, 1999; Prospero et al., 1981], or is potentially lofted high enough for the jet stream to capture the dust plumes, transporting the dust to the west clear across the Pacific Ocean and reaching North America [McKendry et al., 2007]. This example
illustrates how transport and chemical aging have implications for cloud formation in regions other than the source region. On the other hand, one region is typically influenced by multiple sources, even those that are far from the proximity of the source (i.e., remote locations away from roads). For instance, Chapters 3-6 describe in situ sources, regional transport, and long-range transport of aerosols to one remote site in the Sierra Nevada Mountains and the resulting implications for cloud formation in that region.

1.3.2. Effects due to Meteorology

Transport also depends on meteorology; microscale (<1 km horizontal resolution), mesoscale (5 to several hundred km), and even synoptic scale (thousands of km) weather patterns can affect aerosol transport. These dynamical systems include diverse phenomena as thunderstorms, tornadoes, tropical cyclones (TCs; includes tropical storms and hurricanes), extratropical cyclones, jet streams, and global-scale circulations. For instance, synoptic scale dynamics over the Pacific Ocean create ideal conditions for trans-Pacific transport of dust and pollutants from over Asia into clouds over the western United States as discussed in Chapters 4 and 5. Aerosols can also be transported via mesoscale TCs as discussed in Chapter 3 and can also depend on microscale prefrontal storm conditions where wind speed is strongest [Noble and Prather, 1997].

Further, partitioning of gas phase precursors not only depends on the availability of secondary species, but also on local meteorological conditions as discussed in Chapter 2. Relative humidity has been shown to enable the condensation of gas phase amines into the particle phase [Angelino et al., 2001b]. Overall, aerosol chemical composition in a particular region can be quite complex due to variability in sources, transport, meteorology, and gas phase precursors for chemical aging. It can also change at one location between seasons and from year-to-year. Thus, it is important to investigate aerosol chemistry at multiple regions and during multiple time periods to gain a larger, more detailed picture of aerosol variability.

1.4. Real-Time, Single-Particle Measurements of Chemical Composition
Analyzing aerosol chemical composition represents a significant challenge due to their ever-changing physicochemical behavior [Hoffmann et al., 2011]. Several techniques are currently used to address these challenges, including bulk phase, single-particle, off-line, and on-line measurements [Pratt and Prather, 2011a; Pratt and Prather, 2011b]. The technique used throughout this dissertation involves on-line, single-particle measurements using the aerosol time-of-flight mass spectrometer (ATOFMS).

The ATOFMS analyzes the size and chemical composition of individual aerosols between 0.2-3.0 μm vacuum aerodynamic diameter ($D_{vd}$) in real-time [Gard et al., 1997b]. Figure 1.1a shows a schematic of the ATOFMS. Aerosols first enter the ATOFMS through a converging nozzle inlet into a differentially pumped vacuum chamber, which causes the particles to supersonically expand and accelerate to their size-dependent terminal velocities. Particles then traverse two orthogonal, continuous wave scattering lasers (532 nm) beams spaced 6 cm apart. The scattering signals are detected using two photomultiplier tubes; the time between the scattering signals is used to determine each particle’s velocity. Particle $D_{vd}$ is calculated based on particle velocity and a size calibration with polystyrene latex spheres of known sizes. The scattering signal from the second continuous wave laser is also used to fire a third Q-switched Nd:YAG laser (266 nm), in which the particle is simultaneously desorbed and ionized. The ions produced from the third laser are then guided through the dual-polarity reflectron time-of-flight mass spectrometer using a series of high voltages; ultimately reaching two separate detectors used to chemically analyze the positive and negative ions produced from each individual particle. Positive ions provide information on the source of the particle (e.g., ocean versus coal combustion), while negative ions provide insight into secondary species acquired during atmospheric processing [Guazzotti et al., 2003; Noble and Prather, 1997].

The standard ATOFMS was used for chemical analysis in Chapters 2-3, and 5-6. Modified versions called the ultrafine (UF)-ATOFMS and aircraft (A)-ATOFMS were also used in Chapters 4 and 5, respectively. The UF-ATOFMS, shown in Figure 1.1b, measures aerosols between 0.1-1.0 μm using an aerodynamic lens inlet [Liu et al., 1995;
Su et al., 2004]. The A-ATOFMS is a compact version of the ATOFMS, packaged to fit on a double wide aircraft rack [Pratt et al., 2009d]. The inlet and sizing regions are similar to the UF-ATOFMS, with the major difference being the compact Z-shaped dual-polarity mass spectrometer and optically decoupled detectors for better mass resolution, as shown in Figure 1.2. The A-ATOFMS also utilizes an aerodynamic lens inlet, but focuses particles from 0.1-2.5 μm. Mass spectra acquired for each individual particle were imported into YAADA (www.yaada.org), a software toolkit for analysis using Matlab (The Mathworks, Inc.). Individual particle mass spectra were classified into separate clusters depending on the presence and intensity of ion peaks. For the smaller datasets in Chapters 5 and 6, mass spectra were manually classified into similar classifications. For the larger datasets, an adaptive resonance theory-based clustering method (ART-2a) [Song et al., 1999a] was used to classify and group single-particle mass spectra with a vigilance factor of 0.80, learning rate of 0.05, and 20 iterations followed by regrouping with a vigilance factor of 0.85. The most populated 50-100 clusters accounted for >90% of the total ART-2a classified particles and are thus representative of the overall aerosol composition during each study presented herein. Peak identifications in this dissertation correspond to the most probable ions for a given m/z ratio based on previous lab and field studies.

1.5. Key Outstanding Questions Regarding Distributions of Aerosols and Cloud Seeds

Although substantial progress has been made to understand the chemical composition and properties of aerosols and how they may impact human health and serve as cloud seeds, previous observational work has predominantly focused on either one intensive study or inter-seasonal measurements at one location [e.g., Ham and Kleeman, 2011]. For instance, transport of dust to the west coast of the United States from Asia is typically the most frequent in April, and is therefore the time period of focus for many dust transport studies [e.g., Husar et al., 2001; Uno et al., 2011]. However, dust transport can occur earlier in the winter and the frequency, timing, transport patterns, and sources may change on a yearly basis. Previous work on the spatial and temporal distributions of
aerosols primarily focuses on health effects [e.g., Pope III et al., 2009], while distributions of CCN and IN are limited except for modeling studies [e.g., Aquila et al., 2010; Yu and Luo, 2009], which still have several uncertainties associated with them. The main questions to address regarding distributions of aerosols and cloud seeds in different regions include:

1. What types of aerosols affect air quality and serve as CCN or IN at similar sites and how do they compare to each other?

2. The ultimate fate of CCN and IN effects is dependent on size and chemical composition. Can this change abruptly on a given spatial and temporal scale, even in one location?

3. How do aerosol properties and sources change on a yearly basis at particular sites, including at remote and urban sites?

4. What are the different transport mechanisms (i.e., microscale, mesoscale, and synoptic scale dynamics) that affect these specific remote and urban sites?

5. Can a larger scale distribution or even a global picture of these cloud seeds, and hence resulting precipitation effects, be developed based on studies similar to those presented in this dissertation?

1.6. Synopsis and Goals of the Dissertation

The goals of this dissertation are to address these questions by investigating the physicochemical properties of aerosols at various locations and in most cases for long time periods. Chapter 2 investigates the changes in chemical composition of aerosols in a highly populated urban area of Riverside, CA during three consecutive summers. Aerosol chemistry was vastly different during all three summers namely due to differences in meteorological conditions, which impacted the dominant sources and chemical mixing states. Chapter 3 also focuses on an urban area, Atlanta, GA, but investigated the vast changes on typical urban aerosol composition due to influences from TCs. Precipitation during the TCs removed the CCN-active, aged organic aerosols present before TCs while
the fast winds transported fresh sea-spray to the sampling site. The overall decrease in CCN concentrations from before, during, and after the TCs potentially impacted regional cloud formation by removing the seeds that cloud droplets form upon. Chapter 4 transitions to a remote site, Sugar Pine Dam (SPD), in the California Sierra Nevada Mountains by investigating the source of CCN formed \textit{in situ} from gas phase amines and SO$_2$ during the 2009 winter season. Interestingly, long-range transport of SO$_2$ from Asia appeared to potentially play a role in NPF during faster particle growth. Chapter 5 continues the examination of the sources of cloud seeds in the Sierra Nevada by investigating the chemical composition of aerosols as insoluble residues in precipitation samples and in cloud residues via aircraft measurements during the 2011 winter season. Dust and biological aerosols, transported from as far as the Sahara, appeared as cloud residues in high altitude clouds coincident with elevated IN concentrations and precipitation initiated in the ice phase. Chapter 6 presents an inter-annual comparison of insoluble precipitation residues during the 2009-2011 winter seasons at SPD. The chemical composition of the precipitation residues was linked with trends in precipitation type and quantity, and cloud microphysical properties during the three consecutive winters and at multiple remote sites in addition to SPD in the Sierra Nevada. Overall, the work presented in this dissertation is an attempt to develop a more detailed picture of CCN and IN over time and on a large spatial scale. However, future observations involving more locations and over longer periods of time are needed, as discussed in Chapter 7.
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1.8. Figures

Figure 1.1 a) Schematic of the standard, nozzle inlet ATOFMS adapted from Gard et al., 1997 and b) schematic of the aerodynamic inlet UF-ATOFMS adapted from Su et al., 2004.
Figure 1.2 Simplified top-view schematic of A-ATOFMS Z-shaped dual polarity mass spectrometer adapted from Pratt et al., 2009.
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2. Long-term Impacts of Source and Meteorology on Aerosol Chemical Mixing State in Riverside, CA

2.1. Introduction

Atmospheric particles are known to cause severe adverse health effects [Poschl, 2005; Seaton et al., 1995]. In particular, fine particulate matter (PM$_{2.5}$, particles $\leq$ 2.5 $\mu$m in diameter) has been linked to increases in cardiovascular and pulmonary diseases [Latzin et al., 2009; Nawrot et al., 2011], leading to elevated mortality and morbidity [Pope and Dockery, 2006]. Further, submicron particles (diameters < 1 $\mu$m) have higher deposition probabilities in the respiratory tract than larger particles, potentially leading to more severe health effects [Li et al., 1993]. Epidemiological studies have applied generalized additive models to time series data to estimate associations between PM$_{2.5}$ exposure and human health [Ramsay et al., 2003]. Improvement of these models based on PM$_{2.5}$ temporal changes is important for pollution regulations designed to minimize the health effects of particulate matter. Urban aerosols resulting from motor vehicle and industrial sources represent a significant fraction of PM$_{2.5}$ mass concentrations in areas of the greatest human exposure [Chow et al., 1994]. However, better approximations based on measurements are needed to improve the representation of urban aerosols in models and pollution regulations [Vedal, 1997]. Understanding specific effects due to aerosol size and chemistry has been identified as critical to evaluating the overall causal relationship between PM$_{2.5}$ exposure and negative health effects such as cardiovascular morbidity and mortality [Brook et al., 2010].

The Southern California Basin is recognized as having some of the highest levels of urban particulate pollution in the United States, especially the city of Riverside, which is ~50 miles east of downtown Los Angeles (LA) [CARB, 2010]. Prevailing westerly winds transport emissions from LA to Riverside, where air masses can stagnate due to the surrounding topography and inversion layer, increasing PM$_{2.5}$ concentrations [Edinger, 1963; Stephens, 1968]. During transport heterogeneous reactions of particles with trace
gases and gas-to-particle partitioning of secondary species, such as nitrate [Hughes et al., 2000], sulfate [Hughes et al., 2000; Ying and Kleeman, 2006], ammonium [Hughes et al., 2000; Russell et al., 1986], amines [Pratt et al., 2009b], and oxidized organics [Docherty et al., 2008] result in major changes in particle size and chemistry compared to the physicochemical properties of particles emitted in LA [Finlayson-Pitts, 2000; Poschl, 2005]. Particles containing these secondary species may become more toxic [Pope and Dockery, 2006]. For instance, cardiopulmonary mortality rates have been related to airborne concentrations of sulfate [Pope et al., 1995], while organics including amines can cause respiratory and cardiovascular problems [Brook et al., 2010; Mauderly and Chow, 2008]. Secondary nitrate and sulfate formed from their acidic counterparts can lead to dissolution of metals such as iron in mineral dust and from industrial sources [Rubasinghege et al., 2010], which increase particle toxicity and cause oxidative stress and inflammation [Brook et al., 2010]. Overall, secondary species can constitute a large fraction of PM$_{2.5}$ in urban areas of the Western U.S., with organics, nitrate, sulfate, and ammonium representing ~70% of the total PM$_{2.5}$ mass [Harrison and Yin, 2000]. Therefore, the extent of particle aging may play a significant role in determining how harmful particulate matter is to human health.

Transport from different sources and local meteorology have large impacts on particle chemistry, number, and mass concentrations, even for urban locations [Finlayson-Pitts, 2000]. The relationship between sources, meteorology, and PM$_{2.5}$ should be taken into account in models evaluating the connections between particulate matter and adverse health effects. Pey et al. [2010] have previously predicted PM chemistry based on meteorological trends for two sites in the Mediterranean. In Riverside, several previous studies have linked meteorology and gas-phase concentrations of precursor species with observed particle chemistry [Pastor et al., 2003] and have monitored the seasonal variation of particulate mass concentrations [Chow et al., 1994; Fine et al., 2004; Geller et al., 2004; Kim et al., 2000a; Kim et al., 2000b]. Pastor et al. [2003] observed increases in organic carbon particles during elevated O$_3$ levels in the afternoons during a 40-day summer study in Riverside. Fine et al. [2004] and Geller et al. [2004] found the highest PM$_{2.5}$ in the summer months; in contrast, Chow
et al. [1994] and Kim et al. [2000b] found higher PM$_{2.5}$ in the winter months. These field studies highlight “snapshot” observations during short time periods, typically during 1-2 seasons of a particular year, which may capture episodic events and thus provide a different picture of the typical particulate concentrations in terms of long-term variability. In order to improve model results, longer term observations, preferably during multiple years encompassing varying meteorological conditions, are needed to unravel the impacts of variable sources and meteorology on particle chemistry.

Most long-term studies of variations in particle chemistry in the eastern LA basin have utilized off-line bulk filter measurements [Ospital et al., 2008; Singh et al., 2002]; however; in the current study, real-time, single-particle mass spectrometry was used. This technique provides information about particle mixing state with high time-resolution, providing detailed insight into the influence of particulate chemistry on PM$_{2.5}$ concentration trends. Chemical composition analysis of individual particles allows the identification of distinct mass spectral fingerprints indicative of different particle sources and an assessment of particle aging processes [Pratt and Prather, 2012]. Here, we examined the role of meteorology (temperature, relative humidity, wind speed, and air mass history) and O$_3$ as a proxy for photochemical aging on changes in PM$_{2.5}$ mass concentrations and measured submicron single-particle chemistry in Riverside for three consecutive summers (2005-2007). The goal of this work is to improve our understanding of long-term drivers for controlling PM$_{2.5}$ concentrations over multiple years.

2.2. Experimental

Single-particle mass spectrometry measurements were conducted during the summers of 2005-2007 at the University of California, Riverside (UCR). Measurements were made during the Study of Organic Aerosols in Riverside (SOAR) campaign from July 31 – August 14, 2005; subsequent studies included measurements on August 10 – 21, 2006 and August 30 – September 7, 2007. All data are given in Pacific Standard Time (PST), 1 hour later than local time. O$_3$, PM$_{2.5}$ mass concentrations, and meteorological measurements, including wind speed, relative humidity, and temperature, were acquired from the California Air Resources Board (CARB) Riverside-Rubidoux sampling site,
located ~9 miles northwest of UCR in 2006-2007. In 2005, PM$_{2.5}$ mass and O$_3$ concentrations were acquired from the CARB site, while meteorological data were measured at the UCR site. In 2005 and 2007, aerosol size distributions and number concentrations were measured between 0.523 – 10 μm using an aerodynamic particle sizer (APS) (Model 3321, TSI Inc.).

The size-resolved chemical composition of individual particles was measured using aerosol time-of-flight mass spectrometry (ATOFMS). A converging nozzle-inlet ATOFMS instrument, measuring particles with vacuum aerodynamic diameter ($D_{va}$) of 0.2-3.0 μm, was operated in the summers of 2005 and 2007, and the ground-based prototype of the aircraft (A)-ATOFMS instrument, measuring $D_{va}$ of 0.07-1.2 μm with an aerodynamic lens inlet, was utilized in 2006. The overlap between the ATOFMS and A-ATOFMS is roughly between 0.2-1.0 μm; therefore, particles chemistry within this size range is presented herein. The co-located measurements made by these two instruments have been shown to agree in terms of their size-resolved submicron particle chemistry [Pratt, 2009]. These instruments are described in detail elsewhere [Gard et al., 1997b; Pratt et al., 2009d]. Briefly, particles traverse two 532 nm continuous wave lasers located 6 cm apart, in which the speeds are used to determine aerodynamic size by calibration with polystyrene latex spheres of known size. Individual particles are subsequently desorbed and ionized by a pulsed 266-nm Nd:YAG laser, creating positive and negative ions, which are detected within the dual-polarity time-of-flight mass spectrometer. Within the measured size range (0.2-1.0 μm), the ATOFMS chemically analyzed 374,119 particles during the summer of 2005, during 2006 the A-ATOFMS analyzed 855,585 particles, and during 2007 the ATOFMS analyzed 44,180 particles.

Mass spectra were imported into YAADA (www.yaada.org), a software toolkit for analysis using Matlab (The Mathworks, Inc.). An adaptive resonance theory-based clustering method (ART-2a) [Song et al., 1999a] was then used to classify and group single-particle mass spectra with a vigilance factor of 0.80, learning rate of 0.05, and 20 iterations followed by regrouping with a vigilance factor of 0.85. ART-2a classifies individual particle mass spectra into separate clusters depending on the presence and
intensity of ion peaks. For the three studies presented, the most populated 50 clusters accounted for >90% of the total ART-2a classified particles and are representative of the overall submicron aerosol composition. Peak identifications in this paper correspond to the most probable ions for a given m/z ratio based on previous lab and field studies.

2.3. Results and Discussion

2.3.1. The Impact of Meteorology and Air Mass Sources on PM$_{2.5}$

Figure 2.1 shows temporal meteorological data including temperature, relative humidity (RH), and wind direction (WD) in addition to PM$_{2.5}$ mass concentrations during the summers of 2005-2007 (a-c, respectively). WD is colored by wind speed (WS), with blue representing the highest WS and red representing stagnant periods (WS ~ 0 m/s). Table 2.1 provides a summary of temperature, RH, WS, and PM$_{2.5}$ mass concentrations during the sampling periods for each of the summers. Air mass back trajectories (24-h) were calculated using HYSPLIT [Draxler and Rolph, 2011a]. Trajectories ending at 00:00 and 12:00 daily 100 m above the site for the three summers are shown in the Figure 2.2. Generally, winds transported air masses from similar source regions during the summers of 2005 and 2006, whereas winds, and thus, sources during the summer of 2007 were highly variable. As shown in Figure 2.1 and Figure 2.2, winds during the summers of 2005 and 2006 typically originated from 290-300$^\circ$ (west-northwest, WNW), were highest around noon when temperatures were also at their peak, and traveled over relatively flat terrain through the highly populated metropolitan area of LA and dairy farms in the Chino area. The main difference between 2005 and 2006 is the periods of overnight stagnation that occurred in 2006 (as shown by the red markers in Figure 2.1b) when temperatures became their lowest (16-22$^\circ$C). In addition, RH was much higher during the summer of 2006, reaching 100% daily for up to 6 hours before sunrise. The temporal trends of RH in the summer of 2005 were similar to 2006, but did not reach and/or maintain 100% for as long each day (Figure 2.1a). During these two summers, PM$_{2.5}$ mass concentrations showed diurnal patterns, increasing during time periods of highest RH at night and peaking between 9:00 and 10:00 before temperatures and winds from the LA and Chino areas increased (~8-10 m/s). This pattern suggests transport of
new, daily air masses from LA and Chino, which likely contained particles as well as species that underwent secondary conversion, such as organic species from urban pollution or ammonium nitrate from agriculture [Docherty et al., 2008; Hughes et al., 2002]. Under the humid nighttime conditions when wind speeds were low (~0-4 m/s), secondary species condensed onto the preexisting particles, causing particle mass concentrations to increase, particularly in the summer of 2006. As conditions became hotter and drier midday, particle mass, particularly contributions from ammonium nitrate, decreased due to volatilization [Hennigan et al., 2008; Pratt and Prather, 2009; Qin et al., 2012]. These findings are consistent with Fine et al. [2004] who also observed midday decreases in PM$_{2.5}$ after the morning peak in the summer of 2002 in Riverside.

A completely different scenario existed in the summer of 2007 as shown in Figure 2.1c and Figure 2.2; the wind speed and direction were highly variable and air masses traveled over less populated mountain regions north, east, and south of Riverside as opposed to over the LA and Chino regions. PM$_{2.5}$ did not show any diurnal trends, instead more variability occurred both in maximum values and peak times due to the variability in winds. Less transport from the LA and Chino areas introduced lower concentrations of preexisting aerosols and secondary species. Preexisting “seed” aerosols are necessary for heterogeneous reactions and condensation of secondary species. Further, higher temperatures in the summer of 2007 likely limited the condensation of secondary species on preexisting seed aerosols. These observations explain the low PM$_{2.5}$ and particle number (APS) concentrations shown in Figure 2.1c and Figure 8.1, respectively.

Overall, the summer of 2007 was relatively hot and much drier (28°C, 56%) than the summers of 2005 (26°C, 71%) and 2006 (23°C, 75%) as revealed in Table 2.1. Interestingly, the average PM$_{2.5}$ was lowest (22 μg/m$^3$) during the hot and dry summer of 2007 and highest (32 μg/m$^3$) during the cool and humid summer of 2006. In the summer of 2005, average PM$_{2.5}$ (30 μg/m$^3$) fell between 2006 and 2007 summer concentrations. These trends further show the importance of secondary species in leading to high values of PM$_{2.5}$, as previously shown by Mysliwiec and Kleeman [2002] in Riverside. By
comparing the three summers, the relative effects of gas-to-particle partitioning due to different meteorology (2005 versus 2006) and different source regions (2007 versus 2005 and 2006) on PM$_{2.5}$ can be investigated. However, in order to fully understand the differences in PM$_{2.5}$, we compare aerosol chemical composition to distinguish impacts due to partitioning of secondary species versus variable sources herein.

2.4. Aerosol Chemical Composition

Detailed analysis of individual particle chemistry provides insight into the main species that induced changes in PM$_{2.5}$ each summer. The mass spectral signatures of the ATOFMS particle types provided in Table 2.2 are similar to those described by Pastor et al. [2003] and Qin et al. [2012] in Riverside. The major submicron particle types present during the three summer studies were organic carbon (OC), amine-containing OC (amine-OC), elemental carbon (EC), EC mixed with OC (ECOC), biomass burning, sea salt dust, and vanadium-containing. Other minor types comprised <10% of the total number concentration for submicron sizes. Representative mass spectra for these particle types are shown in Figure 8.2. Figure 2.3 illustrates the time series of the number fraction of each ATOFMS submicron particle type. Immediately apparent are the major differences and common features of the overall chemical composition between the three summers. The highest average number fraction of OC particles was observed in the summer of 2005 (43%) compared to 2006 (8%) and 2007 (6%), which can be explained by the higher O$_3$ concentrations (average and maximum = 46.4 ppb and 155 ppb, respectively) compared to 2006 (38.8 ppb and 106 ppb) and 2007 (39.5 ppb and 131 ppb) as revealed in Table 2.1. O$_3$ is commonly used as a photochemical tracer and is critical for secondary organic aerosol (SOA) formation, indicating the OC was formed via secondary aging processes during transport from the LA area in the summer of 2005 [Docherty et al., 2008; Meng et al., 1997; Qin et al., 2012]. The “aged” nature of OC is discussed in the following section. Our results are consistent with Docherty et al. [2008], who found organics to comprise 70-90% of PM$_1$ mass during the summer of 2005 using aerosol mass spectrometry (AMS).
Overall, organic-containing particles from anthropogenic sources (e.g. OC + amine-OC + ECOC) were comparable during the summers of 2005 and 2006 (79% and 80% of total particle number) likely due to the similar air mass transport as shown in Figure 2.2. However, amine-OC particles were dominant (86%) compared to the summers of 2005 and 2007 (3% and 5%, respectively). The presence of amine-OC particles during the summer of 2006 is attributed to the high RH (80% versus 71% and 50% during 2005 and 2007, respectively). In addition, winds were more stagnant in the summer of 2006, enabling time for amines from the Chino dairy farms to condense on the particles [Sorooshian et al., 2008]. While amines represent a small fraction of the total particle mass, these species are indicators of increased gas-to-particle partitioning of secondary alkylamines [Pratt et al., 2009b]. During previous measurements in Riverside, the detection of particle-phase amines was found to be incredibly sensitive to meteorological conditions, showing an increase with increasing RH and decreasing temperature [Angelino et al., 2001b]. It is likely that OC particles were present similar to the summer of 2005, however due to the meteorological conditions in the summer of 2006, the OC was heavily coated with secondary amine species (discussed in further detail in the following section).

In contrast, transport from LA and Chino was less frequent in the summer of 2007 and meteorological conditions were unfavorable for gas-to-particle partitioning, i.e., the temperature was high (28°C) and RH was very low relative to 2005 and 2006, explaining the lower fraction of organic-containing particles (40%). Previous studies have shown that higher temperatures yield lower SOA concentrations [Takekawa et al., 2003]. Not only were less secondary aerosols present (only 6% OC and 5% amine-OC), but the number of preexisting seed aerosols for secondary species to condense upon was low: ATOFMS submicron counts per day were ~5:1 for 2005 to 2007 and ~16:1 for 2006 to 2007. Aerosols that were present were sea salt and dust (23% and 10%, respectively), compared to the summers of 2005 (2% and 0.4%) and 2006 (1% and 0.1%) due to transport from over the Pacific Ocean then through less populated mountain regions south of Riverside (blue trajectories highlighted in Figure 2.2) and through the Mojave Desert (yellow trajectory in Figure 2.2). The ATOFMS supermicron particles (not shown) were
highest in number during the summer of 2007 compared to 2005 (16:1, 2007 to 2005) and were composed of predominantly sea salt (78%) and dust (15%), whereas supermicron sea salt (27%) and dust (9%) were relatively low during 2005 (supermicron analysis not available for 2006). This can be explained by: 1) different sources during 2007 and 2) the fact that and sea salt and dust are typically larger than organic aerosols [Finlayson-Pitts, 2000; Liu et al., 2000; Wenzel et al., 2003].

Observations from the three summer studies demonstrate how meteorology not only determines the sources of primary emissions (soot, sea salt, dust), but also the extent of atmospheric processing from secondary species such as organics and amines. Although the summers of 2005 and 2006 had similar sources, high O3 concentrations led to highly-aged SOA in 2005, while high RH during 2006 enabled condensation of secondary amines. Variable winds during the summer of 2007 introduced different sources while the combination of hot temperatures and deficiency of primary seed aerosols inhibited condensation of secondary species. Overall, meteorological factors including temperature, RH, and wind were the dominant mechanisms in controlling primary and secondary contributions to aerosol composition at Riverside.

2.4.1. Single-particle Mixing State and Atmospheric Aging

It is important to consider the relative amount of secondary species in individual particles because it can lead to more specific insight on how a particle is “aged” after emission into the atmosphere, and thus, what sort of adverse health effects are associated with it. The particles that exhibited the most inter-annual variation during the summers of 2005-2007 included OC, amine-OC, ECOC, dust, and sea salt, and showed evidence of aging based on ammonium (\(^{18}\text{NH}_4^+\)), sulfate (\(^{97}\text{HSO}_4^-\)), nitrate (\(^{63}\text{NO}_3^-\)) and organics, including amines (\(^{86}\text{C}_5\text{H}_12\text{N}^+\)) and oxidized OC (\(^{43}\text{C}_2\text{H}_3\text{O}^+/(\text{CHNO})^+\)). Figure 2.4 illustrates the relative number of OC, amine-OC, ECOC, dust, and sea salt particles internally mixed with these secondary species during the 2005-2007 summers (bars) in addition to the relative abundance (average relative ion peak areas) of each secondary species on each particle type (markers). As seen by the bars in Figure 2.4a, all particles were highly aged with oxidized OC during the summer of 2005 (44-83% of each major type)
compared to 2006 (31-72%) and 2007 (6-51%). In addition, the relative abundance of oxidized OC was highest during the summer of 2005, and preferentially partitioned more to organic-containing particles (i.e., higher average relative ion peak areas of $m/z$ 43 in OC, amines-OC, and ECOC) as seen by the markers in Figure 2.4a. These observations are attributed to more photooxidation indicated by the higher O$_3$ concentrations and more frequent transport from polluted urban areas. The extent of particle aging by oxidized OC was further examined by comparing the ratio of $m/z$ 43 to a less-oxidized marker ($m/z$ +37, C$_3$H$^+$) and its relationship to O$_3$ as shown in Figure 8.3. The $m/z$ +37 marker has been observed previously for fresh particle emissions from light duty vehicles [Toner et al., 2005]. This method is similar to that of Qin et al. [2012] who discovered a trend between $m/z$ 43 and O$_3$, however here we extend the analysis to more than one year and by comparing to a less-oxidized marker. During the summers of 2005 and 2006, the ratio of $m/z$ 43:37 peaked during the afternoons and was highest during the peak O$_3$ concentrations in 2005. These results agree with Docherty et al. [2011] who observed a high O/C ratio in 2005 (up to 0.42 during the afternoon), suggesting organics were highly oxidized and that SOA is the single largest component by mass of submicron particulate matter in Riverside. There was no trend with $m/z$ 43:37 and O$_3$ in the summer of 2007 even though O$_3$ was diurnal, likely due to the low fraction of organic-containing particles present, deficiency in seed aerosol, and variable conditions.

Particles containing secondary amines were abundant in the summer of 2006 due to the influence of the Chino dairies and high RH. In particular, amines were present within all particle types (green markers in Figure 2.4b) predominantly as aminium sulfate during the summer of 2006 (dark pink bars in Figure 2.4b). Sulfate can be introduced into the particle phase by uptake of sulfuric acid, subsequently forming a salt in the presence of a strong base [Finlayson-Pitts, 2000; Pratt et al., 2009b]. Aminium sulfate forms in the presence of high precursor concentrations [Murphy et al., 2007a] and under high RH conditions [Hatch et al., 2011a; Pratt et al., 2009b], therefore the high RH during the summer of 2006 can explain the abundance of aminium sulfate. Pratt et al. [2009b] have previously shown aminium sulfate to preferentially form in Riverside during the summer. Throughout all of the summers, aminium sulfate and secondary amines tended to
preferentially partition to organic-containing particles as seen by the dark pink bars and
green markers in Figure 2.4b, respectively, likely due to the similarity and proximity of
the sources (i.e., organics and amines from LA and Chino). However, during the
summers of 2005 and 2007, sulfate was not predominantly in the aminium salt form
(light pink bars in Figure 2.4b) likely due to the deficiency in the strongly basic
secondary amine species in the particle phase (green bars and markers in Figure 2.4b). It
is possible sulfuric acid condensed onto the preexisting seed particles, but due to the
deposition of amine species, salts did not form. This is also evident by the absence of
sulfate (light pink bars)/presence of aminium sulfate (dark pink bars) on amine-OC
particles all three summers.

Although all particle types were aged with nitrate all three summers, nitrate
appeared to partition more to particle types such as dust and sea salt likely through
heterogeneous reactions (royal blue bars in Figure 2.4c) and partitioning of ammonium
nitrate (dark blue bars in Figure 2.4c). High nitrate levels have been previously modeled
and observed in Riverside due to strong influences from urban and agricultural sources
[Chow et al., 1994; Hughes et al., 2000; Kleeman et al., 1999]. Mineral dust and sea salt
aerosols are known to react with N₂O₅(g), NO₂(g), and HNO₃(g) from the atmosphere
leading to the formation of particulate nitrate [Gard et al., 1998; Mamane and Gottlieb,
1992; Saul et al., 2006; Sullivan et al., 2009b; Tang et al., 2010]. Aerosols can also
acquire nitrate by uptake of ammonium nitrate associated with agricultural emissions
during high RH and low temperature conditions [Appel et al., 1978]. Across all the major
particle types, more particles contained ammonium nitrate in the summers of 2005 and
2006 compared to the summer of 2007 due to transport from similar sources and
cooler/more humid conditions. Qin et al. [2012] observed a buildup of ammonium and
nitrate during cooler, more stagnant conditions during a 2005 seasonal comparison in
Riverside. In addition, less transport from Chino occurred during the hottest and driest
summer of 2007 when we observed the least amount of particles mixed with ammonium
nitrate, therefore, it is likely the nitrate on dust and sea salt was formed through
heterogeneous reactions.
Overall, oxidized OC and aminium sulfate preferentially partitioned to submicron organic-containing particles, which can be attributed to the similarities in sources (i.e., urban and agricultural pollution), while dust and sea salt contained mostly heterogeneously-formed nitrate. Ammonium nitrate was present within all particle types, particularly during the summers of 2005 and 2006. Organics were found to be highly oxidized and more likely from secondary rather than primary sources during the summer of 2005, while particles contained aminium sulfate in the cool and humid summer of 2006. The summer of 2007 was classified by the least “aged” particles as seen by the lower percentages of particles containing secondary species and lower relative ion peak areas of those secondary species (Figure 2.4c); due to transport from more pristine environments.

2.5. Conclusions

During a consecutive three summer study in Riverside, CA, the meteorological conditions (temperature, RH, and wind) were highly variable, thus influencing sources of primary aerosol seeds and aging mechanisms that contributed to particle mass. The sources during summers of 2005 and 2006 were very similar and the overall chemical composition exhibited a highly-aged atmosphere; however the summer of 2005 was classified as a highly oxidized organic atmosphere due to enhanced photochemistry, whereas the aerosol composition during the summer of 2006 was controlled by the more stagnant and humid conditions enabling condensation of secondary species—particularly amines from agricultural sources and sulfate—to the particle phase. The summer of 2007 was anomalous compared to the previous summers as dust and sea salt were transported from more rural regions, thus fewer carbonaceous particles and overall less primary seed aerosols were observed. Without preexisting seed aerosols, secondary species and trace gases did not have surfaces to react or condense upon. This, in combination with the hot and dry conditions, led to a cleaner atmosphere with less-aged particles.

This study extends previous work by Qin et al. [2012], who compared seasonal single-particle chemistry during 2005 in Riverside. They discovered that even though PM$_{2.5}$ was similar between the summer and fall, the single-particle chemistry was quite
different. In the summer, photochemical production of highly-aged aerosols containing organics and sulfate contributed to particle mass, whereas in the fall, periods with cooler and more stagnant conditions enabled the buildup of organics and ammonium nitrate and periods with strong easterly winds introduced large relative amounts of dust [Qin et al., 2012]. Results presented herein and by Qin et al. [2012] demonstrate how variable meteorological conditions largely influence aerosol chemical composition during different time periods. Thus, understanding how single particles can undergo aging processes cannot be based on one major study to represent all years. Observations such as these can be used as proxies for model parameterization; for instance, the summers of 2005, 2006, and 2007 were classified as a photochemically-active environment, condensational aging environment (higher RH, lower temperature), and a cleaner environment (less primary aerosol seeds and low influence from secondary species), respectively. Meteorological parameters such as temperature, RH, and winds result in these proxies and can be used to predict the relative roles of heterogeneous chemistry and sources on particle chemistry. The resulting improved output from using these metrics could be used as a first approximation as to what the detailed chemical composition of PM$_{2.5}$ may be and therefore motivate stricter pollution regulations that are targeted to specific sources based on better-defined health effects models.
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2.7. Figures

Figure 2.1 Temporal profiles of hourly PM$_{2.5}$ mass concentrations, wind direction (WD), temperature (T), and relative humidity (RH) from a) 2005, b) 2006, and c) 2007. The color of the WD represents the corresponding hourly WS measurement.
Figure 2.2 Google Earth images showing 24-hour air mass back trajectories calculated for each day during the summers of 2005, 2006, and 2007 over Riverside, CA. Trajectories end 100 m above Riverside and at 00:00 (dark blue) and 12:00 (red) daily. The green stars highlight major dairy farms in the Chino area.
Figure 2.3 Hourly-resolved submicron (0.2-1.0 μm) chemical mixing state of individual particles as measured by ATOFMS for summer studies from 2005-2007.
Figure 2.4 Relative amount of major submicron particle types including OC, amine-OC, ECOC, dust, and sea salt, from 2005-2007 mixed with secondary species and relative abundance of each secondary species on each of the particle types. The bars show the percentage of each major type mixed with a) secondary oxidized OC (containing m/z 43), b) aminium sulfate (containing m/z 86 and -97), sulfate (containing m/z -97 without m/z 86), and amine (containing m/z 86 without m/z -97), and c) ammonium nitrate (containing m/z 18 and -62), nitrate (containing m/z -62 without m/z 18), and ammonium (containing m/z 18 without m/z -62). The markers show the relative abundance, or average relative ion peak areas of a) m/z 43, b) m/z 86 and m/z -97, and c) m/z 18 and m/z -62 within each particle type.
### Table 2.1

Averages of PM$_{2.5}$, relative humidity (RH), temperature (T), wind speed (WS), and gas-phase O$_3$ concentrations for the sampling periods during 2005-2007. Standard deviations (σ), medians, and measurement ranges are also listed. ‘Avg. Daily Maxima’ refers to the average time of the daily maximum of each particular factor. Years are listed from lowest to highest values of each type of data.

<table>
<thead>
<tr>
<th>Year</th>
<th>Data</th>
<th>Unit</th>
<th>Avg.</th>
<th>σ</th>
<th>Median</th>
<th>Range</th>
<th>Avg. Daily Maxima (PST)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>PM$_{2.5}$</td>
<td>μg/m$^3$</td>
<td>22</td>
<td>±7</td>
<td>22</td>
<td>5-46</td>
<td>Various</td>
</tr>
<tr>
<td>2005</td>
<td>PM$_{2.5}$</td>
<td></td>
<td>30</td>
<td>±13</td>
<td>28</td>
<td>4-79</td>
<td>10:00</td>
</tr>
<tr>
<td>2006</td>
<td>PM$_{2.5}$</td>
<td></td>
<td>32</td>
<td>±14</td>
<td>29</td>
<td>10-74</td>
<td>9:00</td>
</tr>
<tr>
<td>2007</td>
<td>RH</td>
<td>%</td>
<td>56</td>
<td>±22</td>
<td>50</td>
<td>25-100</td>
<td>6:00</td>
</tr>
<tr>
<td>2005</td>
<td>RH</td>
<td>%</td>
<td>71</td>
<td>±20</td>
<td>71</td>
<td>36-100</td>
<td>4:00</td>
</tr>
<tr>
<td>2006</td>
<td>RH</td>
<td>%</td>
<td>75</td>
<td>±22</td>
<td>80</td>
<td>25-100</td>
<td>5:00</td>
</tr>
<tr>
<td>2006</td>
<td>T</td>
<td>ºC</td>
<td>23</td>
<td>±10</td>
<td>21</td>
<td>16-34</td>
<td>13:00</td>
</tr>
<tr>
<td>2005</td>
<td>T</td>
<td>ºC</td>
<td>26</td>
<td>±10</td>
<td>24</td>
<td>18-38</td>
<td>13:00</td>
</tr>
<tr>
<td>2007</td>
<td>T</td>
<td>ºC</td>
<td>28</td>
<td>±14</td>
<td>28</td>
<td>16-45</td>
<td>13:00</td>
</tr>
<tr>
<td>2007</td>
<td>WS</td>
<td>m/s</td>
<td>3.93</td>
<td>±3.09</td>
<td>3</td>
<td>0-15</td>
<td>14:00</td>
</tr>
<tr>
<td>2006</td>
<td>WS</td>
<td>m/s</td>
<td>4.37</td>
<td>±4.28</td>
<td>2</td>
<td>0-25</td>
<td>15:00</td>
</tr>
<tr>
<td>2005</td>
<td>WS</td>
<td>m/s</td>
<td>4.40</td>
<td>±2.74</td>
<td>4</td>
<td>1-14</td>
<td>14:00</td>
</tr>
<tr>
<td>2006</td>
<td>[O$_3$]</td>
<td>ppb</td>
<td>38.8</td>
<td>±29.8</td>
<td>30</td>
<td>1-106</td>
<td>13:00</td>
</tr>
<tr>
<td>2007</td>
<td>[O$_3$]</td>
<td>ppb</td>
<td>39.5</td>
<td>±33.7</td>
<td>29</td>
<td>1-131</td>
<td>14:00</td>
</tr>
<tr>
<td>2005</td>
<td>[O$_3$]</td>
<td>ppb</td>
<td>46.4</td>
<td>±39.6</td>
<td>34</td>
<td>0-155</td>
<td>14:00</td>
</tr>
</tbody>
</table>
Table 2.2 Descriptions of the major ATOFMS submicron particle types from 2005-2007. All particle types showed evidence of aging based on the presence of ammonium ($^{18}\text{NH}_4^+$), sulfate ($^{97}\text{HSO}_4^-$), nitrate ($^{46}\text{NO}_2^-$ and $^{52}\text{NO}_3^-$) and/or organics, including amines ($^{86}\text{C}_5\text{H}_{12}^+$) and oxidized OC ($^{43}\text{C}_2\text{H}_3\text{O}^+/\text{CHNO}^+$).

<table>
<thead>
<tr>
<th>Particle Type</th>
<th>Characterization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea salt</td>
<td>Intense sodium ($^{23}\text{Na}^+$), $^{39/41}\text{K}^+$, and chlorine ($^{35/37}\text{Cl}^-$) ion markers with smaller ammonium and carbonaceous ion markers.</td>
</tr>
<tr>
<td>OC</td>
<td>Carbonaceous ion markers at $^{12}\text{C}^+$, $^{27}\text{C}_2\text{H}_3^+/\text{CHN}^+$, $^{36}\text{C}_3^+$, $^{37}\text{C}_3\text{H}^+$, and $^{43}\text{CH}_2\text{CO}^+/\text{CHNO}^+$.</td>
</tr>
<tr>
<td>Amine-OC</td>
<td>Contained $^{86}(\text{C}_2\text{H}_3)_2\text{NCH}_2^+$ with less intense amine ion markers at $^{58}\text{C}_2\text{H}_3\text{NHCH}_2^+$, $^{102}(\text{C}_2\text{H}_3)_2\text{NH}^+$, and $^{118}(\text{C}_2\text{H}_3)_3\text{NOH}^+$ and other minor organic carbon ion markers.</td>
</tr>
<tr>
<td>EC</td>
<td>Characterized by intense carbon cluster positive and negative ion markers from $\text{C}^+/\text{C}_a^-$.</td>
</tr>
<tr>
<td>ECOC</td>
<td>Similar to that of EC with less intense OC ion markers.</td>
</tr>
<tr>
<td>Biomass</td>
<td>Contained potassium ($^{39/41}\text{K}^+$) with less intense organic carbon ion markers.</td>
</tr>
<tr>
<td>Sea salt</td>
<td>Intense sodium ($^{23}\text{Na}^+$), $^{39/41}\text{K}^+$, and chlorine ($^{35/37}\text{Cl}^-$) ion markers with smaller ammonium and carbonaceous ion markers.</td>
</tr>
<tr>
<td>Dust</td>
<td>Inorganic ion markers at $^{23}\text{Na}^+$, magnesium ($^{24}\text{Mg}^+$), calcium ($^{40}\text{Ca}^+$), and/or iron ($^{56}\text{Fe}^+$).</td>
</tr>
<tr>
<td>Vanadium</td>
<td>Intense ion markers at $^{51}\text{V}^+$ and $^{67}\text{VO}^+$.</td>
</tr>
</tbody>
</table>
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3. Significant Changes in Urban Aerosol Chemistry and CCN Concentrations Induced by Tropical Cyclones

3.1. Introduction

Aerosols from urban pollution cause adverse health effects as well as impact cloud microphysics by serving as cloud condensation nuclei (CCN) [Chubarova et al., 2011; IPCC, 2007; Poschl, 2005]. High concentrations of smaller CCN (~0.04-0.2 μm) reduce cloud droplet size by slowing down cloud drop coalescence and accretion, thus delaying the conversion of cloud water into precipitation [McFiggans et al., 2006; Rosenfeld, 2000]. Although less numerous than the small CCN, large or giant CCN (typically treated as >2 μm) are thought to result in an early development of large drops at the lower cloud layers [Posselt and Lohmann, 2008; Rosenfeld et al., 2001; Yin et al., 2000]. A combination of giant CCN and high concentrations of small CCN enables clouds to precipitate faster, thus altering the location of precipitation [Johnson, 1982; Yin et al., 2000]. Feingold et al. [1999] have shown that the relative impact of giant CCN on precipitation efficiency increases with increasing small CCN concentrations, therefore, the effect of giant CCN on continental clouds is potentially significant [Yin et al., 2000].

Highly-developed continental regions such as Atlanta, GA, are large sources of urban and industrial pollution aerosols which efficiently serve as CCN [Rosenfeld, 2000]. In Atlanta, a significant fraction of fine aerosol (≤2.5 μm) is composed of organic compounds and sulfate (up to 56% by mass) due to secondary processing or “aging” of primary emissions with gas phase precursors, such as SO2 from surrounding coal-fired power plants [Levy et al., 2003]. Further, highly-reactive volatile organic compounds (VOCs) such as isoprene are abundant in the southeastern U.S. and can also contribute to particle aging [Kim et al., 2003; Lee et al., 2002; Millet et al., 2008]. The influence from both anthropogenic and biogenic sources thus demonstrates the complex nature of the Atlanta aerosol chemical composition, which is overall poorly understood [Alston et al., 2011; Liu et al., 2003; Turpin and Lim, 2002]. Further, precipitation distribution in the Atlanta metropolitan area has been shown to vary spatially depending on the CCN.
present [Lacke et al., 2009], thus a better understanding of the chemical composition of aerosols that serve as CCN in Atlanta is needed.

Dust can serve as giant CCN in continental regions [Posselt and Lohmann, 2008] and has been shown to be the largest component of coarse aerosol (≥2.5 μm, 60% by mass) in Atlanta [Kim et al., 2003]. Due to its soluble nature, a more efficient giant CCN is sea salt [Ghan et al., 1998; Pierce and Adams, 2006; Posselt and Lohmann, 2008; Teller and Levin, 2006]. However, sea salt does not constitute a large fraction of the Atlanta aerosol due to its distance from salt water (~380 km from the Atlantic Ocean). Previously, Noble and Prather [1997] observed sea salt transported 100 km inland from the Pacific Ocean at an urban location on the west coast of the U.S. in response to winter rainstorms. Based on the fact that smaller rainstorms have the ability to transport marine air masses long distances, more severe meteorological disturbances could potentially have a larger influence on continental air farther inland. Tropical cyclones (TCs) are severe tropical storms associated with high wind speeds, induce heavy precipitation, and have been shown to alter aerosol concentrations [Feng et al., 2007; Greene et al., 2003]. However, few studies have focused on the effects of TCs on aerosol concentrations and composition. Chang et al. [2011] observed a decrease in pollutant concentrations of nitrate, sulfate, and ammonium during tropical storm NOCK-TEN in southern Taiwan. In contrast, Feng et al. [2007] observed a pollution episode (high PM10, particulate matter ≤10 μm) develop in response to TC Melor in China, however, aerosol chemical composition was not probed. These variable results demonstrate the need to further investigate TC impacts on aerosol pollution in urban regions.

The goal of this study was to investigate the potential of severe storms such as TCs to perturb urban aerosol populations and thereby alter the CCN properties of aerosols found at an inland, urban location. During the 2008 Atlantic hurricane season, TCs Gustav and Hanna impacted the Atlanta area, altering local meteorological conditions such as wind speed and direction. Additionally, the impact of the TCs on ambient aerosol number, size, and composition was examined using aerosol time-of-flight mass spectrometry (ATOFMS), which provides single-particle information that can
be used to differentiate particle source (e.g. the ocean vs. coal combustion) as well as probe atmospheric processing [Guazzotti et al., 2003; Noble and Prather, 1997]. Further, the impact of these findings on cloud microphysics was also investigated by providing a direct link between changes in particle size and chemistry, CCN concentrations, and precipitation. To our knowledge, this is the first time changes in the size-resolved chemistry and cloud formation properties of aerosols have been observed at a highly-polluted, inland city in response to severe storms.

3.2. Experimental

Ambient aerosol and meteorological measurements were made at the Southeastern Aerosol Research and Characterization (SEARCH) Network Jefferson Street site in Atlanta, GA from 8/5-9/10 during the 2008 August Mini-Intensive Gas and Aerosol Study (AMIGAS). PM$_{2.5}$ mass concentrations, SO$_2$ concentrations, and meteorological measurements including wind speed (WS), wind direction (WD), and precipitation were acquired from Atmospheric Research & Analysis, Inc. (ARA). CCN concentrations were measured at ~0.2% supersaturation using a Droplet Measurement Technologies Continuous-Flow Streamwise Thermal-Gradient Chamber [Roberts and Nenes, 2005b]. Total particle concentrations (condensation nuclei, CN) were obtained using a condensation particle counter (CPC, TSI 3010). An aerodynamic particle sizer (APS) (Model 3321, TSI Inc.) measured particle size distributions from 0.523-20 μm.

ATOFMS was used to characterize the size-resolved chemistry of individual particles between 0.2-3.0 μm [Gard et al., 1997b]. Briefly, single particles enter through a converging nozzle inlet into a differentially-pumped vacuum chamber. The vacuum aerodynamic diameter ($D_{va}$) of each particle is determined in the light scattering region by measuring the time taken to traverse two continuous wave diode lasers (532 nm) at a fixed distance, providing the terminal velocity of the particle, which can be converted to $D_{va}$ by calibration with polystyrene latex spheres of known sizes. Individual particles are then simultaneously desorbed and ionized by a Q-switched Nd:YAG laser (266 nm), creating positive and negative ions that are detected by a dual polarity time-of-flight mass spectrometer. The Nd:YAG laser was operated at 1.4-1.5 mJ throughout the study at 1.1
Single-particle mass spectra were imported into YAADA [Allen, 2004], a software toolkit in Matlab (The Mathworks, Inc.), for detailed analysis of particle size and chemistry. ART-2a, an adaptive resonance theory-based clustering algorithm [Song et al., 1999a], was then used to classify particles into separate groups depending on the presence and intensity of ion peaks within an individual particle’s mass spectra. The most populated 75 clusters account for >90% of the total ART-2a classified particles and are considered representative of the overall aerosol composition. Peak identifications within this paper correspond to the most probable ions for a given mass-to-charge ratio. Two nearly identical ATOFMS instruments were used during the study; ATOFMS 1 was operated from 8/5-8/13 whereas ATOFMS 2 was used from 8/22-9/10. Due to instrumental downtime, data were not collected from 8/14-8/22. Data are presented in Eastern Standard Time (EST).

3.3. Results and Discussion

3.3.1. Meteorological changes in Atlanta during TCs

Local meteorological conditions and air mass back trajectories calculated using HYSPLIT [Draxler and Rolph, 2003] provide direct evidence that the TCs transported marine air masses to Atlanta. Figure 3.1 shows the daily 120-hour back trajectories ending 1000 m above the site during Gustav (panel a) and Hanna (panel b), in addition to representative trajectories for days before the TCs (8/5 and 8/11). The central locations of the TCs each day are also shown in Figure 3.1 during time periods where Gustav and Hanna were classified as tropical storms (8/25-9/4 and 8/28-9/7, respectively) [Beven II and Kimberlain, 2009; Brown and Kimberlain, 2008]. For most days during the TCs, air masses originated from over the Atlantic Ocean or Gulf of Mexico. Direct TC influences on Atlanta are supported by the disruption of diurnal patterns in local winds as shown in Figure 3.2. Prevailing diurnal winds in Atlanta were typically slow (peaking at 2-4 m/s) and westerly (180-360°) during three time periods of “normal conditions” as highlighted
by green boxes in Figure 3.2 (i.e., 8/5-8/20, 8/27-9/1, and 9/6-9/10). However, during both TCs, easterly (70-100°) winds rapidly increased to maxima of 4-7 m/s—denoted as time periods with “TC conditions” and highlighted by maroon boxes in Figure 3.2. Table 3.1 provides dates and the maximum wind speed range for each of the periods. The first showers and frontal organization of Gustav occurred in the Atlantic on 8/18 as the front continued to move west, likely explaining increase in wind speed observed in Atlanta prior to when Gustav was classified as a TC [Beven II and Kimberlain, 2009]. Decreased temperature and increased relative humidity also occurred during TCs and are shown in Hatch et al. [2011c]. Overall, the TCs served as mechanisms for long-range transport of tropical, marine air masses to Atlanta. Based on the drastic changes in source regions and local meteorology (i.e., winds, temperature, and relative humidity), we would expect a shift in aerosol concentrations and composition, which is discussed herein.

3.3.2. TC effects on aerosol size and chemical composition

Changes in wind speed and direction from the TCs led to advection of the local urban aerosol, as evident by a decrease in PM$_{2.5}$ mass concentrations from an average of 22.5 μg/m$^3$ before the TCs to 12.3 μg/m$^3$ during time periods with TC conditions (Figure 3.3a); this also resulted in differences in particle number, size, and chemical composition. Figure 3.3a also shows the total number concentrations from the APS, along with both submicron (0.2-1.0 μm) and supermicron (1.0-3.0 μm) particle counts per hour measured by ATOFMS. The APS data show higher number concentrations (~120 cm$^{-3}$) during normal conditions before the TCs until a shift to fast, easterly winds during the first time period with TC conditions, then stayed fairly low for the remainder of AMIGAS (~37 cm$^{-3}$). Both submicron and supermicron counts were high before the TCs and decreased during the TCs as well. Supermicron counts remained low for the remainder of AMIGAS; however, submicron particle counts increased as wind speed decreased (starting 9/2), suggesting submicron particles were from local sources and resumed accumulation once advection from TC winds ceased. In addition, the first time period with TC conditions was the only time supermicron particle counts were higher than submicron. These trends suggest that fast TC winds had a large influence on particle
number and size in Atlanta by cleaning out preexisting submicron and supermicron particles and transporting different supermicron particles, as revealed by particle chemical composition.

The ATOFMS particle types measured during AMIGAS were organic carbon (OC), elemental carbon (EC) or soot, EC mixed with OC (ECOC), biomass burning, dust, fly ash, sea salt, and other minor types (<1% of total particles). These types are described by Hatch et al. [2011b; 2011c] during AMIGAS and are similar to those previously observed using ATOFMS in Atlanta by Liu et al. [2003] during the Atlanta Supersite Experiment. Figure 3.3b and c show the relative number fractions of particle types for both submicron and supermicron particles, respectively. The submicron particles were predominantly organic-containing (OC+ECOC particles) representing ~83% of the particles by number. Supermicron particle chemistry was dominated by fly ash (33%) produced during coal combustion and dust (18%) potentially from local industrial or machining processes, both common in the Atlanta area [Liu et al., 2003; Sodeman, 2004; Spencer et al., 2008], in addition to sea salt (32%) predominantly during the TCs.

As shown in Figure 3.3, the observed submicron and supermicron particle chemistry rapidly changed during the first time period with TC conditions—as Gustav impacted the area. Organic-containing particles, fly ash, and dust decreased while the number fraction of submicron and supermicron sea salt increased to up to 60%, and up to 98% of the total particle counts, respectively, during the largest spike in wind speed from 8/22-8/25. The corresponding shift in particle chemistry during TCs when air masses originated over the ocean confirms the TCs were responsible for the shift to sea salt. During the normal conditions after the first time period with TC conditions, the number fraction of supermicron sea salt decreased then increased once again during the second time period with TC conditions. The submicron ATOFMS counts appeared to follow an anti-correlation with the number fraction of sea salt: when sea salt increased, the submicron counts were low, however, when sea salt particles decreased during the last two normal condition periods, the submicron counts were high similar to before the TCs.
This trend further supports local buildup of organic-containing aerosols during normal conditions and pollution cleanout during marine air mass transport.

As previously mentioned, SO$_2$ emissions from local coal-fired power plants are significant in the Atlanta area [Levy et al., 2003]. In addition to advecting local aerosol, the TC winds also cleaned out regional SO$_2$ emissions as shown in Table 3.1. The average SO$_2$ concentration during normal conditions was 2.94 ppb and decreased to 0.82 ppb during TC conditions. After organic particles enter the atmosphere, secondary species such as sulfate formed through gas- and aqueous-phase oxidation of SO$_2$, contribute greatly to changes in particle size and chemistry [Finlayson-Pitts, 2000; Poschl, 2005]. Further, particles aged with sulfate are typically more hygroscopic, i.e., better CCN [Baltensperger et al., 2002; Kanakidou et al., 2005]. The relative abundance of sulfate within a particle can be indicative of the age of the particle; the more sulfate, the more aged the particle [Hughes et al., 2000; Ying and Kleeman, 2006], hence, the potential to serve as a more efficient CCN. Based on the fact that TC winds cleaned out preexisting pollutants (i.e., aerosols and SO$_2$), we would expect less sulfate in organic-containing particles in response to TC conditions, and potentially less-CCN active aerosols.

In order to test this hypothesis, the average relative peak area of sulfate ($m/z$ -97, HSO$_4^-$) was used to determine organic-containing particle age, i.e., on OC and ECOC particle types, combined. Relative ion peak areas measured by ATOFMS can indicate the relative abundance of a particular chemical species present in the particles within ~10-20%, provided that the particle matrix is similar (i.e., similar particle types) [Bhave et al., 2002b; Gross et al., 2000]. As shown in Figure 3.3d, the submicron OC+ECOC particles exhibited lower relative ion peak area of $m/z$ -97 during the TCs compared to before, suggesting the organic-containing particles were not highly aged with sulfate, i.e., were “fresher.” One explanation for the relationship between organic-containing aerosols and sulfate is the deficiency in SO$_2$ during TC conditions. Further, increases in the relative ion peak area of $m/z$ -97 typically corresponded to increases in submicron ATOFMS counts (Figure 3.3a). Preexisting “seed” aerosols are necessary for heterogeneous
reactions and condensation of secondary species, therefore, this relationship was observed because sulfate did not have as many particle surfaces to condense/react upon. The relative ion peak area of m/z -97 started to increase after the TCs when SO₂ increased, but was not as high as before the TCs, indicating the submicron OC and ECOC particles were still fresher than the typical aerosol conditions in Atlanta.

Overall, typical aerosol conditions in Atlanta were characterized by larger relative fractions of submicron organic-containing particles that were highly-aged with sulfate and smaller contributions from supermicron dust and fly ash. Fast winds during severe storms (TCs) cleaned out the highly-aged submicron aerosols and transported supermicron sea salt aerosols. After wind speeds decreased, buildup of fresher submicron organic-containing aerosols occurred. Due to the vast shifts in aerosol composition and size, the CCN-properties of the aerosols changed as well, as discussed below.

### 3.3.3. Implications of TC influences on CCN activity in Atlanta

Gustav and Hanna introduced atypical meteorological conditions and perturbed the characteristic urban pollution in Atlanta by inducing drastic shifts in aerosol number, size, and chemical composition. The variability in particle chemistry before and during the TCs corresponded to significant changes in CCN concentrations, which potentially influenced the timing of the precipitation. Figure 3.3d and Table 3.1 show $f_{\text{CCN}[0.2]}$, or the ratio of CCN at 0.2% supersaturation to CN, shaded by the CCN number concentration. The hourly precipitation is also shown in Figure 3.3d. Before the TCs when submicron organic-containing particles aged with sulfate were dominant, high $f_{\text{CCN}[0.2]}$ and CCN concentrations were observed (0.56 and 3600 cm⁻³, respectively). Once the TCs arrived, fast winds advected most organic-containing submicron particles and transported larger sea salt particles; $f_{\text{CCN}[0.2]}$ was similar (0.52) but CCN concentrations decreased substantially to 1300 cm⁻³, suggesting the sea salt particles were CCN-active, but not high in number due to overall lower supermicron counts. When submicron particle counts increased once again, $f_{\text{CCN}[0.2]}$ decreased substantially and remained low for the remainder of AMIGAS (0.19 on average) while CCN concentrations did not change (1400 cm⁻³ on average), suggesting the presence of fresher organic emissions that were not as CCN-
active as the highly-aged organic-containing particles present before the TCs. Our results are in agreement with previous studies which suggest less-aged organic particles are less hygroscopic, while particles aged with sulfate are better CCN [Baltensperger et al., 2002; Kanakidou et al., 2005].

Interestingly, the heaviest rainfall occurred following the largest increase in CCN-active sea salt on 8/23, with 62 mm accumulating in less than three days (8/24-8/27). Sea salt particles are thought to enhance drizzle particularly in polluted continental clouds [Yin et al., 2000] by adding fewer, larger droplets [Pierce and Adams, 2006; Rosenfeld et al., 2002; Teller and Levin, 2006]. Based on past work and our results, we speculate the sea salt served as large/giant CCN in the polluted clouds over Atlanta and potentially influenced the precipitation timing, particularly during the largest increase in CCN-active sea salt (8/22-8/25). As previously mentioned, relative humidity was high due to the TCs, signifying the availability of water vapor to condense on the sea salt. It is possible the rain scavenged preexisting pollutant and sea salt aerosol, inducing the decrease in particle number and mass. However, decreases in APS, submicron, and supermicron counts occurred roughly three days before the heavy rain started (on 8/21), suggesting: 1) the primary removal mechanism of pollutants was the TC winds, and 2) the sea salt was predominantly removed by serving as large/giant CCN versus by raindrop scavenging. The synergistic relationship between TCs as transport mechanisms of water vapor and sea salt CCN, and rain demonstrate the implications on cloud formation and precipitation over highly-developed urban areas such as Atlanta.

3.4. Conclusions

In summary, intense storm systems such as TCs perturbed the typical background aerosol of Atlanta by cleaning out aged organic aerosols and serving as transport mechanisms for CCN-active sea salt, which have the potential to alter precipitation timing. Our results support those of Chang et al. [2011], who also observed a decrease in pollutant aerosol in response to a TC. However, our new findings provide evidence that TCs additionally transported sea salt that served as large/giant CCN and potentially initiated precipitation in the continental clouds above Atlanta. These findings have
important implications for the Atlanta region by affecting cloud formation and shifting precipitation location by driving clouds to rainout sooner, thus altering the regional water cycle. The fact that intense storms such as TCs can perturb characteristic urban aerosol chemistry in Atlanta by introducing CCN-active, sea salt and less CCN-active, fresh urban emissions renders the questions of whether this effect can occur for all tropical storms in the Atlantic and how much this will affect precipitation on a broader regional scale. It is possible all large-scale storms have similar effects on urban aerosol chemistry in regions beyond Atlanta, suggesting a more widespread effect on cloud formation and precipitation over longer periods of time. For instance, the two TCs transported large/giant CCN that likely influenced precipitation initiation for three days. When extrapolating these results to the sixteen total TCs of the 2008 Atlantic hurricane season (assuming they all influence the southeastern U.S.), rainfall location could be altered over longer periods of time and on a larger spatial scale. With the projected rise in sea surface temperature [Xie et al., 2010] and the potential impacts on TC strength [Cione and Uhlhorn, 2003], the magnitude of TC effects on aerosol populations and cloud formation should be considered when predicting the cloud seeding abilities of the urban aerosol and the resulting effects on precipitation.
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3.6. Figures

Figure 3.1 Google Earth images including air mass back trajectories calculated with HYSPLIT for TCs a) Gustav and b) Hanna. Markers represent the storm paths in time (http://www.hurricane-tracking.co.uk/download.php). Markers and trajectories of same color occurred on the same date.
Figure 3.2 Wind speed (m/s) and direction (degrees) during AMIGAS. The green boxes correspond to time periods with “normal conditions,” i.e., time periods uninfluenced by TCs, and maroon boxes correspond to TC time periods or “TC conditions.”
Figure 3.3 Panel a) shows PM$_{2.5}$ mass concentrations ($\mu$g/m$^3$), total number concentrations from the APS (cm$^{-3}$), and hourly submicron and supermicron particle counts from the ATOFMS. Panels b) and c) show the relative fractions of the submicron and supermicron particle chemistry, respectively. Panel d) shows the average relative ion peak area of $m/z$ -97 on organic-containing particles (OC+ECOC), $f_{CCN[0.2]}$ shaded by the corresponding CCN concentration (cm$^{-3}$), and precipitation rate (mm/hr). Time periods with “normal conditions” and “TC conditions” are also shown in boxes similar to Figure 3.2.
3.7. Tables

Table 3.1 Dates and maximum wind speed (WS) corresponding to “normal condition” time periods in green and “TC condition” time periods in maroon. Includes average SO$_2$ concentrations, $f_{\text{CCN}[0.2]}$, and CCN concentrations during each period.

<table>
<thead>
<tr>
<th>Dates</th>
<th>Max WS (m/s)</th>
<th>SO$_2$ Conc. (ppb)</th>
<th>$f_{\text{CCN}[0.2]}$ (cm$^{-3}$)</th>
<th>CCN Conc. (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/5-8/20</td>
<td>2-4</td>
<td>2.73</td>
<td>0.56</td>
<td>3600</td>
</tr>
<tr>
<td>8/20-8/27</td>
<td>5-7</td>
<td>0.58</td>
<td>0.52</td>
<td>1300</td>
</tr>
<tr>
<td>8/27-9/1</td>
<td>2-4</td>
<td>2.32</td>
<td>0.20</td>
<td>1000</td>
</tr>
<tr>
<td>9/1-9/6</td>
<td>4-6</td>
<td>1.05</td>
<td>0.22</td>
<td>1700</td>
</tr>
<tr>
<td>9/6-9/10</td>
<td>2-4</td>
<td>3.78</td>
<td>0.15</td>
<td>1400</td>
</tr>
</tbody>
</table>
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4. Measurements of Aerosol Chemistry during New Particle Formation Events at a Remote Rural Mountain Site

4.1. Introduction

Aerosols are ubiquitous in the troposphere and profoundly impact climate [Solomon et al., 2007]. They scatter and absorb incoming short wave and outgoing long wave radiation, and act as cloud condensation nuclei (CCN) affecting cloud radiative and physical properties. Under supersaturated conditions, CCN compete for available water vapor, creating large populations of small-sized cloud droplets increasing the reflectivity of clouds [Albrecht, 1989; Twomey, 1977]. Smaller, more numerous cloud droplets often cannot grow to large enough sizes to precipitate [Albrecht, 1989].

The impact of aerosols on clouds, referred to as the indirect effect, represents arguably the largest single source of uncertainty out of all contributors to global radiative forcing estimates [Solomon et al., 2007] and therefore a better understanding of the sources of the aerosols that determine the magnitude of this effect is needed. In-situ formation of ultrafine particles (≤100 nm) through gas-to-particle conversion of low volatility vapors represents a significant source of tropospheric aerosols, especially in remote environments. The initial critical clusters must grow into larger sizes to activate as CCN, and thus become relevant for cloud formation [Ziemba et al., 2010]. Determining the magnitude and mechanistic drivers of the nucleation and growth processes of newly-formed particles that ultimately become effective CCN will improve regional and global climate models [Ristovski et al., 2010].

New particle formation (NPF) involves two important steps [Seinfeld and Pandis, 2006]. The first step involves homogeneous or ion-induced nucleation of neutral or ion clusters and the second step involves the growth of these clusters into larger particles [Kulmala et al., 2000; Lunden et al., 2006a; Ortega et al., 2008]. In most cases, pristine ambient conditions with lower relative humidity represent favorable conditions for
particle nucleation [Fisher et al., 2010], whereas higher relative humidities [Wang et al., 2010a] and lower temperatures [Lunden et al., 2006a] provide favorable conditions for the subsequent growth of newly-formed particles, depending on the species involved. Formation of new particles is affected by the production of condensable vapor precursors, such as H₂SO₄, formed from oxidation of SO₂ [Kulmala et al., 1995]. Originally, it was hypothesized that the initial step involved cluster formation by H₂SO₄ and water vapor and that H₂SO₄ was also responsible for the subsequent growth of the clusters, however, the involvement of H₂SO₄ alone cannot explain the formation and growth rates of observed particle formation [Wehner et al., 2005]. Therefore, other species in addition to H₂SO₄ must contribute to the growth of new particles via condensation and/or heterogeneous reactions [Smith et al., 2009]. Species that have sufficient low volatility so as to be involved with nucleation are also capable of participating in the subsequent growth, and as particle size increases, so too do the number of possible condensable species and mechanisms. More is known about the species that contribute to particle growth, such as NH₃ [McMurry et al., 2005] or as shown more recently semivolatile organic species [Ristovski et al., 2010; Wang et al., 2010a] than about the species involved with the nucleation process. More specifically, formation of aminium salts has been modeled [Barsanti et al., 2009] and these species have been detected in newly-formed particles [Mäkelä et al., 2001; Wang et al., 2010b]. Amines form salts with organic and inorganic acids during particle growth [Murphy et al., 2007b; Smith et al., 2009], supporting the hypothesis that amines/nitrogen-containing organics and H₂SO₄ play a role in the growth of new particles.

Because of instrumental challenges involved in measuring the chemistry of 1-3 nm particles, the molecular identities of the species involved have eluded scientists for many years. As a result, chemical composition is typically inferred for newly-formed particles by utilizing multiple measurements. Mäkelä et al. [2001] detected dimethylammonium ((CH₃)₂NH₄⁺) using 2-stage cascade impactors and ion chromatography during NPF events. Although they were able to identify species down to 5 nm, the time resolution was low and aminium sulfate ((HNR₃)₂SO₄) was inferred from the correlation of bulk particle measurements of (CH₃)NH₂⁺ and sulfate. Smith et al.
measured nitrogen-containing organics and sulfate using a Thermal Desorption Chemical Ionization Mass Spectrometer (TDCIMS). They detected particles from 10-30 nm with 5-10 minute time resolution and found that nitrogen-containing organics played a significant role in the growth of nanoparticles. Chemical measurements at these small sizes represent a significant advancement in the characterization of newly-formed particles. However, the TDCIMS cannot measure amines and sulfate simultaneously in the same particle and therefore questions remain about the associations between amines and sulfate at the single particle level during NPF events.

The challenge with using bulk measurements to determine the primary species involved in particle formation is that the measured mass concentrations represent the average chemical composition of many particles. For instance, when amines and sulfate are detected in particles collected on filters, the detected species can actually occur in separate particles. Single-particle mixing state measurements show whether two species are present within a single particle, a level of detail that is critical for understanding the key species involved in particle formation and growth processes. In the current study, aerosol time-of-flight mass spectrometry (ATOFMS) was used to provide dual polarity, single-particle analysis during NPF events in real-time at a remote rural region in the Sierra Nevada Mountains in Northern California. We report the first observations of nitrogen-containing organic species and sulfate within the same particles after significant particle growth during NPF events. Understanding the sources of the species involved in new particle formation is critical as this could be an important local source of CCN in the Sierra Nevada. Previous studies have suggested that CCN were transported directly from California’s Central Valley (CV) \cite{Rosenfeld2008}, however, in-situ NPF between amines from the CV and long-range transported SO$_2$ from Asia could also contribute as a CCN source in the Sierra Nevada as described herein.

4.2. Experimental

Ground-based aerosol measurements were made during the CalWater Early Start field campaign during the late winter at the Sugar Pine Reservoir in Foresthill, CA, a remote rural site in the Sierra Nevada Mountains (39° 07' 42.80" N, 120° 48' 04.90" W;
elevation ~1064 m ASL). Particle size distributions were measured between 11-604 nm using a scanning mobility particle sizer (SMPS) (Model 3936L, TSI Inc.). Meteorological measurements including temperature, relative humidity, wind direction, solar radiation, and precipitation were acquired from co-located instruments operated by the National Oceanic and Atmospheric Administration (NOAA). Gas-phase O₃ and SO₂ concentrations were measured using an O₃ analyzer (Model 49C, Thermo Environmental Instruments, Inc.) and a SO₂ analyzer (43C, Thermo Environmental Instruments, Inc.), respectively. Due to calibration problems with the SO₂ analyzer, SO₂ is presented as relative concentrations. Black carbon mass concentrations were measured using a seven wavelength aethalometer (Model AE31, Magee Scientific). CCN concentrations were measured at 0.3% supersaturation using a compact streamwise thermal-gradient diffusion chamber [Roberts and Nenes, 2005a]. Only periods with reliable CCN data are presented. A condensation particle counter (CPC) (Model 3010, TSI Inc.) was used to determine condensation nuclei (CN) concentrations, which were compared to the number concentration of CCNₐₐ to determine the activated fractions.

An ultrafine (UF)-ATOFMS, a modified version of the standard ATOFMS [Gard et al., 1997a], was utilized for individual aerosol aerodynamic sizing and chemical composition. The UF system is described in detail in Su et al. [2004]. The UF-ATOFMS measures the vacuum aerodynamic size ($100 \leq D_{\text{va}} \leq 1000$ nm) and chemical composition of particles by laser desorption/ionization which allows us to obtain dual polarity mass spectra [Gard et al., 1997a; Su et al., 2004]. $D_{\text{va}}$ is related to the electric mobility diameter ($D_{\text{me}}$) measured by the SMPS through effective density and is discussed in detail elsewhere [Spencer and Prather, 2006]. During the study, 1,146,366 particles were chemically analyzed from 2/21/09-3/10/09 (PST). Single-particle mass spectra were imported into YAADA (www.yaada.org), a software toolkit in Matlab (The Mathworks, Inc.), for detailed analysis of particle size and chemistry. ART-2a, an adaptive resonance theory-based clustering algorithm [Song et al., 1999b], was then used to group single-particle mass spectra with a vigilance factor of 0.80. ART-2a classifies particles into separate clusters depending on the presence and intensity of ion peaks in the respective mass spectra. The most populated 70 clusters account for >90% of the total ART-2a
classified particles. Peak identifications in this paper correspond to the most probable ions for a given m/z ratio based on previous lab and field studies.

4.3. Results and Discussion

4.3.1. Ambient Conditions for NPF

Figure 4.1a shows SMPS, temperature, and relative humidity (RH) data obtained during the study. One polluted period impacted by transport from the CV occurred from 2/21-2/23. NPF events occurred during cleaner periods following precipitation between the dates of 2/24-2/28 (denoted as P1) and 3/6-3/8 (denoted as P2) as shown by high number concentrations in white. Particularly, NPF events had high number concentrations starting at small sizes (~11-15 nm) followed by subsequent growth to larger sizes (~70-100 nm). All NPF events started in the late afternoon between ~14:00-16:00 during low RH, high temperature, and increased solar radiation, followed by particle growth as RH increased and temperature and solar radiation decreased. Mäkelä et al. [2001] previously observed NPF events during the afternoons in boreal forest locations. Particle nucleation occurs when there is a reduction in total particle surface area, which often occurs immediately following precipitation events [Covert et al., 1992]. Precipitation removes the atmospheric ‘seed’ particles that low volatility gases would normally condense upon. When elevated gas-phase concentrations are produced by increased solar radiation after precipitation, these species undergo oxidation processes and then homogeneously nucleate to form new particles. This series of events is shown in Figure 4.1a and b, when both NPF periods occurred after periods of precipitation. Clean conditions at the start of the NPF periods are typified by overall low mass concentrations (<185 ng/m³) of black carbon (BC). BC or soot, formed from combustion sources, serves as an excellent tracer for the presence anthropogenic aerosols [Hansen and Rosen, 1985]. Figure 4.1c shows BC concentrations over the course of the study, which were low (average ± standard deviation = 142.2 ± 97.8 ng/m³ during NPF periods) compared to urban environments (on the order of 1-5 μg/m³) [Hitzenberger and Tohno, 2001]. Chapter 9 contains an additional discussion of BC concentrations.
The precipitation periods showed fairly steady decreases in O\textsubscript{3} (ppm) and relative SO\textsubscript{2} concentrations (Figure 4.1c). O\textsubscript{3} concentrations were higher during P1 compared to P2, whereas SO\textsubscript{2} concentrations were higher during P2 compared to P1. This suggests different chemical processes and species were involved during the two NPF periods, as discussed below. During P1, SO\textsubscript{2} varied diurnally, first increasing from \(~11:00\) the previous day to \(~1:00\) the day of the NPF events while during P2, SO\textsubscript{2} started increasing at \(~20:00\) the days previous to both of the NPF events. However, O\textsubscript{3} was consistent during both NPF periods, peaking \(~10:00\) on the day of the events. Interestingly, the O\textsubscript{3} maxima occurred 2-5 hours before the NPF events, and then decreased to a minimum, 4-9 hours after the start of the NPF events. Lunden \textit{et al.} [2006a] observed a similar trend with O\textsubscript{3} peaking \(~4\) hrs before NPF at Blodgett Forest Research Station, a site with similar conditions \(~16\) miles southeast of Sugar Pine. In the current study, SO\textsubscript{2} decreased from higher, steady concentrations as O\textsubscript{3} and solar radiation increased and before new particles started to form. Observed trends of SO\textsubscript{2} and O\textsubscript{3} in relation to NPF events suggest their involvement in new particle formation and growth processes, as suggested by Berndt \textit{et al.} [2010] who previously observed NPF from reaction of OH (formed from O\textsubscript{3}) and SO\textsubscript{2} in a laboratory setting.

### 4.3.2. Growth of New Particles into CCN

Heavy precipitation periods resulting in clean conditions in conjunction with the presence of necessary gas-phase species that induced NPF produced periods typified by the fast growth of newly-formed particles. Frequent observations of the nucleation of particles only a few nanometers in diameter followed by subsequent growth to \(~100\) nm have been shown to occur within 1-2 days in the continental boundary layer \cite{Kulmala et al., 2004}. However, during the current study we calculated the upper limit of growth to 100 nm to occur in as rapidly as 15 hours. Having a measure of the time it takes a particle to grow up to 100 nm provides a relevant link between newly-formed particles and those particles that can activate as CCN. Inferred growth rates (GRs) in Figure 4.2 and Table 9.1 were determined using the method discussed by Kulmala \textit{et al.} [2004] and are described in Chapter 9. Briefly, lines were fit to the increasing mean particle sizes during
NPF events. The GRs were calculated from the slopes of these fitted lines. According to Kulmala et al. [2004], uncertainties such as distinguishing between new and pre-existing particles and the exact start and end times of these events can lead to uncertainties in the GRs; however, the times and sizes were chosen to limit contributions from these uncertainties as much as possible.

As shown in Figure 4.2, new particles grew faster on average during P2 compared to P1: inferred GRs during P1 and P2 were 4 ± 3 nm/h and 7 ± 1 nm/h, respectively. The difference in inferred GRs between P1 and P2 was most likely due to the involvement of different species as suggested by the air mass trajectories and different concentrations of key gas-phase species, namely O₃ and SO₂, during the two periods. In addition, higher concentrations of organic species due to higher average temperatures [Sharkey and Loreto, 1993] could have contributed to the faster growth rates, on average, observed during P2 (as discussed in Chapter 9). Because amines are basic compounds, they have the potential to undergo rapid acid-base reactions to form salts in/on particles in the presence of sulfuric acid, depending on temperature, the identity of the amine, and the concentrations and identities of acidic species present [Murphy et al., 2007b]. Higher SO₂ concentrations during P2 potentially led to more sulfuric acid in the newly-formed particles making them more acidic, which can induce faster growth through acid-base reactions. Overall, inferred GRs from both periods (2-8 nm/h), particularly during P2, occur on the higher end of previously reported GR ranges for remote rural areas presented by Kulmala et al. [2004] and references therein. Notably, GRs during the closely-located Blodgett study (1-7 nm/h) were comparable to these measurements at Sugar Pine [Lunden et al., 2006a].

One of the primary goals of the CalWater field campaign involved developing a better understanding of the sources of CCN that ultimately impact orographic clouds and precipitation in the Sierra Nevada. It has been hypothesized that the majority of CCN are transported from the polluted CV near Fresno and Bakersfield, a region with high agricultural activity [Rosenfeld et al., 2008c]. However, it is possible that local NPF events such as ones described here can produce large numbers of ultrafine particles that
can ultimately grow and become CCN, especially in regions with a low anthropogenic influence at higher elevations [Merikanto et al., 2009]. Figure 4.2 shows the size distribution from Figure 4.1a along with the ratio of $CCN_{0.3}$ to all CN ($f_{CCN[0.3]}$). Importantly, increases in $f_{CCN[0.3]}$ coinciding with the NPF events during particle growth suggest these newly-formed particles can effectively serve as CCN. These findings are consistent with recent studies which have also suggested that newly-formed particles evolve into CCN through modeling [Kerminen et al., 2005; Kuang et al., 2009; Pierce and Adams, 2007] and observations in remote regions with similar conditions during NPF [O’Halloran et al., 2009; Sihto et al., 2010].

4.3.3. Single Particle Chemical Composition during NPF Events

In order to better understand the chemistry of the newly-formed CCN, a more detailed look at particles in the typical CCN size range is merited. Data showing real-time changes in the chemical composition of larger, detectable sizes (>100 nm) have recently been used to provide insight into the chemistry of newly-formed particles [Friedman et al., 2009]. Since the UF-ATOFMS measures particles with $D_{va} \geq 100$ nm, we can only state that the detected species were likely involved in the initial formation and/or growth processes, which is why the term “NPF” is used throughout the paper. However, it is likely that the chemical composition of particles from $100 \leq D_{va} \leq 1000$ nm is a product of condensation, heterogeneous reactions, and coagulation processes occurring during NPF events. To look at the chemistry in detail, P1 was further divided into shorter time periods based on the SMPS data, including before events (non-NPF), growth sub-periods G1 ($\leq 20$ nm), G2 (20-25 nm), G3 (25-30 nm), G4 ($\geq 30$ nm at higher number concentrations), and end of events ($\geq 30$ nm at lower number concentrations). Limited chemical data were obtained during P2 due to instrumental issues; therefore, this period was excluded when looking at chemistry during sub-periods. However, a comparison of chemical species between P1 and species from the limited data collected during P2 is provided in Chapter 9. The initial growth, or the G1 and G2 sub-periods, typically corresponded to the smallest mean sizes and highest number concentrations compared to before and end of the events, which is typical of NPF bursts [Chang et al., 2009]. Figure
4.3 shows the overall particle chemistry from $100 \leq D_{va} \leq 1000$ nm from before the events, growth sub-periods, and the end of events, along with average number concentrations and mean sizes from the SMPS data. The major types observed at Sugar Pine included amine-containing organic carbon (amine-OC), aged organic carbon (aged OC), elemental carbon (EC), EC mixed with OC (ECOC), biomass, salts, and other minor particle types that consisted of <1% of the total number of particles present during NPF. EC, ECOC, biomass, and salts were transported from other regions and clearly not formed during NPF events. Mass spectra and details of these other particle types are included in Chapter 9.

As shown in Figure 4.3, the largest number fractions during NPF belonged to the amine-OC, biomass, and ECOC particle types, which represented 50%, 22%, and 16% of the total particle counts, respectively. Amine-OC types were characterized by markers at $m/z$ 86((C$_2$H$_5$)$_2$NCH$_2$)$^+$, 101((C$_2$H$_5$)$_3$N)$^+$, 102((C$_2$H$_5$)$_3$NH)$^+$, 118((C$_2$H$_5$)$_3$NOH)$^+$, and other carbonaceous ions [Angelino et al., 2001a; Pratt et al., 2009c]. Not only was the amine-OC type the largest fraction, it increased as the newly-formed particles grew into larger sizes, then decreased towards the end of the events. Before the events, amine-OC types comprised on average 44% of the total particle counts then increased to 48% during G1, 59% during G2, 62% during G3, then decreased to 38% during G4 and 37% during the end of events. Amine-OC particles also increased at the smallest sizes observable by the UF-ATOFMS ($D_{va} = 100$-300 nm) during the initial growth sub-periods as shown/discussed in Chapter 9. This trend suggests the presence of background amine-containing particles; the large increase in small-sized amine-OC particles during the initial growth sub-periods suggests semivolatile amine species played a role in the growth of new particles. The amine-OC fraction did not increase as much as one might expect during G1 because the UF-ATOFMS sees larger sizes ($D_{va} \geq 100$ nm) and thus does not directly measure the chemistry of the smallest particles during the initial growth periods of NPF. The decrease toward the end of events when particle number concentrations decreased suggests the amine-OC particles coagulated with other types of particles. Increases of amine species were observed from the beginning to the end of NPF events on aged OC, biomass, and ECOC particle types. By using digital color histograms of
single particles we were able to monitor the evolution of the UF-ATOFMS particles types, which showed increases in the overall number of particles with amine species \((m/z \text{ 86})\), and showed the major particle types, aged OC, biomass, and ECOC, coagulated with the small, newly-formed amine-containing particles (see Chapter 9).

The increase in average number fraction as well as the absolute amine peak areas (Chapter 9) suggests amine species were involved in the growth of new particles. As previously mentioned, sulfate is also believed to play a role in NPF. Figure 4.3 shows the number of particles within all particle types containing the sulfate ion marker \((m/z -97, \text{HSO}_4^-)\) per 5-minute interval. The average number of particles containing \(m/z -97\) followed a similar trend to the SMPS number concentration: lower numbers before events followed by higher numbers during initial growth sub-periods, ending with lower numbers towards the end.

Both the number of particles containing sulfate and the number and overall fraction of amine-OC particles increased during the initial growth sub-periods compared to before the events and decreased at the end of the events, suggesting that these species played a role in the growth of new particles. Figure 4.4a shows the SMPS data with the fraction of amine-OC particles containing sulfate and total number of particles per 15-minute interval. Panel a) in Figure 9.3 corresponds to the mass spectra for amine-OC particles containing sulfate. Increases in the fraction of amine-OC particles containing sulfate were observed during NPF events, providing clear evidence that amines and sulfate were indeed present in the same, single particles. In addition, the fractions of amine-OC particles containing sulfate were highest mainly during the beginning on NPF events, likely due to the large number concentrations of aminium sulfate particles formed during the NPF bursts. The ability to measure both amine and sulfate species in the same single particles during NPF directly confirms these aminium salts formed, supporting previous inferences of their existence in newly-formed particles.

Figure 4.4b shows a correlation plot of the fraction of particles with \(m/z \text{ 86}\) versus the fraction with \(m/z -97\) as a function of study date (in color), with the black line representing the 1:1 line. The color matches the respective date and time of markers in
Figure 4.4a. Each marker represents the fraction of particles containing \( m/z \) 86 and/or \( m/z \) -97 in 15-minute intervals. Three notable groups of points exist with similar colors on the 1:1 line, meaning those points contain roughly equivalent numbers of particles with \( m/z \) 86 and \( m/z \) -97. The orange group of points (upper right) represents the period of high particle number concentrations, but was not an NPF event. The yellow/green group of points falls within the first NPF period from 2/24-2/28 whereas the blue group of points falls within the second NPF period from 3/6-3/8. Figure 4.4c shows a similar plot with ammonium \((^{18}\text{NH}_4^+)\) in place of \( m/z \) 86, since ammonium has been shown to contribute to particle nucleation [Finlayson-Pitts, 2000; Ortega et al., 2008]. However, a 1:1 correlation was not observed between ammonium \((m/z\ 18)\) and sulfate, suggesting ammonium played a different role in nucleation and particle growth. It is possible that ammonium was involved with the initial cluster formation. Previous studies have expressed the significance of aminium salt formation in ambient aerosol [Pratt et al., 2009c] and ammonium displacement with aminium species in secondary organic aerosol [Murphy et al., 2007b] and after the initial formation process during NPF in a laboratory setting [Bzdek et al., 2010]. Based on this combination of new results and previous studies, it appears that \( \text{H}_2\text{SO}_4 \) was involved with formation with additional growth from amines at larger particle sizes, forming predominantly aminium-sulfate salts.

### 4.3.4. Potential Sources of Gas-Phase Species Involved in New Particle Formation

Although ambient conditions were similar between P1 and P2 (temperature, RH, solar radiation, and pristine air), higher \( \text{O}_3 \) concentrations were observed during P1 compared to P2 but in contrast, higher \( \text{SO}_2 \) concentrations occurred during P2 compared to P1. Differences between the two periods can be explained by different air masses impacting the site that transported the species involved in NPF.

Regional airflows were investigated with back trajectories simulated by the Lagrangian model FLEXPART [Stohl et al., 2005; Stohl et al., 1998] to provide insight into the source regions of species potentially playing a role in NPF. \( \text{O}_3 \) and \( \text{SO}_2 \) exhibited diurnal behavior during both NPF periods, due to upslope and downslope airflows that
are common in this region; the daytime upslope flow (strongest ~12:00-13:00) transports species from the CV, while the nighttime downslope flow (strongest ~2:00-3:00) carries pollutants toward the Valley floor [Bao et al., 2008; Collett et al., 1990b]. This diurnal behavior also occurred in O₃ measurements at Blodgett and was attributed to the upslope/downslope system, suggesting O₃ came from the CV [Lunden et al., 2006a]. In the current study, O₃ concentrations peaked ~10:00-13:00, which coincided with the strongest upslope flow times. In the CV, O₃ forms in photochemical urban pollution [Finlayson-Pitts, 2000], common in cities including Sacramento and Fresno. In contrast, during P2 SO₂ peaked during the downslope flow, suggesting it was not transported from the CV.

During P2, long-range transport of SO₂ at higher altitudes, which could potentially become entrained from the free troposphere during the day and descend into the stable nighttime boundary layer [Nilsson et al., 2001], appears to be the difference between the two periods and led to higher SO₂ at the site during P2. NASA’s Ozone Monitoring Instrument (OMI) sensor onboard the Aura satellite measures backscattered radiation which is used to estimate vertically-integrated SO₂ values. Images acquired for the days before, during, and after NPF events for both periods are shown in Chapter 9. Background levels of SO₂ were observed in Northern California on 2/26. On the same day, an SO₂ plume from the coast of Asia traveled across the Pacific Ocean from 2/26-3/5, arriving off the coast of Washington and ultimately Northern California between 3/6-3/8, corresponding to the peak in SO₂ concentrations. Levels of SO₂ returned to background levels on 3/9, similar to those measured on 2/26. Back trajectories (also shown in Chapter 9) further support trans-Pacific transport during P2, following a high pressure system that provided clear skies and dry conditions known to inhibit in-cloud conversion of SO₂ to sulfate. Together, OMI data and back trajectory analysis suggest the high SO₂ observed during P2 resulted from long-range transport from Asia, which is likely from biomass burning emissions due to slash burn techniques in southeast Asian during this time of year [Streets et al., 2003].
A number of sources exist for the amine precursors. The CV is largely inhabited by significant livestock populations which represent large sources of ammonia as well as amines [Sorooshian et al., 2008]. Local sources of amines from vegetation [Neff et al., 2002] are likely negligible in comparison to bovine sources in the CV, which can be transported by the upslope/downslope system along with O₃. Overall, amines and O₃ likely came from agricultural emissions and photochemical pollution in the CV, respectively. During P1, lower SO₂ concentrations and correspondingly less sulfate (~4 times less in average sulfate peak area and number of particles containing sulfate as described in Chapter 9) were observed compared to P2. In contrast, during P2 Asian-transported SO₂ likely from biomass burning emissions and more sulfate were observed, potentially leading to the faster average particle growth compared to P1.

4.4. Conclusions

NPF periods occurring after heavy precipitation periods began each day during low RH, high temperature, and peak solar radiation, and during pristine, non-precipitating periods, demonstrating the strong dependence of NPF on ambient conditions. Growth of newly-formed particles occurred as RH increased and temperature and solar radiation decreased, and was relatively fast compared to previous observations, which can be attributed to the extremely clean conditions as well as the availability of gas-phase SO₂, O₃, and amines. Using UF-ATOFMS, increases in the overall fraction of amine-containing particles from 100 ≤ D_{va} ≤ 1000 nm occurred over the course of the NPF events after substantial particle growth from the smallest sizes. During NPF, amine and sulfate ion markers are observed in the same, single-particle mass spectra, and the number of particles containing sulfate correlated 1:1 to the number of amine-containing particles but not ammonium-containing particles. Although we cannot determine all of the sources of the species involved in these processes, air mass trajectories suggest the amines and O₃ came from animal husbandries and vehicle pollution in the CV, respectively, while SO₂ was likely transported from Asia during P2.

It is important to understand and characterize such small particles that ultimately can activate as CCN and impact cloud formation and potentially precipitation over the
Sierra Nevada. One of the new and more intriguing findings of this study is the key role long-range transported SO2 from Asia played in CCN formation in the Sierra Nevada. We hypothesize that SO2 formed sulfate which reacted with amines to form aminium-sulfate salts, particularly during P2 when SO2 concentrations and particles containing sulfate were highest, ultimately leading to CCN-active particles upon growth to larger sizes. To further quantify the ability of organic salts to activate as CCN, laboratory studies to measure the hygroscopicity parameter kappa (κ) of various aminium-sulfate salts will be performed [Petters and Kreidenweis, 2007]. The range of κ values at Sugar Pine (0.013-0.16) suggest the CCN-active particles contained organic species [Petters and Kreidenweis, 2007]. The presence of aminium salts, which are known to be water soluble [Angelino et al., 2001a; Pratt et al., 2009c], could account for the more hygroscopic and CCN-active particles measured during NPF events. A recently completed field study over Sugar Pine and the CV will allow comparisons between ground and measurements aloft to gain further insight into the regional impact of newly-formed particles on orographic clouds and precipitation in this region.
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4.6. Figures

Figure 4.1 a) 5-minute temporally-resolved SMPS size distributions (nm) with superimposed 2-minute relative humidity (%) and temperature (°C), b) hourly precipitation (mm/h) and 2-minute solar radiation (W/m²), and c) hourly gas-phase relative SO₂ and O₃ (ppm) concentrations and black carbon concentrations (ng/m³).
Figure 4.2 SMPS plotted with $f_{CCN/0.3 \mu m}$. The inset is the strongest correlation of $f_{CCN/0.3 \mu m}$ with an NPF event (3/7-3/8). The markers superimposed over each NPF event are the estimated GRs for the event on that day. Blue and red markers represent GRs during P1 and P2, respectively.

Figure 4.3 ATOFMS particle types in the 100-1000 nm size range measured during P1. Also pictured are the SMPS total particle number concentrations (#/cm$^3$), SMPS mean sizes (nm), and number of ATOFMS sulfate-containing (m/z -97) particles during each sub-period. All of these values are averaged over the four NPF events in P1.
Figure 4.4 a) SMPS plotted with the fraction of amine-OC particles containing sulfate (out of the total number of particles) as a function of study date and time in color and the total number of particles. b) Correlation of the fraction of particles with sulfate ($m/z$ -97) to fraction of particles with amines ($m/z$ 86) also as a function of study date and time. The black line represents the 1:1 line. c) Similar correlation plot to b), but with ammonium ($m/z$ 18) in place of $m/z$ 86. Each marker in all panels represents the fraction of particles per 15-minute interval.
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5. Dust and Biological Aerosols from the Sahara and Asia Influence Precipitation in the Western U.S.

5.1. Introduction

Aerosols affect cloud microphysical properties including droplet size and phase, and can alter precipitation efficiency [Andreae and Rosenfeld, 2008]. In particular, dust and biological aerosols have been shown to serve as effective ice nuclei (IN) and potentially enhance precipitation in mixed phase clouds [Morris et al., 2004; Rosenfeld et al., 2011]. IN are atmospheric particles that catalyze the freezing of supercooled cloud droplets, producing ice crystals that would not form otherwise at warmer, mixed phase cloud temperatures [Isono et al., 1959]. Dust is omnipresent in the atmosphere and originates from various deserts around the world [Prospero et al., 2002]. Biological residues can be lofted during dust storms and potentially make large contributions to the ice nucleation properties of dust [Conen et al., 2011; Hua et al., 2007]. When lofted to high altitudes (≥ 5000 m), dust and biological aerosols can travel long distances. For example, Uno et al. showed dust from the Taklimakan desert in China circled the globe within 13 days [Uno et al., 2009]. Intercontinental transport of dust from Asia is well documented [Ault et al., 2011b; Husar et al., 2001; Sun et al., 2001; Uno et al., 2011], while few have reported trans-Pacific transport from North Africa [Hsu et al., 2012; McKendry et al., 2007]. Dust is lofted into the free troposphere from the Taklimakan as early as February, with a maximum between April and May, while the Gobi has been shown to be a significant Asian dust source in response to strong winter storms in Siberia [Prospero et al., 2002]. However, dust is lofted from the Sahara year round [Prospero et al., 2002].

Even at low concentrations, IN-active aerosols can strongly influence ice crystal concentrations in clouds [DeMott et al., 2010]. These ice crystals grow diffusonally at the expense of liquid droplets [Korolev, 2007], and can undergo accretion or aggregation to form graupel or snow [Hosler et al., 1957; Houze, 1993]. Ice crystal formation
produces a mixed phase cloud that initiates precipitation more rapidly than in a supercooled liquid-only cloud due to the faster growth rate of ice particles versus droplets [Pinsky et al., 1998], thus potentially increasing the intensity and altering the location of precipitation. These ice and precipitation processes can have serious ramifications for mountainous regions such as the California Sierra Nevada Mountains, where snowpack supplies copious amounts of water to reservoirs [Guan et al., 2010]. Hence, cloud seeding experiments have been conducted in the region since the 1950s as a possible means of increasing precipitation [Deshler and Reynolds, 1990; Reynolds and Dennis, 1986]. Early discoveries point to glaciation as a key step in precipitation formation, however the source of IN was not identified. It has been suggested that over 50% of precipitation globally is initiated in the ice phase [e.g., Lau and Wu, 2003]. Therefore, it is important to identify natural IN sources as well as determine the overall effects of IN on precipitation processes, which are poorly understood.

Analysis of precipitation samples in combination with storm meteorology provides insights into IN effects on orographic precipitation. For example, Ault et al. observed dust as insoluble residues in precipitation over the Sierra Nevada that was suspected to serve as IN during an intense snowstorm in the 2009 winter season [Ault et al., 2011b]. This storm was associated with an atmospheric river (AR, narrow band of enhanced water vapor transport) (e.g., Ralph et al. [2004]), as was a preceding storm. Nearby meteorological measurements deployed as part of NOAA's Hydrometeorology Testbed (HMT) [Ralph et al., 2005] showed that during each storm, ARs transported a similar amount of water vapor up the mountain slope, and yet the second storm produced 40% more precipitation. The precipitation samples from the second storm contained dust, but samples from the first storm did not. The dust observed in Ault et al. was transported across the Pacific Ocean and based on FLEXPART analysis appeared to originate over East Asia [Ault et al., 2011b]. Herein, we show that dust, which was abundant over California throughout the 2011 winter, unexpectedly originated from arid regions even further east than Asia in North Africa and the Middle East. Dust concentrations became more dilute during transport from distant source regions due to wet and/or dry deposition.
processes, yet these lower concentrations still profoundly impacted upper level clouds where precipitation processes were initiated.

5.2. Results and Discussion

The CalWater field campaign was designed to directly address aerosol impacts on precipitation in the Sierra Nevada during three consecutive winter seasons (2009-2011). Measurements from a remote ground site at California’s Sugar Pine Dam (SPD, 39°07’42.80"N, 120°48’04.90"W; 1064 m, MSL) included aerosol and meteorological instrumentation from 2009-2011. Storms during 2011, the focus of this paper, include additional aircraft observations made onboard the Department of Energy Gulfstream-1 (G-1) and thus provide a more refined picture, spanning from ground-based measurements to the in situ vertical profile of the aerosols and cloud microphysics. Aerosol time-of-flight mass spectrometry (ATOFMS) [Gard et al., 1997b] was used to determine the chemical composition of individual re-suspended precipitation residues and in situ cloud particle residues. We focused on dust and biological residues, combining them into one classification, because both have been shown to be IN-active and chemical markers for each type were often observed within the same individual residues, as shown by Pratt et al. [Pratt et al., 2009a] and discussed in Chapter 10. S-band profiling radar (S-PROF) provided bulk microphysical information using vertical profiles of hydrometeor fall velocity and radar reflectivity, including the presence of a brightband. The brightband is a layer of enhanced radar reflectivity (i.e., melting layer) resulting from the difference in the fall speed and dielectric factor for ice and water and the aggregation of ice particles as they descend and melt [White et al., 2002]. Precipitation processes included non-brightband (warm) rain, brightband (cold) rain, and snow/graupel/hail. Warm rain starts as primarily liquid water and falls in the absence of a brightband, whereas cold rain starts as ice and melts as it falls toward the surface in the presence of a brightband [White et al., 2003]. When surface temperatures were cold enough, snow, graupel, and/or hail reached the surface. Precipitation that starts in the ice phase is termed ice-induced precipitation. Precipitation samples were collected at SPD from Jan 30–Mar
8, 2011. S-PROF time-height cross sections during the times for all 11 of the precipitation sampling periods are shown in Chapter 10.

During all of the storms, dust and biological precipitation residues were frequently present, comprising up to 99% of the total residues per sample. Figure 5.1 shows the percentage of dust plus biological particles (%Dust+Bio), average surface temperature (°C), and percentages of different precipitation processes during each sample collection date in 2011. Ice-induced precipitation comprised 74% of the total precipitation that fell at SPD; whereas warm rain only comprised 10% (the remaining 16% was unclassified). The highest %Dust+Bio occurred during storms that contained a higher percentage of ice-induced precipitation (e.g., Jan 30, Feb 16-19, and Feb 24-26). During these storms, surface temperatures were sufficiently low, enabling snow/graupel/hail to reach the surface. During the storms from Feb 14-16, Mar 1-3, and Mar 5-7, surface temperatures were higher resulting in more rain than ice at the surface. Further, more warm rain coincided with lower %Dust+Bio during these time periods. One possible explanation could be that a limited amount of dust and biological residues were available to serve as IN, which could result in less precipitation initiated in the ice phase. Another explanation is the thermal structure of the storm was overall warmer, favoring warm rain processes. For the five samples where >50% of precipitation occurred as snow/graupel/hail, the average %Dust+Bio was 90%, whereas for the four cases where >30% of the precipitation occurred as warm rain, the average %Dust+Bio was 69%.

Overall, these results suggest that dust and biological aerosols served as IN and influenced the precipitation phase in the clouds during colder sectors of the storms, reinforcing the observations made by Ault et al. in 2009. Synoptic and mesoscale meteorological processes were likely also responsible for the large scale transport of the dust and biological aerosols [Ault et al., 2011b]. However, if dust and biological aerosols were hypothetically absent in these cold air masses, supercooled cloud droplets could remain as liquid instead of forming ice crystals as described herein.

The abundance of dust and biological aerosols observed on days with more ice-induced precipitation leads one to question their origin. Figure 5.2 (A) shows 10-day air
mass backward trajectories calculated using HYSPLIT [Draxler and Rolph, 2011b] ending at SPD during the storms shown in Figure 5.1. Meyers et al. suggest that ice nucleation occurs at the tops of orographic clouds [Meyers et al., 1992], and thus trajectories were calculated to end at cloud top heights between 2000-10000 m, MSL using GOES-11 satellite data that was averaged every 3 hours during storms. The boxes highlight major dust regions [Prospero et al., 2002]. Based on previous studies [e.g., Hallar et al., 2011], the biological aerosols were likely co-lofted from arid regions and transported with the dust. Trajectories are colored based on which dust region they traveled over, including North Africa, the Middle East, and East Asia (separated into the Taklimakan desert and Northeast China/Mongolia). Figure 5.2 (B) shows the frequency of trajectories during each storm that traveled over each dust region. Trajectories that originated from over North Africa frequently traveled over the other dust regions on the way to the United States, suggesting these air masses contained a mixture of dust from the various source regions. The frequency of sources shows that the beginning of the study was predominantly affected by Asian influences, whereas towards the end of the study, the frequency of Middle Eastern and North African transport increased. Overall, air masses traveled through North Africa and the Middle East 15% and 21% of the time, respectively, suggesting transport of dust and biological aerosols from source regions other than just Asia.

Determining not only where the air masses traveled but whether they contained dust and possibly biological aerosols is pertinent to defining the sources of IN in the Sierra Nevada. Not only did the air masses travel over the various dust regions, the air intersected dust layers as shown in Figure 5.2 (C). Using time-height cross sections of dust concentrations from the Navy Aerosol Analysis and Prediction System (NAAPS, http://www.nrlmry.navy.mil/aerosol/), we estimated the maximum height of dust layers at sites within the boxes on days where the trajectories traveled over each dust region. The height of trajectories that passed through each region typically fell within the height of the dust layers as shown in Figure 5.2 (C). Although transport within the dust layers was infrequent over North Africa, Saharan dust was likely picked up over the Middle East where trajectories, on average, skimmed the top of the layer. Overall, trajectories traveled
through dust layers 6%, 23%, 73%, and 45% of the time in North Africa, the Middle East, the Taklimakan, and Northeast China/Mongolia, respectively, as shown in Chapter 10.

Further evidence that dust was present along the complete trajectory was obtained using Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) satellite imagery of aerosol subtypes. In combination with NAAPS, CALIPSO provides a method to track dust as it is transported from the source across the Pacific Ocean to SPD, as shown in Chapter 10. Figure 5.3 shows NAAPS modeled aerosol optical depth (AOD) of dust for the trajectories ending on Feb 16th and Feb 25th. These two days represent the storms where the highest %Dust+Bio was present in the precipitation. In addition, Feb 16th was affected by predominantly Asian sources and Feb 25th was influenced by a combination of Saharan and Asian sources as shown in Figure 5.2 (B). The trajectory ending on Feb 16th started 10 days back over the Atlantic Ocean and proceeded to travel north of the Saharan dust layer. Before reaching China, the air mass contained little dust based on CALIPSO imagery (the “N/A” circle). Once the air mass reached Northeast China/Mongolia, it picked up fresh dust and traveled across the Pacific Ocean to SPD. In contrast, the trajectory ending on Feb 25th started 10 days back over Oman where an abundance of fresh dust was present. The air mass continued to travel over Southern China where it likely picked up more dust from the Asian layers. The CALIPSO imagery following the trajectory over the Pacific Ocean shows both fresh and polluted dust. Combined analysis of air mass back trajectories, NAAPS, and CALIPSO imagery provide direct evidence of dust being lofted in the atmosphere and transported across the Pacific Ocean and above SPD.

In the absence of dust and pollution aerosols, low level orographic clouds in the Sierra Nevada can develop in pristine marine air masses [Rosenfeld et al., 2008b]. Measurements herein show that when dust and biological aerosols from various source regions feed into these pristine clouds, they serve as IN and have a profound effect on cloud microphysics. A compact aircraft version of the ATOFMS [Pratt et al., 2009d] measured in situ cloud residues. The largest percentages of dust and biological particles
in the cloud residues (69% and 87%) were observed during the flights on Feb 16th and on Feb 25th, respectively. The meteorological conditions were similar during these two days as discussed in Chapter 10. Interestingly, the largest %Dust+Bio in the precipitation samples (93% and 95% on average) was also observed during the corresponding storms (Feb 16-19 and Feb 24-26). Single-particle analysis of both cloud and precipitation residues shows the mineralogy and biological characteristics were quite different during each storm as discussed in Chapter 10, supporting the contribution from different source regions. The dust and biological residues sampled in the precipitation and in-cloud for each storm were chemically similar to each other as discussed in Chapter 10, suggesting that the residues sampled in-cloud precipitated out. In addition, the highest percentages of ice-induced precipitation (75% and 96% on average) were also observed during these storms. These trends suggest that dust and biological aerosols are playing a role in influencing the precipitation phase in the clouds.

Figure 5.4 shows the Feb 16th flight separated into the ascent Figure 5.4 (A) and the descent Figure 5.4 (B). The ascent and descent are shown separately because the cloud layers, including lower level convective clouds (≤ 3500 m) and upper level orographic clouds (~4000-6000 m, MSL), were decoupled on the ascent while on the descent, the cloud layers became coupled. See Chapter 10 for maps showing the geographical locations of the ascent and descent. Feb 25th data and flight tracks for both flights are presented in Chapter 10. In Figure 5.4, the number of dust and biological residues (“Dust+Bio”) and sea salt are shown in brown and blue bars, respectively, relative to the total number of residues in white. The orange markers show air temperature and the circles indicate IN concentrations measured in the condensation/immersion-freezing regime above water saturation with the Continuous Flow Diffusion Chamber (CFDC), colored by CFDC processing temperature [Rogers et al., 2001]. Error bars represent uncertainties in IN concentrations calculated for 3-10 minute time periods. The grey bars show ice classifications defined by viewing 2D-S imagery. Representative images for each of these classifications are shown in Chapter 10.
During the ascent to high altitudes on Feb 16th, the lower level cloud contained predominately sea salt residues, indicating these were pristine marine clouds. The IN concentrations were very low and highly uncertain (0 to a maximum of 0.15±0.2 L\(^{-1}\) in a temperature range from -18.4 to -18.9°C). These measurements were consistent with little to no ice in cloud as evidenced by 2D-S cloud particle imagery. The cloud temperatures were as low as -21°C, slightly colder than the CFDC operating temperature. The lack of significant amounts of ice at temperatures colder than the CFDC temperature confirms that there were very few IN active. The IN concentrations in the upper level clouds were higher with more certainty at 0.16±0.06 L\(^{-1}\) measured at -18.8 °C, while 2D-S imagery showed a mixture of ice and liquid droplets. In addition, the upper level cloud residues were predominantly comprised of Dust+Bio residues. The colocation of these residues with IN and ice crystals suggests the dust and biological residues served as IN in these upper level clouds. During the descent back down to lower altitudes, the Dust+Bio residues were detected at a variety of altitudes, but most abundant between 3500-4500 m, MSL. IN concentrations measured at a lower CFDC processing temperature of -32±0.5°C trended with the abundance of the Dust+Bio residues, reaching as high as 2.2±0.3 L\(^{-1}\) in the layer from 4000-4500 m, MSL. These observations suggest that the Dust+Bio were IN-active and formed ice at temperatures present in the 4000-4500 m layer (as low as -36 °C). Between 2500 and 3500 m, MSL, the cloud residues were a mixture of sea salt and Dust+Bio, suggesting the cloud layers became mixed as the ice from the upper level clouds fell into the lower level pristine marine clouds. At this point, 2D-S imagery shows the ice became highly rimed. The results are indicative of the seeder-feeder mechanism [Choularton and Perry, 1986], which has been documented previously in the Sierra Nevada [Meyers et al., 1992] as well as in other mountain regions [Dore et al., 1999; Fowler et al., 1995; Reinking et al., 2000; Saleeby et al., 2009].

Droplets in the lower level pristine marine “feeder” clouds likely accreted to form rime on the ice that fell from the upper level “seeder” clouds. Previous studies have shown that a graupel particle grows much faster than a supercooled raindrop of the same mass in the same convective cloud [Pinsky et al., 1998]. Therefore, seeder-feeder is an efficient precipitation mechanism, especially when the accreted drops are large [Borys et
Satellite observations have suggested the possibility of dust glaciating high altitude clouds [Choi et al., 2010], however there have not been any in situ measurements of dust in clouds over the Sierra Nevada prior to this study. When urban pollution aerosols are incorporated into clouds, precipitation processes are often less efficient and suppression of both warm and mixed phase precipitation has been shown via satellite [Rosenfeld, 2000]. These previous studies were associated with probable suppression of precipitation in low level orographic clouds coupled to the boundary layer pollution [Givati and Rosenfeld, 2004]. The presence of dust feeding deeper and colder orographic cloud levels appears to have the opposite effect i.e., accelerating the efficiency of the precipitation forming processes, especially in situations with decoupled cloud layers.

5.3. Conclusions

Herein we present a direct link between long-range transported dust and biological aerosols affecting cloud ice formation and the resulting precipitation in the Sierra Nevada. Dust and biological aerosols measured as insoluble residues in precipitation samples corresponded to periods with more ice-induced precipitation. In situ aircraft measurements confirmed the dust and biological residues were collocated with IN and ice in clouds. Many factors contribute to the type and quantity of precipitation including dynamics, meteorology, and transport conditions; however, our results suggest dust and biological IN are key components in precipitation initiation as they lead to the glaciation of upper level clouds.

Prior to this study, most work has focused on modeling the impacts of regional aerosol pollution sources on precipitation. Our results demonstrate the potentially determinant impact of intercontinental transport of aerosols on precipitation processes. Further, these findings motivate the challenging study of quantifying aerosol effects on not only the phase, but intensity and location of precipitation. Due to the ubiquity of dust in the atmosphere, these findings have global significance. Furthermore, the implications for future water resources become even more substantial when considering the possible increase in Aeolian dust as a result of a warming climate and land use changes.
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5.5. Figures

Figure 5.1 Precipitation characteristics during each sample collection dates of the 2011 CalWater study at SPD. Brown bars represent the percentages of dust and biological residues (%Dust+Bio) per sample collection dates at SPD in 2011. Percentages of cold rain, snow, and warm rain per sample are also shown. Red markers represent the average surface temperature (°C) per sample collection dates. Error bars are shown for temperature and represent one standard deviation from the average. The storms in which sample collection dates correspond to during the study are highlighted in order to identify the evolution of precipitation residues, surface temperature, and precipitation processes over the course of the storms.
Figure 5.2 Dust source analysis including (A) 10-day back trajectories ending during the storms at SPD in 2011, with the boxes highlighting the four dust regions. Storms were investigated in order to achieve statistical significance. The percentages under each box represent the frequency that the trajectories passed through each arid region. (B) The frequency of back trajectories that originated over North Africa, the Middle East, the Taklimakan, Northeast China/Mongolia, and Other (non-dust origin) ending at cloud top heights over SPD. The four shades of green represent the four different dust regions. The total number of trajectories analyzed per storm is also provided. (C) The average altitudes of trajectories that passed through each region and dust layer heights determined using NAAPS time-height sections at Sedeboke (North Africa), Solar Village (Middle East), Yinchuan (Taklimakan), and Beijing (Northeast China/Mongolia). A map of the sites and examples of the time-height sections are shown in Chapter 10. The middle line of the shaded regions represents the average maximum height of the dust layers in each region. The error bars show the minimum and maximum altitudes for the trajectory endpoints and dust layers.
Figure 5.3 Dust tracking for days during the (A) Feb 14-16 and (B) Feb 24-26 storms. The 10-day air mass back trajectories ended at cloud top heights over SPD (shown by the star) on Feb 16th (7390 m, MSL) and Feb 25th (9340 m, MSL). Within each trajectory, the color scale represents the altitude of each hourly endpoint while the circles show each endpoint at 00:00, i.e., each marker represents 1 day back. The last two days from the trajectory ending on Feb 16th are not shown. The circled numbers mark the locations where dust was present along these trajectories determined using CALIPSO imagery (imagery shown in Chapter 10). The green overlays represent dust aerosol optical depth (AOD) from 0.1-0.8 modeled using NAAPS. The dust AOD overlays are composites of the 10 days during each trajectory: (A) Feb 6-16 and (B) Feb 15-25.
Figure 5.4 Vertical profiles of Dust+bio and sea salt cloud residues, the total number of residues, and temperature for the flight on (A) Feb 16th ascent (17:01-18:29 UTC) and (B) Feb 16th descent (18:29-20:19 UTC). Also shown are cloud particle residual IN concentrations as asterisks with the color representing the temperature at which the measurement was taken and the 2D-S classifications, with 0 = no images/out-of-cloud, 1 = droplets with no ice, 2 = isolated ice crystals, 3 = mixed, and 4 = rimed ice. Cloud residues were not chemically analyzed below 1500 m, MSL because either the 2D-S revealed rain and/or the cloud residues were smaller than the A-ATOFMS size range (<0.1 μm). The peach shading represents time periods where the 2D-S was experiencing instrumental complications.
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6. Inter-annual Evidence of Aerosols Affecting Orographic Precipitation in the Sierra Nevada

6.1. Introduction

Aerosols that serve as nuclei for cloud particle formation have a profound impact on climate. In particular, aerosols that act as cloud condensation nuclei (CCN) in high number concentrations slow down cloud drop coalescence and accretion by creating large populations of small-sized cloud droplets, thus delaying the conversion of cloud water into precipitation [Borys et al., 2000; Guan et al., 2010]. In contrast, aerosols which serve as ice nuclei (IN) form cloud ice crystals and have been shown to enhance precipitation via secondary ice formation processes and aggregation [Bergeron, 1935; Hosler et al., 1957; Morris et al., 2004; Ryoo et al., 2011]. Once formed, the crystals can develop rime when encountering supercooled cloud droplets (≥10 μm) [Yuter and Houze, 2003], particularly in more turbulent clouds [Pinsky et al., 1998]. In regions with orographically-enhanced cloud formation such as the Sierra Nevada Mountains [Pandey et al., 1999], IN are theorized to become incorporated into the top of high-altitude clouds to form ice crystals [Meyers et al., 1992], whereas CCN are thought to seed the bottom of the orographic clouds [Rosenfeld et al., 2008a]. In subfreezing conditions, a precipitating ice cloud overlaying a pristine marine liquid water cloud enables growth of precipitation particles via the seeder-feeder process [Choularton and Perry, 1986], in which nucleated ice crystals fall through the supercooled liquid water cloud and collect droplets (i.e., riming) [Saleeby et al., 2009]. However, if the lower cloud contains high concentrations of CCN, such as those from pollution aerosols [Rosenfeld, 2000], ice crystal riming efficiency is reduced, and snow growth rates and deposition location are altered [Saleeby et al., 2009]. Although the effects of CCN on precipitation suppression in the Sierra Nevada are well-documented [Borys et al., 2000; Colle and Zeng, 2004; Givati and Rosenfeld, 2004; Guan et al., 2010; Rosenfeld and Givati, 2006], the combined effects of CCN and IN on precipitation in mixed-phase clouds are not well established [Muhlbauer et al., 2010].
The Sierra Nevada is influenced by numerous sources of CCN, including regional transport of organic-containing species from biomass burning, urban, agricultural, and industrial emissions from the Central Valley (CV) [Collett et al., 1990a; Guan et al., 2010] in addition to in situ formation of CCN from transported gas phase species [Hatch et al., 2011a; Lunden et al., 2006b]. On the other hand, IN such as dust have been shown to be long-range transported to the Sierra Nevada from arid regions in Africa and Asia [Ault et al., 2011a; Creamean et al., 2012; Husar et al., 2001; McKendry et al., 2007; Uno et al., 2011]. Furthermore, biological species (e.g., bacteria, spores, and detritus) have been shown to be more effective IN [Despres et al., 2012] since they activate at temperatures as warm as -1°C [Morris et al., 2004] compared to dust (~-38 to -17 °C) [Field et al., 2006; Marcolli et al., 2007]. Conen et al. [2011] have shown even biological fragments such as proteins can largely define ice nucleation properties of soil dust.

Aircraft and ground-based cloud seeding experiments in the Sierra Nevada suggest aerosols that have the ability to serve as IN are more frequently removed by forming ice crystals versus scavenging during snowfall, and increased precipitation rates by 0.1-1.0 mm/h [Deshler and Reynolds, 1990; Warburton et al., 1995]. Frozen winter precipitation in the Sierra Nevada produces a deep snowpack which gradually feeds reservoirs in the spring [Dettinger et al., 2011]. However, the presence of CCN may also influence the snowpack, potentially resulting in reduction of snowfall and significant implications for water resource distribution [Saleeby et al., 2009]. An understanding of the interplay between CCN and IN activity of aerosols in this region could therefore have a major impact on depth of the Sierra Nevada snowpack and thus, the water resources available to California.

The CalWater Phase I field campaign was designed to study aerosol-cloud-precipitation interactions in California during winter storms. A unique combination of radar and satellite technology, ground-based aerosol measurements, and hydrometeorological sensors were stationed in the Sierra Nevada for 2-6 weeks of the winter seasons from 2009-2011. Results presented herein describe an inter-annual and
multisite analysis of the potential contribution of CCN and IN in the Sierra Nevada. In particular, examining aerosols as insoluble residues in precipitation samples has provided valuable insight into their potential involvement as CCN or IN [Ault et al., 2011a; Creamean et al., 2012; Holecek et al., 2007]. By using a combination of precipitation, radar, and satellite measurements, we have generated inter-annual and spatial relationships between aerosols, cloud microphysical properties, and precipitation to better understand aerosol-cloud-precipitation interactions in the Sierra Nevada and their broader implications on the California water cycle.

6.2. Measurements

6.2.1. The CalWater Phase I Field Campaign

The CalWater Phase I field campaign conducted during three consecutive winter seasons (2009-2011) involved a unique combination of meteorological and aerosol measurements to better characterize factors that influence precipitation quantity and type during storms in California. Simultaneous aerosol and meteorological measurements for CalWater Phase I were made from Feb 22 – Mar 11, Jan 27 – Mar 15, and Jan 28 – Mar 8 in 2009, 2010, and 2011, respectively, at Sugar Pine Dam (SPD, elevation 1064 msl) in the Sierra Nevada. Precipitation samples were collected at SPD during all three winter seasons and at three additional sites in Yosemite National Park in 2011: Crane Flat (CF, 1900 msl), Badger Pass (BP, 2200 msl), and Tuolumne Meadows (TM, 2600 msl). Each sampling site is shown in Figure 6.1. Multi-year measurements at SPD and measurements at multiple, remote locations in 2011 provide an extensive dataset to determine the impact aerosols have during winter storms in California.

6.2.2. Meteorological Measurements at SPD and Offshore of California

Surface air temperature (°C) and accumulated precipitation (mm) measurements at SPD were acquired from the National Oceanic and Atmospheric Administration’s Hydrometeorological Testbed Network (NOAA HMT-West) (http://hmt.noaa.gov/field_programs/hmt-west/2011/). The S-band profiling radar (S-PROF), a fixed dish antenna, was operated at 2875 MHz and directed vertically to study
the backscatter of energy from hydrometeors and cloud droplets via Rayleigh scattering and to monitor the radar brightband melting layer (an approximation of the freezing level) [White et al., 2003]. The total accumulation and percentage of precipitation type including snow/graupel/hail, brightband rain (BB rain), non-brightband rain (NBB rain), mixed precipitation, and convective (Conv) precipitation was estimated using the rainfall process-partitioning algorithm developed by White et al. [2010; 2003], which was applied to the S-PROF profiles. Analysis was performed on all half-hour periods when the precipitation rate exceeded ~1 mm/h. Composites of Special Sensor Microwave Imager (SSM/I) data from polar orbiting satellites were used to determine column measurements of maximum integrated water vapor (IWV, cm) 500 km offshore of California [Ralph et al., 2004; Schluessel and Emery, 1990].

6.2.3. Satellite-Retrieved Cloud Properties

Hourly averaged percentages of cloud ice (%Ice), effective cloud temperatures (T_{eff}, °C), and average cloud optical depth (τ_{cloud}) were derived using GOES-11 satellite data and retrieval methods. These included the Visible Infrared Solar-infrared Split-Window Technique (VISST) used over snow-free surfaces, the Shortwave-infrared Infrared Near-infrared Technique (SINT) used for snow or ice covered surfaces during the daytime, and the Shortwave-infrared Infrared Split-window Technique (SIST) used for all surface conditions at night [Minnis et al., 2011]. The 10-km resolution GOES-11 data were analyzed over SPD (2009-2011), CF, BP, and TM using the methods described by Minnis et al. [2011; 2008]. The five channels on the GOES-11 imager include a visible channel (0.65 µm), which was calibrated to the Aqua MODIS 0.64-µm channel following the methods of Minnis et al. [2002], as well as four infrared channels, including a central wavelength at 3.9 µm used to discriminate water from ice clouds. T_{eff} was determined from the top-of-atmosphere (TOA) radiance corresponding to the 10.8-µm brightness temperature of a cloudy pixel after removing the attenuation by the atmosphere above the cloud and, when the cloud emissivity is less than unity, the contribution of the surface and atmosphere below the cloud to the radiance [Minnis et al.,
Effective cloud drop radius ($R_{\text{eff}}$) was inferred based on cloud optical depth [Minnis et al., 2011].

### 6.2.4. Chemical Characterization of Insoluble Precipitation Residues

Dates, times, and analysis statistics for each of the precipitation samples collected during the storms from 2009-2011 and at SPD, CF, BP, and TM are shown in Table 6.1. Methods for collection and chemical analysis of insoluble precipitation residues are described elsewhere [Ault et al., 2011a; Holecek et al., 2007]. Briefly, insoluble residues in the precipitation samples were resuspended using a Collison nebulizer, dried using two silica gel diffusion driers, and sampled by an aerosol time-of-flight mass spectrometer (ATOFMS) [Gard et al., 1997b]. ATOFMS provided the size-resolved chemical composition of individual particles in dust samples and residues in precipitation samples from 0.2-3.0 $\mu$m (vacuum aerodynamic diameter, $D_{\text{va}}$). Single particles enter a differentially pumped vacuum chamber through a converging nozzle inlet, reaching a size-dependent terminal velocity. Particles then traverse and scatter the light of two continuous wave lasers (532 nm) at a set distance apart from which particle size is calculated based on particle speed from calibration using polystyrene latex spheres of known sizes. A third pulsed laser (266 nm) is then triggered and simultaneously desorbs and ionizes the particle, generating positive and negative ions which are introduced into a dual polarity reflectron time-of-flight mass spectrometer chamber.

Positive and negative mass spectra generated for each individual re-suspended insoluble residue were characterized into different types based on combinations of ion signals. Note that classification labels do not reflect all of the species present within a specific residue classification but reflect a distinct source common among single-particle spectra. Peak identifications correspond to the most probable ions for a given mass-to-charge ($m/z$) ratio based on previous lab and field studies. Initially, single-particle mass spectra were imported into YAADA [Allen, 2004], a software toolkit for Matlab (The Mathworks, Inc.), for detailed analysis of particle size and chemistry. An adaptive resonance theory-based clustering algorithm (ART-2a) [Song et al., 1999b], was then used to group single-particle mass spectra into clusters. Clusters were formed based upon
similarities in the presence and intensity of ion peaks between single-particle mass spectra. The ART-2a identified clusters accounted for >90% of the total residues analyzed by the ATOFMS. ART-2a classified residues from SPD in 2011 were compared to manual chemical classifications. The average errors associated with comparing manual to ART-2a classifications were ±3-4% for each of the classified residue types. Due to the relatively low error when comparing the two classification methods, precipitation residues from the three Yosemite sites were classified using ART-2a. Precipitation sample sets each winter at SPD (2009, 2010, and 2011) and each site in 2011 (CF, BP, and TM) were analyzed using ART-2a separately.

6.2.5. Ice Nuclei Measurements

Ice nuclei concentrations were estimated for a select set of precipitation samples and a dry soil sample by counting the number of 50 or 80 µl aliquots (n = 32-96) frozen in 96-well polypropylene polymerase chain reaction (PCR) trays. Trays were cooled to -9.0°C in a thermal cycler (PTC-200, MJ Research, Waltham, MA) descending in 1°C increments, and then in 96-well aluminum incubation blocks to -20°C. Cumulative numbers of ice nuclei (IN) per ml re-suspension water were estimated using formula

\[-\frac{\ln(f)}{V}\]

where \(f\) is the proportion of droplets not frozen and \(V\) the volume of each aliquot \[Vali, 1971\], and using the total water volume and volume of air sampled converted to IN per liter air. After initial testing, samples were heated to 95-105°C to eradicate IN-active bacteria and most IN activity from other organic sources \[Christner et al., 2008\]. Heat treating samples can indicate the relative contribution of IN activity from living biological sources. Precipitation samples were filtered and resuspended to determine the presence of high-temperature IN. Filtering the samples concentrates the insoluble material and enables developing the full IN spectrum at the higher temperatures.

6.3. Results and Discussion

6.3.1. Overall Chemical Composition of Insoluble Precipitation Residues
The precipitation residue chemical composition during the three winter sampling seasons (2009-2011) and at the Yosemite sites in 2011 was mainly composed of mineral dust, biological material, and organic carbon (OC). Other types contributed to ≤8% of the total residues each year and at each site. The chemical compositions of the aforementioned residue types have been previously measured in precipitation samples using ATOFMS [Ault et al., 2011a; Holecek et al., 2007].

Overall, dust represented some of the highest percentages of all residue types (20-94% for each precipitation sample collected). Dust residues varied in mineralogy, but typically contained a combination of lithium (\(^{6}\)Li\(^+\)), sodium (\(^{23}\)Na\(^+\)), magnesium (\(^{24}\)Mg\(^+\)), aluminum (\(^{27}\)Al\(^+\)), potassium (\(^{39,41}\)K\(^+\)), calcium (\(^{40}\)Ca\(^+\), \(^{56}\)CaO\(^+\)/\(^{57}\)CaOH\(^+\)), titanum (\(^{48}\)Ti\(^+\), \(^{64}\)TiO\(^+\)), iron (\(^{54,56}\)Fe\(^+\)), and/or aluminosilicates (\(^{70}\)Al\(_2\)O\(^{+}\)) in the positive ion mass spectra. The negative ion mass spectra for the dust residues varied, but commonly contained ion peaks for aluminosilicates (\(^{43}\)AlO\(^-\), \(^{59}\)AlO\(_2^\cdot\), \(^{60}\)SiO\(_2^\cdot\), \(^{76}\)SiO\(_3^\cdot\), \(^{77}\)HSiO\(_3^\cdot\)) and/or biological markers (\(^{26}\)CN\(^-\), \(^{42}\)CNO\(^-\), \(^{79}\)PO\(_3^\cdot\)). Residues containing combinations of these peaks are representative of mineral dust and have been previously observed in precipitation and cloud ice crystals using ATOFMS [Ault et al., 2011a; Pratt et al., 2009a]. A unique type of calcium-rich dust particularly present in samples at SPD in 2011 was classified by ion peaks at \(^{23}\)Na\(^+\), \(^{24}\)Mg\(^+\), \(^{39,41}\)K\(^+\), \(^{40}\)Ca\(^+\), \(^{56}\)CaO\(^+\), \(^{57}\)CaOH\(^+\), \(^{84}\)Ca\(^2^+\), \(^{96}\)Ca\(_2^O^+\), \(^{113}\)(CaO)\(_2^\cdot\)H\(^+\), \(^{26}\)CN\(^-\), \(^{42}\)CNO\(^-\), \(^{64}\)SO\(_2^\cdot\), and \(^{80}\)SO\(_3^\cdot\). Chemical signatures of the calcium-rich dust are similar to the calcite samples and Asian dust shown by Sullivan et al. [2007; 2009b]. Figure 6.2 shows representative positive and negative ion mass spectra of dust containing the different ion peak combinations in (a) and (b), and calcium-rich dust (c). Not all ion peaks discussed are labeled in Figure 6.2. Overall, the chemical heterogeneity observed in dust particles is a result of the large number of mineral species that are present in soil and sand, and thus one particle can be enriched with an element that is not observed in another particle [Silva et al., 2000].

Ion mass spectra of the two main types of biological residues detected in the precipitation samples are shown in Figure 6.2. Positive ion mass spectra from biological residues containing peak combinations similar to these were previously observed in
precipitation residues [Ault et al., 2011a; Holecek et al., 2007] and cloud ice crystals [Pratt et al., 2009a]. The first biological type contained markers at $^{39,41}$K$^+$, $^{26}$CN$^-$, $^{42}$CNO$^-$, $^{63}$PO$_2^-$, $^{79}$PO$_3^-$, and $^{97}$H$_2$PO$_4^-$ shown in (d). The second type shown in (e) contained ion peaks of weaker intensity at $^{12}$C$^+$, $^{23}$Na$^+$, $^{27}$Al$^+$/C$_2$H$_3^+$/NCH$^+$, $^{29}$C$_2$H$_4^+$/N$_2$H$^+$, $^{37}$C$_3$H$^+$, $^{38}$C$_3$H$_2^+$, $^{39}$C$_3$H$_3^+$/K$^+$, $^{40}$C$_3$H$_4^+$/Ca$^+$, $^{41}$C$_3$H$_5^+$/K$^+$, $^{43}$AlO$^+$, $^{55}$C$_2$HNO$^+$, $^{56}$Fe$^+$/CaO$^+$, and $^{57}$CaOH$^+$ in the positive ion mass spectra. The negative ion markers were similar to those of the first biological type mentioned with additional contribution from chloride ($^{35,37}$Cl$^-$) and organic fragments ($^{45}$CHOO$^-$, $^{59}$CH$_3$COO$^-$, $^{71}$C$_3$H$_5$OO$^-$, and $^{73}$CH$_3$CH$_2$CHOO$^-$) [Sullivan and Prather, 2007]. While chloride and $^{71}$C$_3$H$_5$OO$^-$ have been observed in biological mass spectra from previous studies [e.g., Fergenson et al., 2004; Silva, 2000], chloride and all of the organic fragments on this biological particle type have been observed in biomass burning aerosols [Silva et al., 1999], suggesting this biological particle type could be from vegetation burning. Biological aerosols are typically composed of insoluble organics previously shown by empirical and modeling studies [Phillips et al., 2009; Phillips et al., 2008], however, can contain soluble materials (e.g. organic acids, mycotoxins, antigens, endotoxins) which could be lost/redistributed during the re-suspension process [Burge and Solomon, 1987; Kumar et al., 2003]. The possible sources of biological residues are discussed herein.

OC consisted of three main types as shown in Figure 6.2: OC-aromatic (OC with peaks indicative of aromatic fragment ions) at $^{51}$C$_4$H$_3^+$, $^{63}$C$_5$H$_3^+$, $^{77}$C$_6$H$_5^+$, and $^{91}$C$_7$H$_7^+$ (f), OC enriched with Na and K (weaker ion intensities at $^{23}$Na$^+$ and $^{39}$K$^+$, $^{27}$C$_2$H$_3^+$/NCH$^+$ and $^{43}$C$_2$H$_5$O$^+$/CHNO$^+$ (g), and polycyclic aromatic hydrocarbons (PAHs, high mass OC peaks between $m/z$ 180-250 (h)). These water soluble species most likely originated from CCN-active biomass burning aerosols that were dissolved/transformed and resuspended during the atomization process, therefore, it is likely the OC residues served as CCN as previously suggested [Ault et al., 2011a; Holecek et al., 2007; Petters et al., 2009; Qin and Prather, 2006b]. Negative ion mass spectra for the OC types typically contained $^{26}$CN$^-$, $^{42}$CNO$^-$, and organic fragment ion markers. The negative ion mass spectra also contained soluble species including nitrate ($^{46}$NO$_2^-$ and $^{62}$NO$_3^-$) and sulfate ($^{80}$SO$_3^-$ and $^{97}$HSO$_4^-$). Nitrate and sulfate may be incorporated into the insoluble residues through
encasement in an insoluble organic shell, which has been observed in biomass burning aerosols [Posfai et al., 2004], and/or dissolution in the precipitation solution followed by coating of the insoluble residues upon re-suspension [Holecek et al., 2007].

6.3.2. Inter-annual Precipitation Trends during CalWater Phase I

6.3.2.1. Links between Residue Composition and Precipitation Properties

The chemical composition of the residues varied greatly between the three winter seasons. In addition to surface temperature, these residues likely induced changes in precipitation type including snow, BB rain, mixed precipitation, NBB rain, convective rain (Conv), and precipitation where the type was not determined (Insuf). The S-PROF radar can distinguish between different precipitation types by detecting a “brightband” or melting layer, where the phase of falling precipitation changes from solid to liquid. The enhanced reflectivity is caused by aggregation of wetted snow crystals near this layer, or by relatively large single ice crystals developing a wet surface during melting [White et al., 2002]. Mixed precipitation (i.e., a mixture of snow, rain, and/or graupel) corresponded to time periods where the melting layer was either non-existent or too low to be detected by the S-PROF radar [White et al., 2010], whereas NBB rain is precipitation that did not pass through a melting layer, therefore the precipitation originated as liquid droplets [White et al., 2003]. For convective rain, the brightband melting layer structure was often not visible because of enhanced turbulence or the presence of graupel or hail, even though convective rain clouds may have extended well above the melting layer [White et al., 2003].

Figure 6.3-6.5 show: (a) the total accumulated precipitation per storm in addition to the maximum offshore vertically integrated water vapor (IWV, cm—the amount of atmospheric water vapor within a column measurement from the surface to space), (b) the percentage of each type of precipitation and average surface air temperature, and (c) the percentage of each type of precipitation residue averaged during each storm from 2009, 2010, and 2011. Percentages of dust and biological residue are stacked to simulate the
total percentage of aerosols that potentially served as IN and their combined percentages are herein denoted as “%Dust+Bio.”

The results from 2009 were presented in detail by Ault et al. [2011a], therefore will only be briefly discussed. At the beginning of the study during storms 1 and 2, the residues were mainly composed of OC from biomass burning (Figure 6.3c). However, during storm 3, the residue composition shifted to predominantly dust. Concurrently, we observed a change in precipitation type from mainly NBB rain to BB rain, and snow as surface temperatures decreased (b). In addition, storm 3 produced more total precipitation compared to the first two storms (a).

As seen in Figure 6.4, the trends in 2010 are not as obvious as in 2009; however, the results suggest the involvement of aerosols as CCN and IN in the precipitation. In 2010, high percentages of OC (%OC) were present throughout the entire study (34-66% per storm), particularly during storms 2-4 (average 60±6%) where the %Dust+Bio was lowest (average 38±7%). Further, the highest percentages of NBB rain occurred during these time periods (average 44±18%), i.e., precipitation was not initiated in the ice phase, and the total amounts of precipitation were lower. These results suggest the OC served as CCN hence suppressing precipitation [Rosenfeld and Givati, 2006]. Unlike in 2009, the storms with the most snow that had the highest %Dust+Bio did not correspond to the most precipitation (storms 6 and 7). This could be because almost half of the residues were OC (45% and 46%, respectively), which potentially led to inefficient riming of any existing cloud ice crystals by serving as CCN, therefore suppressing precipitation [Rosenfeld and Givati, 2006; Saleeby et al., 2009; Weaver et al., 2002]. In contrast, the highest %Dust+Bio (particularly the biological residues) and lowest %OC occurred during storm 1 (66% and 34%, respectively), concurrent with the highest combined percentages of snow, BB rain, and mixed precipitation (95%) and the lowest percentage of NBB rain (0%). A likely explanation for the relationship between snow/BB rain/mixed precipitation and %Dust+Bio is that more precipitation is initiated as ice during time periods with more dust and biological residues because IN were present, as shown in previous work during CalWater sampling [Ault et al., 2011a; Creamean et al., 2012].
In 2011, dust and biological residues were dominant during each of the storms; the \(\%\text{Dust+Bio}\) ranged from 66\% to 94\% (average 79±14\%) as seen in Figure 6.5c. Storms 1-3 exhibited the largest percentages of dust (average 64±16\%) compared to any other sample in 2011. Interestingly, copious amounts of snow, BB rain, and mixed precipitation combined (average 87±8\%) fell at the surface during these three storms, predominantly in the form of snow. During storm 4, the residue composition shifted to predominantly biological (83\%) which also coincided with a high percentage of snow (96\%). Also evident are the low \%OC (average 8±8\%) and large total quantities of precipitation during storms 2-4, further supporting evidence that OC served as CCN but since they were in low abundance compared to dust and biological material, more extensive riming thrived in-cloud, leading to more precipitation initiated as ice and more total precipitation. Storms 5 and 6 contained high \%Dust+Bio (66\% and 81\%, respectively), but the bulk of the precipitation fell as BB rain (26\% and 78\%, respectively) due to the higher surface air temperatures (~4°C). Trends with precipitation type and \%Dust+Bio for 2011 are discussed in more detail in Creamean et al. [2012].

The total amount of precipitation per storm shown in Figure 6.3-6.5 (a) typically increased and decreased with the amount of atmospheric water vapor available offshore (IWV), which would be expected. However, \%Dust+Bio also followed trends with total precipitation, suggesting the combined need for the presence of both IN and water vapor. Within each winter, several cases existed where IWV was fairly constant between two storms but one of the storms produced more total precipitation such as storm 3 in 2009 [Ault et al., 2011a]. In 2010, storms 4 and 5 had the same IWV (3.33 cm), but more precipitation and higher \%Dust+Bio during storm 5 (60 mm and 50\% compared to storm 4 with 56 mm and 30\%). Further, storms from all three winters with less precipitation typically corresponded to lower \%Dust+Bio and higher \%OC. Two possible explanations for this observation are: 1) the absence of dust and biological IN reduced ice crystal formation, and 2) OC aerosols served as CCN, decreasing size and increasing number concentrations of cloud droplets, and inhibiting riming on the ice crystals that were formed [Saleeby et al., 2009].
For all cases, temperature controlled the precipitation type at the surface, regardless of whether dust and biological IN influenced ice formation. The highest snowfall totals were observed during the lowest surface air temperatures as shown in Figure 6.3-6.5 and coincided with high %Dust+Bio. During periods with higher surface air temperatures and high %Dust+Bio, BB rain was observed, rather than frozen precipitation. Temperature was variable during time periods with mixed precipitation, however, was typically near freezing (roughly 0-4°C), suggesting this precipitation was initially formed in the ice phase. During time periods with NBB rain and high %OC, surface air temperature was high, however, these time periods also corresponded to low %Dust+Bio. These results suggest the absence of dust and biological IN and presence of OC as CCN initiated the formation of liquid cloud droplets which grew and fell as rain. Comparing temperatures in-cloud where the ice crystals or liquid droplets were initially formed can confirm these results, which are discussed below.

6.3.2.2. Links between Residue Composition and Cloud Properties

We provide convincing evidence that dust and biological aerosols served as IN while OC aerosols served as CCN, influencing precipitation quantity and type depending on surface temperature. However, examining physical characteristics of clouds above SPD elucidates the link between insoluble residues in precipitation samples and which aerosols served as CCN or IN in clouds. Figure 6.6-6.8 (a) show the precipitation rate (mm/h) and percentages of residues per sample (S1, S2, etc.), while (b) shows hourly liquid water path (LWP, g/m²), ice water path (IWP, g/m²), and the height/depth of the clouds (km) over SPD for the 2009-2011 winter seasons, respectively, estimated from GOES-11 satellite retrievals. The top and bottom of the shaded region is the cloud top and bottom, respectively, and the color of the shading represents the hourly effective cloud temperature (T_{eff}). In general, %OC corresponded to time periods with larger LWP and shallower, warmer clouds (e.g., S4-S7 in Figure 6.7, storm 3 in 2010), whereas samples with higher %Dust+Bio corresponded to time periods with larger IWP and deeper, colder clouds (e.g., S4-S6 in Figure 6.8, storm 3 in 2011). The cloud temperature was typically within the range for dust and biological aerosols to form ice.
heterogeneously (roughly between -38 and -1°C), therefore, we observed these residues in all of the samples, along with the ubiquity of cloud ice and precipitation initiated in the ice phase (snow, BB rain, and/or mixed precipitation) during all of the sample collection time periods for each winter season. Even in the warmer clouds, dust and biological aerosols and ice were still present; however temperatures may have been too warm for sufficient IN-activation. For the case of storm 3 in 2010, warm shallow clouds likely enabled OC aerosols to activate as CCN (and prevented dust and biological aerosols to all activate as IN), leading to mostly NBB rain and mixed precipitation (32% and 38%, respectively) as shown in Figure 6.4. For the case of storm 3 in 2011, the cold, high-altitude clouds enabled dust and biological aerosols to serve as IN and initiate ice precipitation, which remained as snow at the surface as shown in Figure 6.5. Overall, these results suggest that when clouds were higher and deeper, temperatures were colder and enabled the dust and biological aerosols to efficiently nucleate ice, likely at the top of these clouds [Meyers et al., 1992], and led to more precipitation initiated in the ice phase. When clouds were shallower and warmer, OC aerosols activated as CCN as previously shown and led to inefficient riming of the IN present, hence less precipitation, although what did fall at the surface was either mostly NBB or BB rain [Rosenfeld et al., 2008a].

Although the trends discussed above occurred frequently each winter season, there were some discrepancies, such as storm 3 from 2009 (Figure 6.6). At the beginning of the storm, the samples contained high %OC, but deeper and colder clouds containing large IWP (i.e., S4-S6). Although the clouds reached high altitudes (up to 13 km), the bottoms of the clouds were quite low (down to 3 km), therefore it is possible the OC aerosols could have still become incorporated into the lower layers of the clouds. The clouds during this time period could also be mature or dissipating clouds seeded by CCN as discussed by Rosenfeld et al. [2008a]. Mature or dissipating clouds can reach high altitudes and cold temperatures, where ice production can also be influenced by strong vertical updrafts [Churchill and Houze, 1984; Pinsky et al., 1998] and instability within the deep cloud system [Rosenfeld et al., 2008a], as observed during the beginning of storm 3 in 2009 (cloud temperatures reached below -40°C for the majority of the sample time periods). Towards the end of storm 3 in 2009 (S7-S10), the %Dust+Bio increases
rapidly even though the clouds were shallow (2-6 km) but still fairly cold (down to -40°C). Ault et al. [2011a] showed that dust was indeed transported to the tops of these lower altitude clouds. Although storm 3 in 2009 is a unique case, conditions were still suitable for ice to form in the clouds towards the end of the storm and lead to snow at the surface.

6.3.3. Elevation Dependent Trends: Further Insight into Relationships between Residue Composition and Cloud Properties

In 2011, additional precipitation samples collected at three sites in Yosemite National Park showed striking trends in precipitation residue chemistry and cloud properties with increasing elevation. Figure 6.9 shows the total precipitation residue composition for each site, including SPD, CF, BP, and TM. Precipitation samples from Yosemite are available only for storms in February and early March 2011, so the analysis here will be restricted to those particular storms (see Table 6.1). Also shown in Figure 6.9 are the $T_{\text{eff}}$ and percentage of cloud ice (%Ice) and liquid (%Liq) averaged from GOES-11 satellite retrievals during all sample collection time periods for each site. The inset shows the correlation between the %Ice and %Dust+Bio, and the %Liq and %OC. Overall, the average %Ice increased with elevation (from 56% at SPD to 75% at TM) and correlates with the average %Dust+Bio ($r^2 = 0.69$). A decrease in the average $T_{\text{eff}}$ with elevation would be expected based on the relative amount of ice in the clouds, however, this is not the case: average $T_{\text{eff}}$ increased from SPD to CF (-28±3 to -23±4°C), then proceeded to decrease at BP (-24±4°C) and TM (-29±3°C). Further, we would expect higher average $T_{\text{eff}}$ at SPD than any of the other sites, however, the average $T_{\text{eff}}$ was actually higher at CF and BP even though they had higher average %Ice. The average $T_{\text{eff}}$ at SPD was roughly equivalent to TM, even though clouds above TM had 1.5 times more ice on average. Interestingly, precipitation samples at TM had 1.3 times more dust and biological residues combined compared to SPD. These results suggest that low temperature, alone, is not a sufficient metric to determine the presence of ice and that IN, specifically dust and biological IN, are necessary for ice formation, i.e., the largest %Ice did not require the lowest $T_{\text{eff}}$ for a high percentage of dust and biological residues to be
observed in precipitation. In situ aircraft measurements of cloud residues and ice presented in Creamean et al. [2012] confirm the relationship between dust and biological residues and ice at SPD in 2011.

In contrast, the %Liq decreased with elevation (from 44% at SPD to 25% at TM) and strongly correlates with %OC ($r^2 = 0.92$, decreased from 16% at SPD to 4% at TM), even though the $T_{\text{eff}}$ did not consistently decrease. This result suggests that the presence of OC influenced the portion of the clouds that were liquid droplets, hence serving as CCN. In the graph inset, the correlation between the %Liq and %OC are colored by average effective cloud drop radius ($R_{\text{eff}}$, $\mu$m), with white being the smallest and black being the largest $R_{\text{eff}}$. A strong correlation between %OC and $R_{\text{eff}}$ was observed ($r^2 = 0.85$). Large number concentrations of CCN increase cloud lifetime and suppress precipitation by reducing cloud droplet size [Rosenfeld, 2000], thus the smaller $R_{\text{eff}}$ is likely a result of the additional CCN at lower elevation sites. These results provide further evidence that the OC residues served as CCN and influenced cloud microphysical properties.

6.3.4. Ice Forming Potential of Dust and Biological Precipitation Residues

The GOES-11 cloud properties in combination with S-PROF radar and ATOFMS measurements provided valuable insight into the sources of aerosols that serve as CCN and IN, and their resulting effects on cloud microphysics and precipitation formation. These results were additionally supported by determining the freezing temperatures of re-suspended residues in precipitation samples. Because dust and biological residues were omnipresent in all of the samples from all winter seasons and sites, the focus was placed on IN measurements.

Figure 6.10 shows results from the IN measurements of selected samples. The goal was to acquire IN measurements of samples that contained the highest percentages of residues that could serve as IN, including S4 from 2011 with a high percentage of dust (94%, denoted as the “dust precip sample”) and S7 from 2011 with a high percentage of biological residues (83%, denoted as the “bio 1 precip sample”). To discriminate between
dust and the different biological IN, the sample with the highest biological to dust residue ratio (5:1) was also analyzed (S4 from 2010, denoted as “bio 2 precip sample”). The dust precip sample was predominantly the Ca-dust type residue (Figure 6.2c), the bio 1 precip sample was particularly high in the residue type shown in Figure 6.2d, and the bio 2 precip sample contained the most residues shown in Figure 6.2e. For comparison, a dry soil sample from Dunhuang, Gansu in Western China was analyzed as well and shown in Figure 6.10. Arizona test dust, the standard dust used for experimentation, has been shown to activate as high as -17°C [Marcolli et al., 2007]. The Dunhuang dry dust sample activated as high as -5.6°C, however activation decreased after heat treatment, suggesting the sample contained biological material [Conen et al., 2011]. In contrast, the precipitation sample with the high percentage of dust did not show a large change after heat treatment and did not activate as readily as the dry soil sample. Therefore, the dust in S4 did not contain biological material, suggesting solely dust was responsible for nucleating ice in cloud during the sample collection time period. This also suggests aerosols containing dust and biological signatures activate more efficiently than dust alone as previously shown [Conen et al., 2011].

As seen in Figure 6.10, the bio 2 precip sample activated at very high temperatures (up to -5°C), which is expected based on past measurements [e.g., Schnell, 1974]. However, the bio 2 precip sample did not show as high of IN concentrations at the same temperature as the dry soil sample. One possible explanation is that the combination of dust and biological material within one sample could be more efficient at nucleating ice compared to samples containing predominantly dust or biological residues. The highest temperature at which the bio 1 sample activated at was -8.7°C. Further, there was not a significant decrease in activation after heat treatment: residues in the bio 1 sample activated from -18.3 to -8.7°C before and from -20.5 to -12.6°C after heat treatment. Although this suggests there was not a large amount of biological material in the original sample that could efficiently serve as IN, nuclei can potentially remain after heat treatment if they required colder temperatures to activate, depending on the biological material present [Maki et al., 1974]. We speculate the biological material present in the bio 1 precip sample could be spores or fragments of spores which are known to activate
between -28.5 and -10°C—temperatures lower than most biological material require [Despres et al., 2012, and references therein]. The main ion peaks in the biological sample, in addition to weak, unidentified peaks at \( m/z \) +70, +84, +86, -59, -66, -71, -159 (not labeled in Figure 6.2d), have all previously been observed in spore samples [Czerwieniec et al., 2005; Fergenson et al., 2004; Steele et al., 2005]. Spores are known to contain potassium and DNA, which is possibly the source of phosphate [Elbert et al., 2007]. One explanation for the IN activity remaining roughly the same after heat treatment is because the dominant species in these residues are inorganic, i.e., potassium and phosphate.

Overall, the precipitation samples containing dust and biological residues contained IN-active material and activated at temperatures within the range of the cloud temperatures observed during each of the samples (Figure 6.6-6.8) and at times even warmer temperatures (i.e., the bio 2 precip sample). These results provide insight into the remaining precipitation samples and how the residues affected cloud microphysical properties during collection time periods; more ice could form in clouds with mixed dust and biological aerosols compared to dust or biological aerosols alone.

6.3.5. Insight into Precipitation Residue Sources

Based on the results presented herein, we are able to provide insight into the sources of aerosols that serve as seeds for cloud formation and affect precipitation in the Sierra Nevada. These results support those of Ault et al. [2011a], who suggested the source of the dust during the 2009 winter season was from high-altitude, long-range transport versus from a local or regional source, i.e., the CV. Further, Creamean et al. [2012] demonstrated that dust and biological aerosols during the 2011 measurements were long-range transported and incorporated into the tops of high-altitude clouds. Ault et al. [2011a] also illustrated the ubiquitous presence of OC from biomass burning in precipitation at SPD and highlighted the potential importance of these aerosols in cloud formation and precipitation processes, i.e., serving as CCN [Holecek et al., 2007]. Aerosols from regional biomass burning in the CV can be orographically lifted alongside the Sierra Nevada via the upslope airflows and incorporated into regions of cloud
formation [Carroll and Dixon, 2002; Parish, 1982]. The biological residues could be from regional sources or long-range transported. Biological species are commonly lofted and transported with dust [Haller et al., 2011; Hua et al., 2007], which could explain why dust and biological residues are observed within the sample samples. Further, aerial transport of biological material from agricultural crops has been documented to occur up to 500 km [Aylor, 1986] and found in fairly high concentrations in cloudwater and snow samples [Bauer et al., 2002]. In the CV, biological aerosols containing organic nitrogen have been shown to originate from biomass burning [Zhang and Anastasio, 2001], which could explain the presence of the organic fragments in the negative spectra of the biological residue type shown in Figure 6.2e. Therefore, we speculate that dust and the bio 1 residues (Figure 6.2d) were long-range transported, whereas the OC and bio 2 residues (Figure 6.2e) were from regional biomass burning.

6.4. Conclusions

The sources of CCN and IN in the Sierra Nevada and their resulting impacts on orographic precipitation were investigated during the 2009-2011 winter seasons of CalWater Phase I. Insoluble residues in precipitation samples were chemically determined and linked with trends in precipitation and cloud microphysical properties. An inter-annual and multisite aerosol and meteorological comparison enabled the development of the main conclusions listed below:

- Dust and biological residues likely served as IN, leading to more ice in-cloud in deeper, colder clouds systems, subsequently influencing the relative amount of snow at lower surface temperatures and BB rain at higher surface temperatures. Larger quantities of precipitation were dependent not only on the amount of atmospheric water vapor, but also on the relative abundance of dust and biological aerosols.

- We also deduce that the OC residues may have served as CCN in shallower, warmer clouds, which decreased the riming efficiency of the ice crystals formed from dust and biological aerosols, subsequently leading to time periods with lower precipitation totals.
• Our results support previous work during *CalWater* measurements which determined dust and biological aerosols were long-range transported and incorporated into high-altitude clouds. We speculate that OC and biological aerosols containing organic fragments likely originated from regional sources such local biomass burning and agricultural sources in the CV.

• Dust and biological residues in select precipitation samples were IN-active, supporting our results deduced from radar and satellite measurements.

In general, our results suggest dust and biological aerosols efficiently serve as IN and contribute to precipitation enhancement, whereas OC aerosols serve as CCN and delay the growth of cloud ice crystals, leading to precipitation suppression. A future publication will discuss the sources of the residues in detail for all three winter seasons, particularly those which are thought to be long-range transported. Nevertheless, results presented herein provide a noteworthy advancement in understanding the effects of aerosols on the type and amount of precipitation in the Sierra Nevada. Long-term and multisite observations presented herein could help improve modeling aerosol-cloud-precipitation effects on orographic precipitation and will enable the modeling community to better assess how weather patterns and/or regional climate may change due to the effects from aerosols, particularly for long-range transport which has been shown to be very important. Improving our ability to model the interaction between aerosols, clouds, and precipitation will lead to better winter storm preparedness, water resource management, and flood mitigation.
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6.6. Figures

Figure 6.1 Google Earth image of CalWater Phase I sites where meteorological measurements and/or precipitation samples were acquired, including Sugar Pine Dam (39.129°N, 120.801°W), Crane Flat (38.106°N, 119.844°W), Badger Pass (37.666°N, 119.654°W), and Tuolumne Meadows (37.870°N, 119.361°W).
Figure 6.2 Representative mass spectra for ATOFMS precipitation residues. Examples include dust (panels a-c), biological (panels d and e), and OC residues (panels f-h). Positive and negative ion intensities vary by type.
Figure 6.2 continued.
Figure 6.3 Panel (a) shows the total accumulated precipitation per storm (mm) and the maximum offshore IWV (cm) during each storm in 2009. Panel (b) shows the percentage of snow, BB rain, NBB rain, Conv, and Insuf estimated by S-PROF and the average surface air temperature ($T_{surf}$, °C) during each storm. The dashed line represents freezing temperature. Panel (c) shows the relative percentage of ATOFMS residues averaged during each storm.
Figure 6.4 Panel (a) shows the total accumulated precipitation per storm (mm) and the maximum offshore IWV (cm) during each storm in 2010. Panel (b) shows the percentage of snow, BB rain, mixed precipitation, NBB rain, Conv, and Insuf estimated by S-PROF and the average surface air temperature ($T_{surf}$, °C) during each storm. The dashed line represents freezing temperature. Panel (c) shows the relative percentage of ATOFMS residues averaged during each storm.
Figure 6.5 Panel (a) shows the total accumulated precipitation per storm (mm) and the maximum offshore IWV (cm) during each storm in 2011. Panel (b) shows the percentage of snow, BB rain, mixed precipitation, NBB rain, Conv, and Insuf estimated by S-PROF and the average surface air temperature ($T_{surf}$, °C) during each storm. The dashed line represents freezing temperature. Panel (c) shows the relative percentage of ATOFMS residues averaged during each storm.
Figure 6.6 Panel (a) shows precipitation rate (mm/h) at the surface at SPD and the percentage of dust, biological, and OC residues in each sample in 2009. The width of the bars reflect the duration of the sample collection. Panel (b) shows hourly liquid water path (LWP), ice water path (IWP), and the location of the cloud for each year over SPD. The shaded region represents the hourly effective cloud temperature (T_{eff}, °C) within a 10-km pixel over SPD.
Figure 6.7 Panel (a) shows precipitation rate (mm/h) at the surface at SPD and the percentage of dust, biological, and OC residues in each sample in 2010. The width of the bars reflects the duration of the sample collection. Panel (b) shows hourly liquid water path (LWP), ice water path (IWP), and the location of the cloud for each year over SPD. The shaded region represents the hourly effective cloud temperature ($T_{eff}$, °C) within a 10-km pixel over SPD.
Figure 6.8 Panel (a) shows precipitation rate (mm/h) at the surface at SPD and the percentage of dust, biological, and OC residues in each sample in 2011. The width of the bars reflect the duration of the sample collection. Panel (b) shows hourly liquid water path (LWP), ice water path (IWP), and the location of the cloud for each year over SPD. The shaded region represents the hourly effective cloud temperature ($T_{\text{eff}}$, °C) within a 10-km pixel over SPD.
Figure 6.9 Bar graph showing the percentage of each residue type at SPD and each of the Yosemite sites in 2011. Also shown are the percentage of ice in cloud (%Ice), percentage of liquid in cloud (%Liq), and effective cloud temperatures (T_{eff}, °C) averaged during sample collection time periods combined. The inset shows a correlation plot between %Ice and %Dust, and between %Liq and %OC. The color of the %Liq versus %OC represents the average effective cloud drop radius (R_{eff}, μm).
Figure 6.10 IN measurements for the dry Asian soil samples, S4 from 2011 ("dust precip sample"), S7 from 2011 ("bio 1 precip sample"), and S4 from 2010 ("bio 2 precip sample"). "Heated" represents samples that were heat treated for biological material and "Filtered" represents samples that were filtered to enable development of the full IN spectrum.
### Table 6.1 Statistics for precipitation sample collection from 2009-2011 at SPD, CF, BP, and TM. Includes start and end dates and times for sample collection and number of residues that were chemically analyzed. Storms are also labeled for corresponding samples.

<table>
<thead>
<tr>
<th>Year</th>
<th>Site</th>
<th>Storm</th>
<th>Sample</th>
<th>Start Date (UTC)</th>
<th>End Date (UTC)</th>
<th>Number of Residues Analyzed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>SPD</td>
<td>1</td>
<td>S1</td>
<td>2/22/09 19:30</td>
<td>2/23/09 18:45</td>
<td>399</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>S2</td>
<td>2/23/09 18:45</td>
<td>2/24/09 19:20</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>S3</td>
<td>2/26/09 00:00</td>
<td>2/26/09 19:45</td>
<td>236</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S4</td>
<td>3/1/09 16:00</td>
<td>3/2/09 01:30</td>
<td>6252</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S5</td>
<td>3/2/09 01:30</td>
<td>3/2/09 04:30</td>
<td>505</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S6</td>
<td>3/2/09 05:20</td>
<td>3/2/09 20:20</td>
<td>749</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S7</td>
<td>3/2/09 20:20</td>
<td>3/3/09 01:45</td>
<td>251</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S9</td>
<td>3/3/09 18:45</td>
<td>3/4/09 01:00</td>
<td>253</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S10</td>
<td>3/4/09 01:00</td>
<td>3/4/09 12:00</td>
<td>82</td>
</tr>
<tr>
<td>2010</td>
<td>SPD</td>
<td>1</td>
<td>S1</td>
<td>1/27/10 01:00</td>
<td>1/31/10 01:00</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>S2</td>
<td>2/3/10 03:00</td>
<td>2/3/10 21:00</td>
<td>134</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>S3</td>
<td>2/4/10 19:15</td>
<td>2/5/10 17:45</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>S4</td>
<td>2/5/10 17:45</td>
<td>2/6/10 23:00</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S5</td>
<td>2/20/10 02:45</td>
<td>2/20/10 17:45</td>
<td>460</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S6</td>
<td>2/21/10 03:25</td>
<td>2/21/10 17:15</td>
<td>643</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S7</td>
<td>2/21/10 17:15</td>
<td>2/22/10 18:06</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>S8</td>
<td>2/23/10 22:30</td>
<td>2/24/10 17:15</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>S9</td>
<td>2/26/10 18:45</td>
<td>2/27/10 00:00</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>S10</td>
<td>2/27/10 00:00</td>
<td>2/27/10 06:15</td>
<td>351</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>S11</td>
<td>2/27/10 06:15</td>
<td>2/27/10 17:20</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>S12</td>
<td>3/2/10 14:45</td>
<td>3/3/10 03:00</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>S13</td>
<td>3/3/10 03:00</td>
<td>3/3/10 19:00</td>
<td>444</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>S14</td>
<td>3/3/10 19:00</td>
<td>3/4/10 02:00</td>
<td>245</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>S15</td>
<td>3/4/10 02:00</td>
<td>3/4/10 19:00</td>
<td>487</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>S16</td>
<td>3/8/10 16:00</td>
<td>3/9/10 00:40</td>
<td>497</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>S17</td>
<td>3/9/10 00:40</td>
<td>3/9/10 16:00</td>
<td>253</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>S18</td>
<td>3/9/10 16:00</td>
<td>3/10/10 20:30</td>
<td>461</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>S19</td>
<td>3/12/10 18:15</td>
<td>3/12/10 23:15</td>
<td>239</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>S20</td>
<td>3/12/10 23:15</td>
<td>3/13/10 05:00</td>
<td>376</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>S21</td>
<td>3/13/10 05:00</td>
<td>3/13/10 17:30</td>
<td>299</td>
</tr>
<tr>
<td>2011</td>
<td>SPD</td>
<td>1</td>
<td>S1</td>
<td>1/30/11 02:53</td>
<td>1/30/11 20:00</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>S2</td>
<td>2/14/11 18:40</td>
<td>2/15/11 17:00</td>
<td>360</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>S3</td>
<td>2/15/11 17:05</td>
<td>2/16/11 18:00</td>
<td>266</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S4</td>
<td>2/16/11 19:45</td>
<td>2/17/11 17:30</td>
<td>233</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S5</td>
<td>2/17/11 17:30</td>
<td>2/18/11 18:40</td>
<td>208</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>S6</td>
<td>2/18/11 19:15</td>
<td>2/19/11 18:40</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>S7</td>
<td>2/24/11 20:30</td>
<td>2/26/11 21:00</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>S8</td>
<td>3/1/11 23:00</td>
<td>3/2/11 23:00</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>S9</td>
<td>3/2/11 23:00</td>
<td>3/3/11 19:00</td>
<td>398</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>S10</td>
<td>3/5/11 21:00</td>
<td>3/6/11 18:15</td>
<td>351</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>S11</td>
<td>3/6/11 18:15</td>
<td>3/7/11 18:00</td>
<td>204</td>
</tr>
</tbody>
</table>
Table 6.1 continued.

<table>
<thead>
<tr>
<th>Year</th>
<th>Site</th>
<th>Storm</th>
<th>Sample</th>
<th>Start Date (UTC)</th>
<th>End Date (UTC)</th>
<th>Number of Residues Analyzed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>CF</td>
<td>2,3 S1</td>
<td>2/15/11 00:15</td>
<td>2/17/11 21:55</td>
<td>468</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 S2</td>
<td>2/18/11 00:15</td>
<td>2/22/11 22:40</td>
<td>1109</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 S3</td>
<td>2/25/11 00:10</td>
<td>2/28/11 15:45</td>
<td>850</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 S4</td>
<td>3/2/11 15:00</td>
<td>3/4/11 20:30</td>
<td>905</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>BP</td>
<td>2,3 S1</td>
<td>2/14/11 21:45</td>
<td>2/17/11 19:45</td>
<td>467</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 S2</td>
<td>2/17/11 19:50</td>
<td>2/22/11 21:10</td>
<td>664</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 S3</td>
<td>2/24/11 08:00</td>
<td>2/26/11 19:15</td>
<td>452</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 S4</td>
<td>3/6/11 19:00</td>
<td>3/7/11 18:40</td>
<td>469</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>TM</td>
<td>2 S1</td>
<td>2/16/11 08:00</td>
<td>2/16/11 10:00</td>
<td>3058</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 S2</td>
<td>2/16/11 10:00</td>
<td>2/17/11 16:00</td>
<td>6468</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 S3</td>
<td>2/17/11 16:00</td>
<td>2/18/11 16:30</td>
<td>964</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 S4</td>
<td>2/18/11 16:00</td>
<td>2/19/11 16:00</td>
<td>1900</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 S5</td>
<td>2/24/11 16:00</td>
<td>2/25/11 16:05</td>
<td>6468</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 S6</td>
<td>2/25/11 16:05</td>
<td>2/26/11 00:00</td>
<td>2212</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 S7</td>
<td>3/6/11 16:00</td>
<td>3/7/11 16:05</td>
<td>3472</td>
<td></td>
</tr>
</tbody>
</table>
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7. Conclusions and Future Work

7.1. Synopsis

The focus of this dissertation aimed to investigate the chemical composition of aerosols that have the potential to impact cloud formation and potentially precipitation at various locations, and in most cases, for long time periods. This research demonstrates the variability associated with cloud seeds over time and in different regions. The Riverside study afforded information on the inter-annual variability of urban aerosol due to changes in aerosol transport and meteorological conditions. Tropical cyclones (TCs) shifted the representative aged urban aerosol to a less-aged, less-cloud condensation nuclei (CCN) active aerosol population, having implications on regional cloud formation after extreme weather events in Atlanta. In the remote Sierra Nevada Mountains of California, observations of newly-formed aerosols containing amines and sulfate presented a new source of CCN, while inter-annual trends in precipitation provided insight into how transported ice nuclei (IN) potentially influenced precipitation quantity and phase. Section 7.2 provides a general summary, while Section 7.3 introduces some ongoing and future work of the research presented throughout this dissertation.

7.2. Conclusions

7.2.1. Sources and Chemical Composition of Aerosols as CCN at different Urban Locations

A large part of the research presented in this dissertation involved investigating sources and composition of aerosols that potentially serve as CCN in two different urban regions: Riverside and Atlanta. In both regions, a significant number fraction of the aerosol was often organic in nature, supporting previous observations of a high organic fraction from primary sources such as motor vehicles and railroads as well as secondary formation from gas-phase species [Blanchard et al., 2011; Hatch et al., 2011b; Kim et al., 2004; Liu et al., 2003]. The composition of the urban aerosol is highly complex and
poorly understood due to the number of different sources, as well as the heterogeneous reactions that occur between gases and aerosol surfaces [Alston et al., 2011; Liu et al., 2003; Turpin and Lim, 2002].

Chapter 2 presented in situ single-particle mass spectrometry data collected during three consecutive summers (2005-2007) in the heavily polluted region of Riverside to probe the major sources and processes affecting aerosol chemistry on a long-term basis. Submicron particle chemistry was vastly different during all three summers namely due to differences in meteorological conditions, which impacted the dominant sources and chemical mixing states. Although aerosols were frequently transported from the Los Angeles area and local agricultural areas, such as Chino, CA, during the summers of 2005 and 2006, highly aged organic aerosols were present in the summer of 2005 due to enhanced photochemistry, while during the summer of 2006, aminium sulfate and nitrate condensed onto preexisting particles due to highly humid conditions. In contrast, the summer of 2007 was characterized by hot and dry conditions leading to a reduced influence from secondary species condensing onto dust and sea salt particles transported from less populated regions. The relationship between single-particle chemistry, sources, and meteorology developed from this long-term study can be used to predict the effects of human exposure to particles of different chemical compositions in not only Riverside, but other areas impacted by similar sources. Further, because urban and industrial aerosols serve as CCN and are emitted in high number concentrations, studying long-term urban aerosols is also important for regional cloud formation [Rosenfeld, 2000]. An improvement in our understanding of aerosol composition trends is necessary for thoroughly evaluating the impacts of aerosols on human health and cloud microphysics [Andreae and Rosenfeld, 2008; Vedal, 1997].

Aerosol composition in Atlanta was presented in Chapter 3, which provides interesting comparisons to Riverside. Severe weather systems such as TCs can perturb the size and chemical composition of urban aerosol populations; however, the overall effects of these perturbations are currently unknown. During the 2008 summer in Atlanta, aerosol time-of-flight mass spectrometry (ATOFMS) was used to probe changes in the
size-resolved chemistry of individual particles before, during, and after TCs Gustav and Hanna. When Gustav approached the southeastern United States, fast winds (6-7 m/s) originating from the Atlantic Ocean rapidly removed aged organic aerosols (0.2-1.0 \(\mu m\)) present before TCs and transported sea-spray aerosols (0.2-3.0 \(\mu m\)). Sea-spray enriched in salts has been shown to act as giant CCN, with high concentrations leading to the development of large cloud drops and early onset of precipitation. Although the sea-spray aerosols were CCN-active, the CCN concentrations were lower (1300 cm\(^{-3}\)) compared to the typical urban conditions before the TCs (3600 cm\(^{-3}\)). Following aerosol scavenging by precipitation, CCN concentrations remained low (1000-1700 cm\(^{-3}\)) while fresh urban emissions increased, evident by the presence of less-aged organic aerosols, which were not as CCN-active as the aged organic particles or sea-spray. The overall decrease in CCN concentrations caused by the TCs can impact regional cloud formation by removing the seeds that cloud droplets form upon. Thus, the ability of TCs to drastically alter the aerosol composition and CCN properties to those typically found in an inland, urban location has significant implications for the microphysical properties of clouds.

Typical urban conditions in both Riverside and Atlanta were evident by large relative fractions of aged organic carbon aerosols. Figure 7.1 shows the overall composition of the aerosols in Riverside from 2005-2007 (panels a-c, respectively) and Atlanta (panel d). The major types of aerosols that were similar between the different sites included organic carbon (OC), amine-OC, elemental carbon (EC or soot), ECOC (aged soot), dust, and salt (includes sea salt and sea-spray). ‘Other’ includes types that were not similar between the sites. Overall, submicron particle chemistry was similar at Riverside and Atlanta, but not for the entire duration of measurements. In fact, only the summer of 2005 in Riverside and prior to TCs in Atlanta were representative of urban pollution, i.e., highly organic in nature. Extreme weather events in Atlanta led to a shift in aerosol source and altered the extent of aging on urban emissions whereas the Riverside aerosol aging changed each year due to variable sources and meteorological conditions. However, the summers of 2006 and 2007 in Riverside and during TCs in Atlanta represent unique time periods that do not follow the aerosol aged organic carbon signatures. The aerosol composition at both sites was strongly dependent on
meteorological conditions, which determined the sources. These results demonstrate the dependence of aerosol composition on changes in sources and weather, even in highly populated urban regions where aerosol composition is thought to be predominantly highly aged organic carbon species.

### 7.2.2. Sources of CCN at a Remote Region

Chapter 4 investigated the sources of CCN in a more remote region compared to Riverside and Atlanta during the 2009 winter season. The *CalWater* field campaign (2009-2011) was designed to study aerosol-cloud-precipitation effects in the remote Sierra Nevada at Sugar Pine Dam (SPD). Measurements were conducted in the winter season because the Sierra Nevada receives large quantities of water during intense winter storms; therefore, studying aerosols that act as CCN during these storms can improve upon existing knowledge of the California water cycle. Previous studies have suggested that CCN are transported directly from the Central Valley (CV) west of mountains [Rosenfeld et al., 2008]; however, *in situ* formation of new aerosols was found to be a major source of CCN in the Sierra Nevada [Hatch et al., 2011]. During the 2009 *CalWater* field campaign, nucleation events occurred during two pristine periods following precipitation, with higher gas-phase SO$_2$ concentrations during the second period, when faster particle growth occurred (7-8 nm/h). Amines, as opposed to ammonia [Bzdek et al., 2010; Ortega et al., 2008], and sulfate were detected in the particle phase throughout new particle formation (NPF) events, increasing in number as the particles grew to larger sizes. Interestingly, long-range transport of SO$_2$ from Asia appeared to potentially play a role in NPF during faster particle growth. Understanding the propensity of newly-formed particles to act as CCN is critical for predicting the effects of NPF on orographic cloud formation during winter storms along the Sierra Nevada. The potential impact of newly-formed particles in remote regions needs to be compared to that of transported urban aerosols when evaluating the impact of aerosols on clouds and climate. Although formed through different mechanisms (i.e., condensation versus nucleation), the aerosol composition during the summer of 2006 in Riverside was similar to the overall composition during the NPF events at SPD as shown in Figure 7.1b and e. Both
shared a fairly similar source of amine species—the Chino dairies and CV agricultural regions—although other sources also affected each location, such as residential biomass burning at SPD and aged organics from urban pollution at Riverside. NPF events were not frequently observed during 2010 and 2011; however inter-annual trends of the sources of IN and precipitation patterns were observed and discussed herein.

7.2.3. Sources and Precipitation Effects of IN at a Remote Region

The measurements during the 2009 winter also afforded valuable information regarding the types of aerosols that are involved in ice crystal formation in clouds as discussed in Chapters 5 and 6. Precipitation from winter storms increases snowpack in the Sierra Nevada and provides critical water resources for all of California. Thus, the mechanisms influencing precipitation in this region have been the subject of research for decades. Some studies suggest aerosol pollution suppresses orographic precipitation [Rosenfeld et al., 2008c], whereas more recent studies show precipitation enhancement during periods of dust transport from over Asia [Ault et al., 2011a]. Precipitation samples were collected during two intense storms and aerosols as insoluble residues in precipitation were chemically analyzed using ATOFMS to provide insight into their potential involvement as IN during the 2009 winter study [Ault et al., 2011a]. These two storms had similar meteorological conditions including atmospheric water content and water vapor transport; however, the second storm produced 1.4 times as much precipitation and increased snowpack by 1.6 times relative to the first storm likely due to transported Asian dust serving as IN [Ault et al., 2011a]. Measurements continued in the winters of 2010 and 2011 to investigate the sources of cloud seeds in the region over time. To gain a more complete understanding of aerosol-cloud-precipitation interactions in California, the 2011 CalWater field campaign utilized aircraft measurements to characterize the sources of aerosols seeding clouds and the resulting impact on microphysics and precipitation. Dust and biological aerosols transported from as far as the Sahara were present in high altitude clouds, coincident with elevated IN concentrations and ice-induced precipitation.
When comparing the precipitation residues from all three winter seasons, the chemical composition of insoluble precipitation residues was linked with trends in precipitation type and quantity, and cloud microphysical properties at SPD and three sites in Yosemite National Park (2011 only). Similar to Riverside, the inter-annual observations were quite different in terms of precipitation residue composition and meteorological conditions. Figure 7.2 illustrates the variation in precipitation residue composition during the three winter seasons and at the three sites in Yosemite. From the results presented, it is likely that organic residues from local biomass burning and agricultural sources in the CV may have served as CCN, which decreased the riming efficiency of ice crystals during time periods with lower precipitation totals. In contrast, biological residues and long-range transported dust influenced the amount of cloud ice content and relative amount of precipitation initiated in the ice phase by serving as IN. The total amount of precipitation per storm depended not only on the amount of available atmospheric water vapor during the onset of storms, but also likely on the relative abundance of dust and biological aerosols. Long-term and multi-site observations such as these could enable the modeling community to better assess how regional weather and climate may change due to the effects from aerosols. Improving our ability to model aerosol-cloud-precipitation interactions will lead to better winter storm preparedness, water resource management, and flood mitigation.

### 7.2.4. Overall Conclusions

The aerosols that served as either CCN or IN were highly variable at the various locations presented throughout this dissertation. Not only does the aerosol composition vary between similar urban locations as demonstrated by the Riverside and Atlanta studies, but also at the same location over three-year time periods (shown by both the inter-annual studies at Riverside and SPD). Understanding the variability in aerosol composition in a particular region over time or between similar regions has implications for modeling the effects aerosols have on clouds and precipitation. For instance, one cannot assume urban aerosol composition is consistently highly aged organics. Different aerosols have diverse effects with regards to CCN and IN properties; thus changing
aerosol composition could result in broader effects on regional cloud formation. The aim of this dissertation was to provide information to enable the modeling community to better assess changes in aerosol composition due to changes in sources and meteorology, and hence improve predictions of cloud and precipitation formation in multiple regions over long time scales.

The questions presented in Chapter 1 were addressed throughout this dissertation. The types of aerosols that affect air quality and serve as CCN or IN were investigated and proved to be quite different in terms of chemical composition at Riverside and Atlanta. Further, the size and chemical composition can indeed change abruptly on give spatial and temporal scales, as demonstrated by the multiple field studies discussed in this dissertation. Microscale (<1 km horizontal resolution), mesoscale (5 to several hundred km), and even synoptic scale (thousands of km) weather patterns can affect aerosol composition and number as well by introducing different sources of aerosols to one location. For instance, the mesoscale TCs introduced sea salt to Atlanta while synoptic scale transport of SO2 from Asia over the Pacific Ocean appeared to contribute to NPF at the remote SPD. In addition, these dynamics over the Pacific Ocean also create ideal conditions for trans-Pacific transport of dust into clouds over the Sierra Nevada.

Finally, the results presented at the different locations, and in most cases, over long periods of time could contribute to develop a larger scale distribution or even a global picture of aerosols that serve as cloud seeds, and hence resulting precipitation effects. Currently, modeling of global CCN is limited to certain types of aerosols, such global distributes of CCN predictions based solely on nucleation aerosols [Spracklen et al., 2008], carbonaceous aerosols [Spracklen et al., 2011], or sea salt [Pierce and Adams, 2006], while global IN models have improved but still have errors associated with aerosol chemical composition [DeMott et al., 2010]. Models need to incorporate the variable and often competing effects of both IN and CCN, by understanding the sources and chemical composition of aerosols. Although the results presented in this dissertation represent a significant contribution to understand the spatial and temporal variability in CCN and IN, considerable future work is needed as discussed herein.
7.3. Ongoing and Future Work

7.3.1. Continuous Precipitation Measurements at SPD

Future work should concentrate on aerosol and meteorological measurements over longer periods of time and in additional regions. Investigating changes in cloud seeds represents a longer-term goal to reduce uncertainty associated with modeling and predicting aerosol-cloud-precipitation interactions. In particular, I plan to continue measurements at SPD during my postdoctoral research at the National Oceanic and Atmospheric Administration’s Earth System Research Laboratory in Boulder, CO (NOAA/ESRL). NOAA/ESRL is currently planning for *CalWater Phase II* (2015-2017) to continue to study aerosol effects in a changing climate. Measurements for a *CalWater* bridging study during the 2013-2014 winter seasons are currently being planned to provide continuous data. Therefore, a total of eight years of aerosol, precipitation, and meteorological measurements will be conducted at SPD to develop an even longer-term picture of aerosol effects on clouds and precipitation in comparison to the three years presented in Chapter 6. The overall goal is to further probe how aerosols interact with clouds and hence affect precipitation on the west coast of the United States. To expand on previous *CalWater* measurements, the combined effects of larger-scale dynamics and cloud microphysics from aerosols on orographic precipitation will be examined during intense atmospheric river (AR) conditions. Implementing continuous and more detailed examination of aerosols to a meteorological-based area for future *CalWater* measurements will allow us to provide a better link between aerosols, clouds, and precipitation. Further, samples will be collected at a coastal mountain site, Cazadero, to investigate transitions in precipitation chemistry from the point where storms hit the coastal mountains of California to the Sierra Nevada further inland. Collecting precipitation samples is a simple process, which can be extended to more sites, provided that personnel are available to position collection containers outside during the onset of a storm. Coordinating future *CalWater* precipitation collection with several of NOAA’s Hydrometeorological Testbed (HMT)-West sites shown in Figure 7.3 will be an efficient way to increase the spatial scale of measurements. Wide spatial coverage of precipitation
residue composition and meteorological measurements are needed to better understand trends in cloud formation and precipitation and to provide more detail for regional and global model parameterizations. Plans to incorporate CalWater aerosol data into Weather Research and Forecasting (WRF) model simulations to investigate extreme precipitation in California are underway as well [Leung and Qian, 2009a].

### 7.3.2. Source Determination of IN during CalWater

In addition to investigating the chemical composition of the aerosols potentially acting as cloud seeds, information about how aerosols are emitted into the atmosphere and interact with weather systems is needed. As an extension of Chapters 5 and 6, I have been investigating the sources of the dust and biological aerosols that served as IN at SPD using HYSPLIT, modeling/observational data from the *Navy Aerosol Analysis and Prediction System* (NAAPS), imagery from the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) satellite, and reanalysis from the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) to characterize dust storm locations and transport of the resulting airborne dust for all three years of CalWater. Although NAAPS and CALIPSO cannot distinguish biological aerosols, biological species are lofted during dust storms in regions such as Asia [Hua et al., 2007] and can thereafter be transported with the dust [Griffin et al., 2002]. Chapter 6 shows results from NAAPS, CALIPSO, and HYSPLIT analysis for only the 2011 winter study, but this analysis will be extended to all three winter seasons in the future. NCEP/NCAR reanalysis provides a global picture of meteorological parameters, such as geopotential height, precipitation, temperature, etc. to develop a timeline for aerosol transport to California from as far back as the Sahara.

Trajectories, calculated every 3 hours, that ended at cloud top heights over SPD during storm time periods are shown in Figure 7.4. Figure 7.5 shows an overall picture from the three year analysis, looking at the relative contribution from the different dust source regions introduced in Chapter 5. The pies show the overall ATOFMS chemical composition of the precipitation residues, while the bars show the frequency of transport from each dust region. The shaded portion of the bar represents if trajectories passed
through a dust layer determined using NAAPS time-height sections of dust at sites within each region. For example, if the dust layer was 8000 m high and a point in the trajectory was 7000 m during the same time period, this would be considered as passing through the dust layer. Thus the air mass likely contained dust. The relative contribution from dust sources does not directly follow the amount of dust observed in the precipitation at SPD, due to external factors such as transport conditions. For instance, Figure 7.6, Figure 7.7, and Figure 7.8 show geopotential height anomalies (calculated with reference to a 1981-2010 average value), mean wind speed, and mean precipitation rate, respectively, at 500 mb (~5500 m) from Jan 1-Mar 31 during each winter season. This height was chosen based on the typical transport heights of dust over the Pacific Ocean from the HYSPLIT analysis. Thus far, it is possible the least amount of dust was present during 2010 due to the highest mean precipitation over the Pacific Ocean, potentially leading to more wet deposition of the dust in addition to the low pressure area off the coast of the United States (shown in blue for geopotential height in Figure 7.6b). In 2011, the winds were fastest off the coast of Asia where the trajectories traveled (Figure 7.7c) and transport occurred south of the precipitation (Figure 7.8c), potentially leading to less trans-Pacific transport time and hence less time for wet or dry removal of the dust. This could be why the most dust was observed in the precipitation samples during 2011. The high pressure zone off the coast of the United States in 2009 (Figure 7.6a) led to transport over the high pressure region and through Alaska, meaning that the aerosol experienced longer transport times, which is possibly why less dust was observed in the precipitation compared to 2011. These general conclusions are preliminary and more detailed work on the meteorological conditions in relation to precipitation chemistry is needed and will be conducted during my postdoctoral research at NOAA/ESRL.

This information is a key factor to understanding the sources and types of aerosols that may affect winter storms in California for the CalWater studies. A combination of images to determine NAAPS and CALIPSO data can be used with special sensor microwave imager (SSM/I) if, when, and where dust layers possibly interact with the winter storms to form ice in-cloud: NAAPS/CALIPSO can determine the source, location, and vertical and spatial extent of the dust layers, the SSM/I can determine the
spatial extent and water vapor content of winter storms approaching the west coast of California, and CALIPSO can thereafter determine if the combined dust-laden air and concentrated water vapor formed ice in clouds. Meteorological conditions influencing the relative amount of dust transported to California can be determined using NCEP/NCAR reanalysis. Further, the combination of these measurements will be used to corroborate when the ATOFMS measures dust in precipitation samples during storms. Overall, using a combination of NAAPS, CALIPSO, HYSPLIT, SSM/I, and NCEP/NCAR reanalysis will help to improve characterization of the sources and transport mechanisms of aerosols, as well as improve upon the current understanding of water vapor, atmospheric dynamics, and cloud formation during winter storms in California.

To conclude, the results and future work discussed throughout this dissertation provide insight into the variability of aerosols that serve as cloud seeds on a large spatial and temporal scale. In order to fully characterize CCN and IN, these results need to be expanded upon at other locations on longer time scales. The ultimate goal is to develop an improved global picture of aerosol-cloud-precipitation effects to better predict the effects associated with a changing climate.
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7.5. Figures

Figure 7.1 Overall ambient aerosol chemical composition at Riverside during the summers of a) 2005, b) 2006, and c) 2007, at Atlanta during the summer of 2008, and at Sugar Pine Dam during the winter of 2009.
Figure 7.2 Pie graphs representing the overall chemical composition of the aerosols as insoluble residues in precipitation samples collected from SPD in a) 2009, b) 2010, and c) 2011 and at sites of variable elevation in Yosemite National Park in 2011 only, including d) Badger Pass, e) Crane Flat, and f) Tuolumne Meadows. Fractions of each type of residue represent the number of that type relative to the total number of residues analyzed.
Figure 7.3 NOAA HMT-West sites in California. Site inventory list is provided at http://www.esrl.noaa.gov/psd/data/obs/sites/. The red marker shows the location of Sugar Pine Dam (SPD).
Figure 7.4 Air mass back trajectories calculated using HYSPLIT for every 3 hours during storm time periods within the a) 2009, b) 2010, and c) 2011 winter seasons of CalWater. The boxes highlight the major arid regions, including North Africa, the Middle East, the Taklimakan, and East Asia (includes Mongolia and Northeast China), shown in order from left to right.
Figure 7.5 Simplified pie graphs of insoluble precipitation residues from the CalWater winter seasons. The bars represent the frequency of trajectories that traveled over each dust region presented in Chapter 5. The shaded portion of the bars represents the relative frequency of times a trajectory passed through a dust plume in each of the dust regions.
Figure 7.6 Geopotential height anomalies from Jan 1-Mar 31 during a) 2009, b) 2010, and c) 2011.
Figure 7.7 Mean wind speeds from Jan 1-Mar 31 during a) 2009, b) 2010, and c) 2011.
Figure 7.8 Mean precipitation rates from Jan 1-Mar 31 during a) 2009, b) 2010, and c) 2011.
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8. Appendix for Chapter 2

8.1. Figures

Figure 8.1 Hourly PM$_{2.5}$ mass concentrations (μg/m$^3$), gas-phase O$_3$ concentrations (ppb), wind speed (WS, m/s), and particle number concentrations (#/cm$^3$) from 0.523-10 μm, as measured by an aerodynamic particle sizer (APS), for the summers of 2005-2007 in Riverside, CA. Particle number concentrations in this size range were not measured during 2006.
Figure 8.2 Representative mass spectra of the ATOFMS particle types in Riverside during the summers of 2005-2007 from the average of a cluster of each particle type. The particle types shown are not always mixed with the same negative ion species; the negative spectra shown are for reference of negative ion markers only.
Figure 8.3 The ratio of the sum of peak areas $m/z$ 43 ($C_2H_3O^+/CHNO^+$) to $m/z$ 37 ($C_3H^+$) plotted as a function of O$_3$ concentration (ppm) from 2005-2007. Also pictured is the temporal profile of PM$_{2.5}$ mass concentrations ($\mu g/m^3$). The fact that this ratio is highest during the highest O$_3$ concentration (13:00-14:00) suggests that particles during this time are more aged with oxidized organics, potentially from oxidized organic gases that condense onto particles or heterogeneous reactions, versus being primary.
9. Appendix for Chapter 4

9.1. Supplemental Methods

9.1.1. Growth Rate Calculations

Growth rates (GRs) were calculated based on Kulmala et al. [2004], the most widely used method for estimating new particle GRs. GRs are calculated using Equation S1, where the mean diameter of the nucleation mode, $D_m$, increases over a time interval $\Delta t$ and where $D_m$ is defined by the size range $[D, D_{\text{max}}]$ [Kulmala et al., 2004].

$$GR = \frac{\Delta D_m}{\Delta t}$$  \hspace{1cm} (9.1)

Figure 9.1 shows the increase in the mean diameters over time during the NPF event on 2/24. Linear regression lines were fit to these data for each NPF event. The slopes of the equations for these fitted lines represent the GRs per 5-minute interval (time per one SMPS scan). These GRs are then multiplied by twelve to obtain the calculated GR in nm/h. Table 9.1 shows the start and end mean sizes, the calculated GRs from the linear regression equations, and the time it would take using the regression equation to reach 100 nm.

As shown in Figure 9.1, the larger mean sizes did not reach 100 nm, therefore, growth to 100 nm was inferred based on the fitted linear regression equations. The calculated GRs are therefore upper limits of potential GRs because growth from the end sizes to 100 nm may not have been linear. In fact, GRs are only expected to be linear with particle diameter only during growth in the kinetic regime, which would be for particles smaller than approximately 76 nm at the elevation of Sugar Pine. However, this does not mean newly-formed particles did not reach 100 nm. The reason mean diameters did not reach 100 nm is potentially because the GR is calculated from one 5-minute SMPS scan, which includes measurement of the smallest sizes of particles currently being formed along with particles that were already formed and have continued to grow into larger
sizes. Qian [2003] also observed a small maximum mean diameter (~40 nm) during a regional nucleation event.

At the beginning of the events, growth for the smallest mean sizes (49-53 nm) was faster than the subsequent growth of the larger mean sizes (54-68 nm). The faster growth at the smallest sizes is potentially due to higher concentrations of precursors, while growth slows over time as the precursors are depleted [Clement et al., 2002; Ehn et al., 2010]. The discontinuity between the smallest and largest mean sizes (circled in Figure 9.1) is due to the bimodal size distribution during the NPF events. Before and after the events, the distribution contained one mode or was bimodal with lower number concentrations. Inferred GRs for each period, along with mean sizes and number concentrations for each sub-period (before, G1-G4, and end), are given in Table 9.2. It is important to note that the calculated GRs are estimates and there are uncertainties associated with calculating GRs using Equation 9.1 as explained in the manuscript. Because of these uncertainties and the extrapolation of the GRs from a linear regression, which may not be true for particle diameters greater than 76 nm as mentioned above, we emphasize our GRs are inferred upper limits for actual GRs.

9.2. Supplemental Results and Discussion

9.2.1. Size and Number Distributions of NPF

Two types of high particle concentrations were observed during the study at Sugar Pine and are differentiated in the SMPS data. The white areas in the SMPS data correspond to high particle concentrations related to either aged particle pollution or NPF events. The shape of the particle number concentrations, showing an increase over time, provides a distinction between these two cases: for the polluted period, high particle concentrations occurred over a larger size range (spot-like shape) with a consistent size distribution mode, while NPF events are characterized by a high concentrations at the smallest sizes (~11-15 nm, SMPS mode 16-40 nm) followed by an immediate increase in number concentrations of larger sizes (~25-50 nm) and then an increase in number concentration at even larger sizes (~70-100 nm) towards the end of the events. Higher
concentrations at larger sizes (~25-50 nm) are present immediately after the start of the event likely from the newly-formed particles rapidly growing to these sizes. This results in the smooth growth of smaller, newly-formed particles to larger sizes by condensation, heterogeneous reactions, and coagulation (less efficient when particles are the same size) processes during NPF events [Dal Maso et al., 2002; Modini et al., 2009; Seinfeld and Pandis, 2006], as depicted in Figure 9.2 from the NPF event on 2/25 during P1.

9.2.2. Black Carbon Measurements

BC peaked daily (16:00-19:00) during both NPF periods, with P1 averaging \((101.4 \pm 7.4 \text{ ng/m}^3)\) and P2 averaging \((185.4 \pm 13.0 \text{ ng/m}^3)\). The late afternoon increase in BC during both NPF periods can be attributed to the transport and advection of emissions from the CV [Lunden et al., 2006a] during the upslope/downslope conditions. A transport time of \(~7\) hours was previously calculated for an air parcel to arrive from Sacramento in the CV to Blodgett [Lunden et al., 2006a]. On this timescale, any ultrafine particles emitted from combustion sources [Bukowiecki et al., 2002] would be atmospherically processed into larger sizes during transport and would not contribute to high particle concentrations at the smallest sizes observed during the beginning of NPF at Sugar Pine. BC concentrations for P2 were almost twice those during P1, suggesting a stronger anthropogenic influence for P2.

9.2.3. Classifications of Major Ambient Particle Types

In addition to the amine-OC particle types, there were other major ambient particle types observed at Sugar Pine, including biomass, aged OC, EC, ECOC, and salts. Biomass particles contained potassium \((m/z 39)\) with less intense carbonaceous positive ions [Qin and Prather, 2006a]. The aged OC type contained major carbonaceous ion markers at \(^{12}\text{C}^+, \text{^{27}C}_2\text{H}_3^+/\text{CHN}^+, \text{^{29}C}_2\text{H}_5^+, \text{^{36}C}_3^+, \text{^{37}C}_3\text{H}^+, \text{^{39}C}_3\text{H}_3^+, \text{^{43}CH}_3\text{CO}^+/\text{CHNO}^+,\) and other minor organic fragments [Spencer and Prather, 2006]. EC particles contained carbon cluster positive ions \((^{12}\text{C}_1^+, \text{^{24}C}_2^+, ..., \text{C}_n^+)\) and negative ions \((^{12}\text{C}_1^-, \text{^{24}C}_2^-, ..., \text{C}_n^-)\), while ECOC particles contained carbon cluster positive ions \((^{12}\text{C}_1^+, \text{^{24}C}_2^+, ..., \text{C}_n^+)\), in addition to low intensity OC and amine ions [Moffet et al., 2008]. Salt types had intense
\(^{39}\text{K}^+\), sodium \((^{23}\text{Na}^+)\), sodium chlorine clusters \((^{81/83}\text{Na}_2\text{Cl}^+)\) and minor organic fragments. Representative mass spectra for each of the major particles types are pictured in Figure 9.3. The main mass spectral signatures used to classify each type are labeled in the spectra. Other species may be present in the particles (not pictured); for instance, less intense amine markers may be present on aged OC, ECOC, or the biomass particle types. Also, each particle type may contain different negative ion species than pictured; however, common negative ion markers are shown for reference. The major particle types were mainly mixed with nitrate \((^{46}\text{NO}_2^-\text{ and }^{62}\text{NO}_3^-)\), sulfate \((^{97}\text{HSO}_4^-)\), and/or other smaller negative carbonaceous ion markers suggesting the particles containing these species were aged.

9.2.4. Size Distributions of Amine-OC Particle Types during NPF Events

Not only did the fraction of amine-OC particles increase during NPF growth sub-periods, the number size distributions of amine-OC-type particles shifted throughout the events. Figure 9.4 shows the size distributions of the amine-OC-type particles from before events, G1-G4, and end of events from 100-600 nm averaged over the first NPF period. The particle transmission efficiency for the UF-ATOFMS is highest at ~290 nm (~47%) and only ~0.5% at 95 nm [Su et al., 2004], which can explain why particles close to 100 nm are not observed during NPF. However, differences still exist in the size distribution modes during the NPF sub-periods and suggest amines played a role in particle growth. Before the events (red), the number of amine-OC particles was low and the distribution was widely spread out over the size range, which is attributed to background amine-containing particles. During G1 (orange), the number of amine-OC particles increased, particularly at smaller sizes as seen by the narrower size distribution mode around 280 nm. G2 (yellow) is similar to G1, but with a higher number of amine-OC particles at 280 nm. The size distribution mode shifts to 310 nm during G3 (green); suggesting particles grew to larger sizes. A wider distribution was observed during G4 (blue) and at the end of NPF events (purple). Although background amine-OC particles may be present during NPF sub-periods, these distributions suggest a larger number of amine-OC particles at smaller sizes were present during the initial growth sub-periods.
compared to before NPF events, and the shift in size mode suggests particles were smaller during the initial growth sub-periods and grew throughout the duration of the NPF events.

9.2.5. Increases in Amine Species on Ambient Particles

Decreases in particle number towards the end of NPF events suggest particle coagulation occurred \cite{DalMaso2002}. To verify this, we examined the evolution of single-particle mass spectra to see if a change in the fraction of particles mixed with amine species occurred over time. We were able to determine what types of particles within the UF-ATOFMS size range were coagulating with newly-formed amine-containing particles based on increases in the area of the amine species marker (\textit{m/z} 86) on different particle types. Digital color histograms of major particle types: Aged OC, biomass, ECOC, EC, and salts were compiled from before, the beginning, and the end of each NPF event. Digital color histograms have been previously used and provide valuable information on the mass spectral characteristics and the chemical associations for different particle types over various periods of time \cite{QinPrather2006a}. An example of the evolution of the histograms for aged OC during the event on 2/24 is given in

Figure 9.5, with a) larger particles before the event, b) smaller, fresher particles before the event, c) all sizes during the beginning of the event, and d) all sizes during the end of the event. The \textit{y}-axis of each histogram represents the fraction of particles for a given particle type that contain an ion with a peak area within a particular range at each \textit{m/z} given in the legend. Before the events, larger particles (300-1000 nm) contained more \textit{m/z} 86 than the “fresh” smaller particles (100-300 nm), suggesting these particles were highly aged and were from the previous day (i.e. 2/23). Altogether, the evolution of the aged OC particles show increases in \textit{m/z} 86, suggesting these particles coagulated with the small, newly-formed amine-containing particles.

9.2.6. Analysis of Absolute Peak Areas of Key Spectral Markers
It is important not only to study the number of amine-containing particles present during NPF events, but also to investigate the amount of amine species present on particles during these events. By knowing the amount of certain species in particles during NPF events, we can determine whether these species increased due to particle growth. Absolute area can provide insight into the amount of species present throughout the NPF events [Bhave et al., 2002a]. The average area for a given collection of particles of like composition (herein known as just the average area) during a particular time resolution reduces errors and can be used to study trends [Pratt et al., 2009c]. Figure 9.6 shows the average areas for m/z 86 and m/z -97. Both markers generally increased over the course of the NPF events, suggesting these species were involved in the growth of the newly-formed particles.

Amine and sulfate ion markers also exhibited differences between the two NPF periods: both the average area of particles containing m/z 86 and m/z -97 were much higher during P2. Interestingly, higher relative concentrations of SO2 occurred during P2 compared to P1. The average area and number of particles containing m/z -97 were both 4 times higher during P2 compared to P1, which can be attributed to the higher SO2 concentrations potentially leading to more sulfate. The m/z 86 also increased in average area during P2 to 4 times that of P1. Amines are strong bases, and thus it is likely more amine-containing particles were observed with higher average areas of m/z 86 to neutralize the acidic aerosol during P2 [Pratt et al., 2009c]. The average area of the non-neutralized sulfate ion marker (m/z -195, H2SO4HSO4-) [Pratt et al., 2009c] increased by a factor of ~2 between P1 and P2; therefore, most of the H2SO4 was indeed neutralized by amine species to form amine-sulfate salts, as cited in the manuscript. Recall that the upper limit for GRs during P2 were higher on average We speculate this is due to potentially more gas-phase amines and H2SO4 present during P2 and the tendency of low-volatility amines to partition to the particle phase and form aminium sulfate salts with H2SO4 [Pratt et al., 2009c].

9.2.7. SO2 Source Determination
The Lagrangian particle dispersion model FLEXPART [Stohl et al., 1998] version 8.1 was run with NOAA Global Forecast System 0.5° x 0.5° global data at 26 levels using Sugar Pine as the point source for 7-day backward air mass trajectory calculations using the cluster analysis feature. Analyses at 0000, 0600, 1200, and 1800 UTC and forecasts at 0300, 0900, 1500, and 2100 UTC were used. Calculations with releases of 400-500 particles were conducted at times corresponding to increases in SO2 each day from 500, 1000, 2000, and 4000 m. Tu et al. [2004] previously observed SO2-enhanced layers between 2000-4000 m over the Central Pacific during transport to the Western United States, therefore, we focused on the 2000 and 4000 m trajectories. Figure 9.7 shows the 7-day FLEXPART back trajectories for each day corresponding to an NPF event. On most of the NPF days, air masses typically traveled from over the ocean directly west of the site. However, during P2, air masses were transported from over Asia to the site, particularly at the higher altitudes (2000 and 4000 m). Throughout the study period, a large high-pressure system was located approximately between 170°E and 130°W, influencing the trajectory pattern during 3/6 and 3/7 where air masses traveled up near Alaska into Canada, ultimately arriving from north of the site. Back trajectories followed this transport pattern only during this time period (P2) and suggest the high SO2 concentrations are potentially transported long-range from Asia. These simulations are supported by satellite observations of SO2 discussed below.

Figure 9.8 shows vertically-integrated SO2 values estimated from backscattered radiances detected by the Ozone Monitoring Instrument (OMI) onboard the Aura satellite for the days of and leading up to P2 during the highest observed SO2 concentrations. The OMI sensor can only detect SO2 column concentrations, and so a comparison to SO2 surface concentrations measured at the site is not possible. However, Figure 9.8 suggests that a plume of SO2 did transport across the Pacific Ocean and may have contributed to the higher SO2 concentrations during NPF P2. The data presented are from the Level 2 Version 3 OMSO2G product [Krotkov et al., 2008; Krotkov et al., 2006], specifically for the lower troposphere (0-5 km). Values are reported in units of Dobson Units (DU). Missing data are the result of coverage gaps in the orbital path, pixels with optically thick clouds, “poor” quality data, as well as row anomalies resulting from an instrument error.
with the onboard charged coupled device. We also averaged the 0.125° x 0.125° data to a resolution of 0.5° x 0.5° for better visualization.

The SO₂ plume is traced from East Asia, across the Pacific Ocean, and eventually over the Western United States. Long-range transport of SO₂ is possible in clear skies absent of clouds. The e-folding lifetime of gas-phase oxidation of SO₂ to HSO₃ by the hydroxyl radical at a concentration of 5 x 10⁵ molecules/cm³ is about 26 days, which is sufficiently enough time for the long-range transport of SO₂ [Jacobson, 2005]. In the presence of clouds, however, the e-folding lifetime reduces to tens of minutes. The large high-pressure system between 170°E and 130°W moved eastward with the SO₂ plume, providing the clear skies and dry conditions needed to inhibit aqueous conversion of SO₂. The SO₂ plume followed the high pressure streamlines, moving northward near the Aleutian Islands, and then dipping southward over the California coast. Long-range transport of SO₂ over the Pacific has also been observed by aircraft, and has been linked to volcanic and anthropogenic sources in East Asia [Tu et al., 2004]. The fact that Tu et al. [2004] observed a dense SO₂ layer between 2000 and 4000 m justifies our choice of using the lower-troposphere OMI SO₂ model. In fact, when the mid-troposphere OMI SO₂ model was used (5000-10000 m), lower vertically-integrated SO₂ values were found, suggesting that SO₂ was primarily in the mid to lower troposphere between 2/26 and 3/09.
9.3. Figures

Figure 9.1 Particle mean diameters plotted from the event on 2/24. The fitted line is pictured and the slope of the equation for this line represents the estimated GR. The red circle highlights the discontinuity between the smallest and largest mean sizes.

Figure 9.2 SMPS size distribution of an NPF event (2/25 of the current study). The shading represents the number concentrations of particles for each size bin.
Figure 9.3 Representative mass spectra of the major UF-ATOFMS particle types present at Sugar Pine, which included: a) amine-OC, b) biomass, c) aged OC, d) ECOC, e) EC, and f) salt particle types.
Figure 9.4 UF-ATOFMS size distributions of amine-OC particle types from 100-600 nm during the NPF sub-periods. Values are given in number of amine-OC particle types per 10-nm size bin.
Figure 9.5 Digital color histograms from the NPF event on 2/24 from a) before the event at larger sizes (300-1000 nm), b) before the event at smaller sizes (100-300 nm), c) during the beginning of the event at all sizes (100 -1000 nm), and d) during the end of the event at all sizes.
Figure 9.6 The areas of \textit{m/z} 86 and \textit{m/z} -97 during each sub-period, which were averaged over the first NPF period.

Figure 9.7 Back trajectories calculated using FLEXPART for each day corresponding to an NPF event. Trajectories plotted by release height for 500, 1000, 2000, and 4000 m plotted by altitude and latitude and longitude over time are shown in a), b), c), d), e), and f) for 2/24, 2/25, 2/26, 2/27, 3/6, and 3/7, respectively. Simulation start times corresponded to when SO$_2$ started to increase before each NPF event: 10:00 (2/23), 19:00 (2/24), 19:00 (2/25), 1:00 (2/27), 19:00 (3/5), and 19:00 (3/6) in PST.
Figure 9.7 continued.
Figure 9.7 continued.
Figure 9.7 continued.
Figure 9.8 OMI images during the days of SO$_2$ transport including the day following P2, when SO$_2$ returned to background levels. The black circles illustrate the evolution of the long-range trans-Pacific SO$_2$ plume.
Figure 9.8 continued.
Figure 9.8 continued.
### 9.4. Tables

Table 9.1 Mean sizes used to estimate GRs. Variables in the linear regression equation are mean size (y) in nm and time (x) per 5-minute SMPS scan. Time to 100 nm (h) is calculated from the linear regression equation and multiplied by 12 to give time in hours.

<table>
<thead>
<tr>
<th>Period</th>
<th>Event</th>
<th>Date</th>
<th>Start Size (nm)</th>
<th>End Size (nm)</th>
<th>GR (nm/h)</th>
<th>Linear Regression Equation</th>
<th>Time to 100 nm (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1</td>
<td>2/24</td>
<td>41</td>
<td>65</td>
<td>4</td>
<td>y = 0.3248x + 41.494</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2/25</td>
<td>29</td>
<td>46</td>
<td>8</td>
<td>y = 0.6829x + 29.522</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2/26</td>
<td>55</td>
<td>70</td>
<td>3</td>
<td>y = 0.2578x + 54.825</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2/27</td>
<td>65</td>
<td>71</td>
<td>2</td>
<td>y = 0.1434x + 64.226</td>
<td>50</td>
</tr>
<tr>
<td>P2</td>
<td>5</td>
<td>3/6</td>
<td>50</td>
<td>66</td>
<td>8</td>
<td>y = 0.6467x + 52.285</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3/7</td>
<td>54</td>
<td>89</td>
<td>7</td>
<td>y = 0.5861x + 50.255</td>
<td>17</td>
</tr>
</tbody>
</table>
Table 9.2 Dates of P1 and P2 separated into before events, G1 (≤20 nm), G2 (20-25 nm), G3 (25-30 nm), G4 (≥30 nm at higher number concentrations), and end events (≥30 nm at lower number concentrations). The SMPS size distribution mean sizes (nm) and number concentrations (#/cm\(^3\)) are averaged over the course of these periods, shown with standard deviations. GRs are also given for each NPF period.

<table>
<thead>
<tr>
<th>Period</th>
<th>Dates</th>
<th>GR (nm/h)</th>
<th>Sub-period</th>
<th>Size Range (nm)</th>
<th>Mean (nm)</th>
<th># Conc. (#/cm(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>2/24-2/28</td>
<td>2-8</td>
<td>Before</td>
<td>All (11-600 nm)</td>
<td>73 ± 14</td>
<td>897 ± 480</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G1 ≤ 20 nm</td>
<td>56 ± 12</td>
<td>5359 ± 735</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G2 20-25 nm</td>
<td>60 ± 8</td>
<td>5179 ± 831</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G3 25-30 nm</td>
<td>67 ± 9</td>
<td>4607 ± 723</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G4 ≥ 30 nm (High)</td>
<td>65 ± 9</td>
<td>3251 ± 671</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>End ≥ 30 nm (Low)</td>
<td>63 ± 6</td>
<td>1668 ± 343</td>
</tr>
<tr>
<td>P2</td>
<td>3/6-3/8</td>
<td>7-8</td>
<td>Before</td>
<td>All (11-600 nm)</td>
<td>75 ± 2</td>
<td>846 ± 301</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G1 ≤ 20 nm</td>
<td>62 ± 0</td>
<td>3189 ± 573</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G2 20-25 nm</td>
<td>69 ± 4</td>
<td>3737 ± 442</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G3 25-30 nm</td>
<td>77 ± 9</td>
<td>3191 ± 474</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G4 ≥ 30 nm (High)</td>
<td>88 ± 19</td>
<td>2735 ± 524</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>End ≥ 30 nm (Low)</td>
<td>89 ± 15</td>
<td>1716 ± 261</td>
</tr>
</tbody>
</table>
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10. Appendix for Chapter 5

10.1. Supplemental Materials and Methods

Surface temperature measurements (2-minute resolution) at Sugar Pine Dam (SPD) were acquired from the NOAA Hydrometeorological Testbed Network (HMT-West) (http://hmt.noaa.gov/field_programs/hmt-west/2011/). The S-band profiling radar (S-PROF) provided vertical profiles of radar reflectivity and Doppler vertical velocity, with 60-m vertical resolution and 40 s temporal resolution, that were used to monitor the radar brightband melting level [White et al., 2000; White et al., 2003]. The total accumulation and percentage of snow/graupel/hail, brightband (BB) or cold rain, and non-brightband (NBB) or warm rain were estimated using the rainfall process-partitioning algorithm developed by White et al. [2003], which was applied to the S-PROF profiles. Analysis was performed on all half-hour periods when the rain rate exceeded ~1 mm/h. This is illustrated in Figure 10.1, which shows time-height cross sections of signal-to-noise-ratio (SNR) measured by the S-PROF radar at SPD. These sections include the times for all 11 of the aerosol sampling periods (Table 10.1). The results of White et al. [2003] precipitation process partitioning algorithm are also shown in Figure 10.1.

Eleven precipitation samples were collected during six storms from Jan 30—Mar 8, 2011. Collection times are provided in Table 10.1. Insoluble residues in the precipitation samples were resuspended and dried using a Collison nebulizer and two silica gel diffusion driers, then sampled using aerosol time-of-flight mass spectrometry (ATOFMS), which is described elsewhere [Gard et al., 1997b]. Particles between 0.2-3.0 μm were individually sized and chemically analyzed by the ATOFMS, providing dual polarity mass spectra for each particle. Particles were classified into different types based on combinations of characteristic ion peaks in both negative and positive spectra, however, only dust and biological particle types are presented. Representative mass spectra of dust and biological types are provided in Figure 10.2. Dust residues varied in mineralogy as shown in (A)-(D), but typically contained a combination of lithium (\(^6\)Li\(^+\)),
sodium ($^{23}\text{Na}^+$), magnesium ($^{24}\text{Mg}^+$), aluminum ($^{27}\text{Al}^+$), potassium ($^{39,41}\text{K}^+$), calcium ($^{40}\text{Ca}^+ , ^{56}\text{CaO}^+/^{57}\text{CaOH}^+$), titanium ($^{48}\text{Ti}^+, ^{64}\text{TiO}^+$), iron ($^{54,56}\text{Fe}^+$), and/or aluminosilicates ($^{70}\text{Al}_2\text{O}^+$) in the positive ion mass spectra. The negative ion mass spectra for the dust residues varied, but commonly contained ion peaks for aluminosilicates ($^{43}\text{AlO}^-, ^{59}\text{AlO}_2^-, ^{60}\text{SiO}_2^-, ^{76}\text{SiO}_3^-, ^{77}\text{HSiO}_3^-$) and biological markers ($^{26}\text{CN}^-, ^{42}\text{CNO}^-, ^{79}\text{PO}_3^-$). Residues containing combinations of these peaks are representative of soil dust and have been previously observed in ambient conditions using ATOFMS [Silva et al., 2000]. A unique type of calcium-rich dust particularly present in samples at SPD in 2011 was classified by ion peaks at $^{23}\text{Na}^+ , ^{24}\text{Mg}^+ , ^{39,41}\text{K}^+ , ^{40}\text{Ca}^+ , ^{56}\text{CaO}^+, ^{57}\text{CaOH}^+, ^{84}\text{Ca}_2^+ , ^{96}\text{Ca}_2\text{O}^+$, and $^{113}(\text{CaO})_2\text{H}^+$. Dust similar to the calcium-rich dust observed in the current study has previously been observed in sand samples by Silva et al. [2000]. Not all ion peaks discussed are labeled in Figure 10.2. The first biological residue type contained markers at $^{39,41}\text{K}^+, ^{26}\text{CN}^-, ^{42}\text{CNO}^-, ^{63}\text{PO}_2^-, ^{79}\text{PO}_3^-$, and $^{97}\text{H}_2\text{PO}_4^-$ shown in (E). The second type shown in (F) contained ion peaks of weaker intensity at $^{12}\text{C}^+, ^{23}\text{Na}^+, ^{27}\text{Al}^+/\text{C}_2\text{H}_3^+/\text{NCH}^+, ^{29}\text{C}_2\text{H}_4^+/\text{N}_2\text{H}^+, ^{37}\text{C}_3\text{H}^+, ^{38}\text{C}_3\text{H}_2^+, ^{39}\text{C}_3\text{H}_3^+/\text{K}^+, ^{40}\text{C}_3\text{H}_4^+/\text{Ca}^+, ^{41}\text{C}_3\text{H}_5^+/\text{K}^+, ^{43}\text{AlO}^+, ^{55}\text{C}_2\text{HNO}^+, ^{56}\text{Fe}^+/\text{CaO}^+$, and $^{57}\text{CaOH}^+$ in the positive ion mass spectra. Positive ion mass spectra from biological particles containing peak combinations similar to these were previously observed in cloud ice crystals [Pratt et al., 2009a]. The negative ion markers were similar to those of the first bio type mentioned with additional contribution from chloride ($^{35,37}\text{Cl}^-$) and carbohydrates ($^{45}\text{CHOO}^-, ^{59}\text{CH}_3\text{COO}^-, ^{71}\text{C}_3\text{H}_5\text{OO}^-, ^{73}\text{CH}_3\text{CH}_2\text{CHOO}^-$).

In situ aircraft measurements included chemical composition of aerosols as cloud residues, temperature, ice nuclei (IN) concentrations, and cloud droplet and ice crystal images. During the CalWater 2011 flight campaign, 25 flights (68.5 flight hours) were flown on the Department of Energy Gulfstream-1 aircraft based out of the McClellan Airfield in Sacramento, CA. Multiple flight tracks provided a large sampling area that spanned from the eastern Pacific Ocean into the Sierra Nevada. See Figure 10.3 for flight tracks of all 25 flights. The flight tracks for the Feb 16 and Feb 25 flights are shown in Figure 10.4 and Figure 10.5, respectively. The color of the flight tracks is time, with the size of the marker representing the altitude. On the right panel of Figure 10.4, the flight track shows the ascent in black and the descent in white. The ascent and descent were
made in similar geographical areas by backtracking over the initial flight track. Therefore, comparing the ascent and descent is valid because they are sampling the same cloud system in the same geographical area over time.

The aircraft data used in Chapter 5 were limited to times when particles were sampling using the Counterflow Virtual Impactor inlet (CVI Inlet Model 1204, BMI) to include only cloud particles with a variable cut-off size of 6–18 μm. The CVI works by using a counterflow of air to allow the passage of only cloud droplets and ice crystals that are of sufficient size to have enough inertia to overcome this counterflow and pass into a minor flow beyond the inlet plane [Ogren et al., 1985]. The cloud particles thus captured melt/evaporate, leaving residual particles that are sampled by the ATOFMS and the continuous flow diffusion chamber (CFDC). The Feb 16th flight was 3 hours 17 minutes and 30 seconds long with 1 hour 57 minutes and 36 seconds of the flight on the CVI inlet. The Feb 25th flight was 3 hours 34 minutes and 52 seconds long with 1 hour 56 minutes and 54 seconds on the CVI inlet. Sampling on the CVI comprised roughly 2/3 of the sampling time for each flight.

The aircraft (A)-ATOFMS is a compact version of the ATOFMS, packaged to fit on a double wide aircraft rack [Pratt et al., 2009d]. It uses a compact Z-shaped dual polarity mass spectrometer and optically decoupled detectors. An aerodynamic lens inlet focuses particles from 0.1-2.5 μm. These particles are then sized, chemically analyzed and the spectra are grouped, as described above. Representative spectra from the A-ATOFMS are shown in Figure 10.6. There were several dust types observed. One dust type had silicon (28Si+) in the positive spectra and silicates (60SiO2−, 88Si2O5−) in the negative spectra. Other dust types had sodium (23Na+), aluminum (27Al+), potassium (39,41K+), and iron (54,56Fe+) in the positive spectra with chlorine (35Cl−), silicates (60SiO2−, 76SiO3−), nitrate (62NO3−), nitrite (46NO2−) and sometimes phosphate (79PO4−) in the negative spectra, consistent with previous observations [Silva et al., 2000]. Biological particles generally had sodium (23Na+) and potassium (39,41K+) and were sometimes enriched in metals (24Mg+, 27Al+, 40Ca+, 56Fe+ or 52Cr+) or organic carbon and organic nitrogen (12C+, 27Al+/C3H3+/NCH+, 29N2H+, 77C6H5+, 91C7H7+) in the positive spectra with
biological markers ($^{26}$CN$^-$, $^{42}$CNO$^-$, $^{63}$PO$_2^-$, $^{79}$PO$_3^-$, and $^{97}$H$_2$PO$_4^-$) and sometimes nitrate ($^{62}$NO$_3^-$) and nitrite ($^{46}$NO$_2^-$) in the negative spectra [Fergenson et al., 2003; Pratt et al., 2009a; Russell, 2009]. Sea salt residues contained sodium ($^{23}$Na$^+$), sodium clusters ($^{81/83}$Na$_2$Cl$^+$, $^{93/95}$NaCl$_2^-$), chloride ($^{35/-37}$Cl$^-$), nitrite ($^{46}$NO$_2^-$), and nitrate ($^{62}$NO$_3^-$) [Gard et al., 1998; Gaston et al., 2011].

The static air temperature was measured onboard the Gulstream-1 using a Rosemount 102E. Cloud droplet and ice crystal images were collected with a 2D-S (2D-S Stereo Probe, SPEC, Inc.). 2D-S images were classified into 4 categories based on the amount and type of ice present. Representative images for each type are shown in Figure 10.7. Ice nuclei measurements were made from separate isokinetic and CVI inlets on the G-1 using the Colorado State University CFDC [DeMott et al., 2010; Rogers et al., 2001]. The sample aerosol (1.5 vlpm) is focused by particle-free sheath air (8.5 vlpm) in the annular space between two cylindrical, ice-coated walls in the processing section of the CFDC. Processing temperature and humidity at the aerosol lamina are defined by the inner and outer wall temperature difference. Processing temperature was set to be representative of conditions in sampled clouds. Processing relative humidity was typically set to 104-105% with respect to water to favor the contributions of ice nucleation mechanisms as occur in mixed phase cloud conditions (condensation and immersion freezing) [DeMott et al., 2010]. After ~5s in the growth section, the aerosols enter ice saturated conditions for ~3s to evaporate activated cloud droplets and allow detection of ice nuclei as particles larger than ~3 μm exiting the CFDC into an optical particle counter (OPC). An inertial impactor was used upstream of the CFDC to restrict assessment of ice nuclei to aerosols smaller than ~2.5 μm (aerodynamic diameter), and to ensure that large aerosol particles are not falsely counted as ice crystals. To improve sampling statistics for the low sample flow rates used, ice nuclei concentrations were calculated for integrated time periods for which uncertainties could be well defined based on Poisson sampling errors. The typical sample period was 3 to 10 minutes long. Sample periods were alternated with periods sampling particle free air in order to correct for any background frost production [DeMott et al., 2010].
An inertial impactor with a 50% cut-point aerodynamic diameter of 2.9 μm located immediately downstream of the CFDC OPC was used to capture ice crystals on Transmission Electron Microscope (TEM) grids, allowing for subsequent identification of the elemental composition of activated ice nuclei. IN were collected onto carbon-coated Formvar films supported by 200 mesh Cu TEM grids (Ted Pella Inc.). TEM analyses was performed by the RJLee Group, Inc. (Monroeville, PA) using a Hitachi HD-2300 dedicated 200 kV scanning transmission electron microscope (STEM). The analysis was conducted primarily in the bright field transmission electron mode at magnifications up to 450,000x. Compositional information was obtained through collection of characteristic X-rays using a Thermo Scientific Si(Li) energy dispersive X-ray spectroscopy (EDS) system. On the order of 50 particles were examined per sample and micrographs of each particle were recorded to illustrate morphological characteristics. An energy dispersive spectrum was also acquired for each particle and in some cases for separate features within particles. Background spectra acquired from particle-free areas indicate the presence of carbon and oxygen (from the support film), copper (from the TEM grid), and silicon (from an unknown source within the TEM). Therefore identification of these elements in particles can be less certain in some cases; however, Si (e.g., from minerals) and C were distinguished on the basis of significantly higher EDS counts compared to background spectra. Particle categories were defined from the elemental spectra. For this study, categories were selected for alignment with those defined for single particle mass spectral categorization and include mineral dusts, dust/salt/biological, biological, and carbonaceous particles with likely sources from biomass burning and other organic materials. Dusts were defined as particles of irregular morphology containing oxidized Ca-Mg-Fe-Al silicates, sometimes with S and Cl. No attempt was made to distinguish industrial from natural dusts, so metal oxides also went into this category. Nevertheless, desert dust-like particles predominated in the sample. The dust/salt/biological particles contained more carbonaceous material and salts than the pure minerals. Biological particles were typed based on a smooth morphology, excess of C, the presence of non-oxidized Si, and a relative deficiency of Al or other metals, when present, compared to dust particles. Carbonaceous particles showed few spectral
signatures aside from C, but appeared as solid carbon components within an apparent organic C matrix.

Air mass back trajectories (10-day) were calculated using HYSPLIT 4 [Draxler and Rolph, 2011b] ending at the average cloud top heights ($Z_{\text{tops}}$) from the geostationary GOES-11 during precipitation sample collection time periods above SPD. To attain the most accuracy in estimating the transport paths during each sample, $Z_{\text{tops}}$ ranging from 1-10 km ASL were averaged every 3 hours and used as the ending altitudes for the back trajectory analysis, resulting in 122 total trajectories for the six storms. Back trajectories were calculated ending at 0000, 0300, 0600, 0900, 1200, 1500, 1800, and 2100 each day a precipitation sample was collected and ended at the averaged $Z_{\text{top}}$. The averaged $Z_{\text{tops}}$ also typically corresponded to precipitation time periods during the storms. The GOES-11 satellite is centered over the Pacific Ocean and the Americas. Data from Jan 30–Mar 8, 2011 were retrieved for the CalWater field campaign. The five channels on the GOES-11 imager include a visible channel (0.65 µm), which was calibrated to the Aqua MODIS 0.64-µm channel following the methods of Minnis et al. [Minnis et al., 2011], as well as four infrared channels, including a central wavelength at 3.9 µm used to discriminate water from ice clouds. The 10-km pixel GOES-11 data were analyzed over SPD using the methods described by Minnis et al. [Minnis et al., 2011].

Data from the Navy Aerosol Analysis and Prediction System (NAAPS) provided by the Naval Research Laboratory (NRL) were acquired from the NRL website (http://www.nrlmry.navy.mil/aerosol/). NAAPS is a transport model driven by wind fields and described in detail on the NRL website. The NAAPS global aerosol model uses meteorological fields from the Navy Operational Global Atmospheric Prediction System (NOGAPS) [Hogan and Brody, 1993; Hogan and Rosmond, 1991] and land use types from the United States Geological Survey (USGS) Land Cover Characteristics Database to predict the spatial distribution and relative amount of dust in the atmosphere. Dust emission occurs whenever the friction velocity exceeds a threshold value, snow depth is less than a critical value, and the surface moisture is less than a critical value. The model is validated daily with satellite data from MODIS and the National Environmental
Satellite, Data, and Information Service (NESDIS) of NOAA. Archived global data were used in Figure 5.3 of Chapter 5 from the global NAAPS plot generator and included simulations from Feb 6-16 (A) and Feb 15-25 (B). Time-height sections used to calculate dust plume altitudes were also acquired from the NRL website using NAAPS. These plots provide unitless dust concentrations at specific AERONET (Aerosol Robotic Network) sites. Site used for this study are location within the dust regions shown in Figure 5.2 (C) of Chapter 5 and include Sedeboker (30°N, 34°E), Solar Village (24°N, 46°E), Yinchuan (38°N, 106°E), and Beijing (39°N, 116°E) (see Figure 10.8). There were no sites directly in the Taklimakan dust region; therefore the closest site to the east was chosen (Yinchuan). Figure 10.9 shows examples of images used to determine the dust plume heights. These data were used during each time a trajectory passed through each of the dust regions. Figure 10.10 shows each point in time when a trajectory passed through a dust region in addition to mean altitude of that trajectory point and maximum heights of the dust plumes acquired from the NAAPS time-height sections. Each data point in Figure 10.10 was used for the average, minimum, and maximum values in Figure 5.2 (C) of Chapter 5.

The Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) satellite was used to determine the presence of dust and ice clouds over arid regions where air mass back trajectories travelled, including North Africa, the Middle East (specifically Saudi Arabia, Oman, Iran, Iraq, and Afghanistan), the Taklimakan (West China), and East Asia (specifically Northeast China and Mongolia). CALIPSO flies at 705 km in the A-train satellite constellation and measures total attenuated backscatter at 532 nm and 1064 nm, and the depolarization at 532 nm through its Lidar, CALIOP (Cloud-Aerosol Lidar with Orthogonal Polarization), with a 60-m vertical resolution [Winker et al., 2010]. CALIPSO determined the coverage, water/ice content, and altitude of clouds in addition to the type of aerosol, including clean marine, dust, polluted continental, clean continental, polluted dust, and smoke. The CALIPSO images that correspond to the markers in Figure 5.3 are shown in Figure 10.11.

10.2. Supplemental Results and Discussion
The flights on Feb 16th and 25th both corresponded to conditions a few hours after the passage of a cold front. Just 4-8 hours prior to each of these flights, the experimental meteorological observations showed that a Sierra Barrier Jet (SBJ, terrain parallel blocked flow) was present in the lowest 2000 m, MSL, and a weak AR was present above that. In both cases the AR and SBJ had ended several hours prior to the flight, and winds were westerly. In short, conditions were postfrontal with weak upslope forcing.

The chemical markers of the dust and biological cloud residues on Feb 16th and Feb 25th were distinct. On Feb 16th, a high fraction of the residues contained ion markers at \(^{23}\text{Na}^+\), \(^{27}\text{Al}^+\), \(^{28}\text{Si}^+\), and/or \(^{60}\text{SiO}_2^-\) and were strongly absorbing of the UV laser (e.g., Figure 10.6 (A) and (B)). However, on Feb 25th, a high fraction of the dust residues contained intense ion markers for phosphate (\(^{79}\text{PO}_3^-\)) (e.g., Figure 10.6 (D) and (F)) and no ion markers for aluminosilicates. These results suggest the Feb 16th residues were more “dust-like” whereas Feb 25th was influenced more by biological residues. In addition, precipitation residues during these days support observations from the flights. On Feb 16th precipitation residues were similar to those shown in Figure 10.2 (A)-(D), while on Feb 25th precipitation residues resembled those shown in Figure 10.2 (E) and (F). Thus, this supports the trajectory analysis that shows the clouds were affected by different source regions.

Aircraft data, including cloud residues, IN concentrations, 2D-S classifications, and temperature, for the flight on Feb 16th are presented in Chapter 5. The dominance of dust and biological cloud residues during this flight was confirmed using TEM analysis of IN activated in the CFDC. Figure 10.12 shows images and spectra from TEM analysis for a dust IN residue ((A) and (B)) and a biological residue ((C) and (D)). Overall, 43 residues were analyzed from the IN TEM grids during the flight on Feb 16th. Dust residues represented 53% of the total, while a mix of dust, biological, and salt represented 26%. What were thought to be purely biological residues represented 9% and the remaining 12% was carbonaceous, likely from biomass burning or other organic sources. Thus, the residues that served as IN were predominantly dust and/or biological as observed by the A-ATOFMS.
Measurements from Feb 25th are also discussed in the Chapter 5, but Figure 10.13 provides more details on cloud residues and the presence of ice. Similar to Feb 16th (Figure 5.4), Figure 10.13 shows the number of dust and biological residues ("Dust+Bio") in brown bars, relative to the total number of residues in white. Sea salt was not present during the flight on Feb 25th unlike Feb 16th. The orange markers show air temperature and the black markers indicate IN concentrations measured in the immersion-freezing regime above water saturation from cloud residues with the CFDC, colored by CDFC temperature [Rogers et al., 2001]. The grey bars show ice classifications defined by viewing 2D-S imagery. The afternoon flight on Feb 25th shows an ample amount of Dust+Bio was present. Lower level clouds were not pristine on this day, as they were on Feb 16th, because dust and biological cloud resides introduced into the seeder clouds had already fallen down into the feeder clouds. As a result, dust was present at all levels during this afternoon flight and ice was present throughout both the ascent and descent.
10.3. Figures

Figure 10.1 Time-height cross sections (with time reversed per meteorological convention) of S-PROF radar-observed vertical profiles of precipitation above Sugar Pine Dam (SPD). The parameter shown is the signal-to-noise ratio (SNR), essentially the strength of the radar pulse scattered back to the radar as it propagated up through the atmosphere. Most of these radar “echoes” come from precipitation particles, but some are from cloud particles. Blue represents background noise where no echo was detected. The time period for each of the co-located precipitation samples used to diagnose aerosol residues using ATOFMS is shown, along with the raingage-observed precipitation accumulation during each sample period. Color-filled squares are shown when the precipitation process partitioning algorithm identified a type of precipitation. A key feature that distinguishes the precipitation type is the presence of a radar bright band, which occurs at an altitude range where snow falls and melts. It is evidenced by a band of bright (strong) echo that is nearly horizontal in the type of plot shown in this figure. Horizontal dashed lines mark the upper and lower edges of the lowest radar beams from the two nearest NEXRAD scanning radars.
Figure 10.2 Representative mass spectra for ATOFMS precipitation residues. Examples include dust (A)-(D) and biological residues (E) and (F). Positive and negative ion intensities vary by type.
Figure 10.3 Map showing the flight tracks for all 25 CalWater flights. McClellan Airfield is labeled in red.

Figure 10.4 Feb 16th flight track colored by time on the left and by ascent or descent on the right. The size of the markers in the left panel represents altitude (m, MSL).
Figure 10.5 The Feb 25th flight track colored by time with altitude (m, MSL) shown by the size of the markers.
Figure 10.6 Representative mass spectra for A-ATOFMS cloud residues. Examples include dust (A)-(C), biological residues (D)-(F), and sea salt (G). Positive and negative ion intensities vary by type.
Figure 10.7 Representative 2D-S images including the classifications for 0-4.

Figure 10.8 Example NAAPS time-height cross sections for (A) Sedeboke, (B) Solar Village, (C) Yinchuan, and (D) Beijing.
Figure 10.9 Example NAAPS time-height cross sections for (A) Sedeboker, (B) Solar Village, (C) Yinchuan, and (D) Beijing.
Figure 10.10 NAAPS time-height cross section data used to determine the maximum height of dust plumes at sites in each of the dust regions. The times of the dust plume heights correspond to times when trajectories passed through the dust regions. Also shown are the altitudes of these trajectories endpoints.
Figure 10.11 CALIPSO images that correspond to the numbered markers in Figure 5.3 of Chapter 5. Latitude and longitude correspond to highlighted portion of satellite path in the map insets. N/A and panels 1-3 correspond to the trajectory ending on Feb 16th while panels 4-6 correspond to the trajectory ending on Feb 25th above SPD.
Figure 10.11 continued.
Figure 10.11 continued.
Figure 10.12 TEM analysis of collected ice nuclei categorized as dust and biological. Includes: (A) image of dust IN, (B) spectrum for the dust IN shown in (A), (C) image of a biological IN, and (D) spectrum for the biological IN shown in (C).
Figure 10.13 Vertical profiles of Dust+bio cloud residues, the total number of residues, and temperature for the flight on Feb 25th, 2011 (20:57 – 00:36 UTC). Also shown are cloud particle residual IN concentrations as asterisks with the color representing the temperature at which the measurement was taken and the 2D-S classifications, with 0 = no images/out-of-cloud, 1 = droplets with no ice, 2 = isolated ice crystals, 3 = mixed, and 4 = rimed ice.
10.4. Tables

Table 10.1 Statistics for precipitation sample collection during winter storms in 2011 at SPD. Includes start and end dates and times for sample collection and number of residues that were chemically analyzed. Storms are also labeled for corresponding samples.

<table>
<thead>
<tr>
<th>Storm</th>
<th>Sample</th>
<th>Start Date (UTC)</th>
<th>End Date (UTC)</th>
<th>Number of Residues Analyzed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S1</td>
<td>1/30/11 02:53</td>
<td>1/30/11 20:00</td>
<td>130</td>
</tr>
<tr>
<td>2</td>
<td>S2</td>
<td>2/14/11 18:40</td>
<td>2/15/11 17:00</td>
<td>360</td>
</tr>
<tr>
<td>2</td>
<td>S3</td>
<td>2/15/11 17:05</td>
<td>2/16/11 18:00</td>
<td>266</td>
</tr>
<tr>
<td>3</td>
<td>S4</td>
<td>2/16/11 19:45</td>
<td>2/17/11 17:30</td>
<td>233</td>
</tr>
<tr>
<td>3</td>
<td>S5</td>
<td>2/17/11 17:30</td>
<td>2/18/11 18:40</td>
<td>208</td>
</tr>
<tr>
<td>3</td>
<td>S6</td>
<td>2/18/11 19:15</td>
<td>2/19/11 18:40</td>
<td>163</td>
</tr>
<tr>
<td>4</td>
<td>S7</td>
<td>2/24/11 20:30</td>
<td>2/26/11 21:00</td>
<td>94</td>
</tr>
<tr>
<td>5</td>
<td>S8</td>
<td>3/1/11 23:00</td>
<td>3/2/11 23:00</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>S9</td>
<td>3/2/11 23:00</td>
<td>3/3/11 19:00</td>
<td>398</td>
</tr>
<tr>
<td>6</td>
<td>S10</td>
<td>3/5/11 21:00</td>
<td>3/6/11 18:15</td>
<td>351</td>
</tr>
<tr>
<td>6</td>
<td>S11</td>
<td>3/6/11 18:15</td>
<td>3/7/11 18:00</td>
<td>204</td>
</tr>
</tbody>
</table>
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