Diagnostics for Linear Models With Functional Responses

Qing Shen
Edmunds.com Inc.
2401 Colorado Ave., Suite 250
Santa Monica, CA 90404
(shenqing26@hotmail.com)

Hongquan Xu
Department of Statistics
University of California
Los Angeles, CA 90095-1554
(hqxu@stat.ucla.edu)

(September 6, 2005)

Linear models where the response is a function and the predictors are vectors are useful in analyzing data from designed experiments and other situations with functional observations. Residual analysis and diagnostics are considered for such models. Studentized residuals are defined and their properties are studied. Chi-square quantile-quantile plots are proposed to check the assumption of Gaussian error process and outliers. Jackknife residuals and an associated test are proposed to detect outliers. Cook’s distance is defined to detect influential cases. The methodology is illustrated by an example from a robust design study.
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1 INTRODUCTION

Functional data analysis becomes increasingly popular as modern technology enables relatively easy access to data collected continuously over a period of time. Because only a finite number of observations are recorded, one may apply traditional multivariate analysis or longitudinal data analysis strategies. However, it is often more natural and convenient to think of, model and analyze the observed functional data as single elements, rather than merely a sequence of individual (repeated) observations as pointed out by Ramsay and Dalzell (1991). Ramsay and Silverman (1997) provided introductions to various issues on functional data analysis; Ramsay and Silverman (2002) provided applications in criminology, meteorology, medicine, and many other fields.

Linear models are useful in describing and predicting responses by a set of predictors. In a functional linear model, either the response or the predictors or both could be functions. In this paper we assume that \( Y(t) = X\beta(t) + \epsilon(t) \) where the responses are functions and the predictors are scalar vectors. Such linear models, including functional analysis of variance as a special case, have been studied by many authors; see, for example, Ramsay and Silverman (1997), Faraway (1997),

Outliers and influential cases can be frequently found not only in observational studies but also in designed experiments. Including them in the analysis often leads to misleading conclusions. However, diagnostics has been largely ignored for functional linear models in the literature, most possibly due to lack of proper tools. Since no formal procedures are available, the current practice in functional regression analysis is to skip diagnostics completely or to detect outliers visually; for example, Faraway (1997) and Shen and Faraway (2004) removed an obvious outlier from their data. The purpose of this paper is to formally define diagnostic statistics for functional linear regression models with fixed covariates and to provide simple computational methods, which makes it possible to automate the diagnostic checking procedure.

In Section 2, we briefly review functional linear models and a functional F test proposed by Shen and Faraway (2004). In Section 3, we define studentized residuals for residual analysis and propose chi-square quantile-quantile (Q-Q) plots to check the assumption of Gaussian error process and outliers. We then define jackknife residuals and develop a formal test to detect outliers. We also define Cook’s distance to detect influential cases. Formulas for easy computation of jackknife residuals and Cook’s distance are given. The methodology is illustrated by an example from a robust design study in Section 4. Conclusion is given in Section 5.

2 FUNCTIONAL LINEAR MODELS

Suppose we have functional response data $y_i(t), \ i = 1, \ldots, n, \ t \in [a, b]$. We are interested in building a regression model to relate this response to a vector of predictors $x_i = (x_{i1}, \ldots, x_{ip})^T$. The model
takes the familiar form
\[ y_i(t) = x_i^T \beta(t) + \epsilon_i(t), \quad (1) \]
where \( \beta(t) = (\beta_1(t), \ldots, \beta_p(t))^T \) are unknown parameter functions, and \( \epsilon_i(t) \) is a Gaussian stochastic process with mean zero and a covariance function \( \gamma(s, t) \). We assume \( \epsilon_i(t) \) and \( \epsilon_j(t) \) are independent for \( i \neq j \).

The unknown functions \( \beta(t) \) can be estimated by minimizing \( \sum_{i=1}^{n} \| y_i - x_i^T \beta \|^2 \), where \( \| f \| = (\int f(t)^2 dt)^{1/2} \) is the \( L_2 \) norm of function \( f = f(t) \). This minimization leads to the least squares estimates \( \hat{\beta}(t) = (X^TX)^{-1}X^TY(t) \), where \( X = (x_1, \ldots, x_n)^T \) is the usual \( n \times p \) model matrix while \( Y(t) = (y_1(t), \ldots, y_n(t))^T \) is a vector of responses. The predicted (or fitted) responses are \( \hat{y}_i(t) = x_i^T \hat{\beta}(t) \) and the residuals are \( \hat{\epsilon}_i(t) = y_i(t) - \hat{y}_i(t) \). The residual sum of squares is \( \text{rss} = \sum_{i=1}^{n} \| \hat{\epsilon}_i \|^2 = \sum_{i=1}^{n} \int \hat{\epsilon}_i(t)^2 dt \).

An important inference problem is to compare two nested linear models, \( \omega \) and \( \Omega \), where \( \text{dim}(\omega) = q \), \( \text{dim}(\Omega) = p \), and model \( \omega \) results from a linear restriction on the parameters of model \( \Omega \). Ramsay and Silverman (1997) suggested a naive approach by examining the point-wise \( t \) statistics on each time point for testing \( \beta(t) \). This carries a serious problem with multiple-comparison and if Bonferroni corrections were applied to the significance level, power would be significantly compromised because the responses are often highly correlated within each unit. As pointed out by Faraway (1997), traditional multivariate test statistics are inappropriate due to the influence of unimportant variation directions.

To overcome these issues, Shen and Faraway (2004) proposed a functional F test. Define
\[ F = \frac{(\text{rss}_\omega - \text{rss}_\Omega)/(p-q)}{\text{rss}_\Omega/(n-p)}, \quad (2) \]
where \( \text{rss}_\omega \) and \( \text{rss}_\Omega \) are residual sum of squares under models \( \omega \) and \( \Omega \), respectively. When the null model is true, this functional F statistic is distributed like a ratio of two linear combinations of infinite independent \( \chi^2 \) random variables, that is, \( (\sum_{k=1}^{\infty} \lambda_k \chi^2_{p-q}/(p-q))/(\sum_{k=1}^{\infty} \lambda_k \chi^2_{n-p}/(n-p)) \), where \( \lambda_1 \geq \lambda_2 \geq \ldots \geq 0 \) are eigenvalues of the covariance function \( \gamma(s, t) \) and all the \( \chi^2 \) random variables are independent of each other. The exact distribution is too complicated for practical use. Shen and Faraway (2004) suggested to use the Satterthwaite (1941, 1946) approximation and showed that it can be effectively approximated by an ordinary F distribution with degrees of freedoms \( df_1 = \lambda(p-q) \) and \( df_2 = \lambda(n-p) \), where
\[ \lambda = \frac{\sum_{k=1}^{\infty} \lambda_k^2}{\sum_{k=1}^{\infty} \lambda_k^2} \quad (3) \]
is called the *degrees-of-freedom-adjustment-factor* by Shen and Faraway (2004).

Model selection is an important issue in regression analysis. Stepwise model selection requires an easy way of calibrating the p-value of a predictor in the full model, i.e., to test $\beta_j(t) = 0$. This can be done by fitting a reduced model without the $j$th covariate and using the functional $F$ test statistic

$$F_j = \frac{\text{rss}_j - \text{rss}}{\text{rss}/(n-p)},$$

where $\text{rss}_j$ is the residual sum of squares under $\beta_j(t) = 0$. Shen and Faraway (2004) showed that it is indeed unnecessary to fit the reduced model, because $F_j$ can be derived from quantities obtained directly from the fitting of the full model, i.e.,

$$F_j = \frac{\|\hat{\beta}_j\|^2}{(\text{rss}/(n-p))(X^T X)_{jj}^{-1}} = \frac{\int \hat{\beta}_j^2(t) dt}{(\text{rss}/(n-p))(X^T X)_{jj}^{-1}},$$

(4)

where $(X^T X)_{jj}^{-1}$ is the $j$th diagonal element of $(X^T X)^{-1}$, $\hat{\beta}_j(t)$ is the estimate of $\beta_j(t)$, and $\text{rss}$ is the residual sum of squares under the full model. The null distribution of the functional F statistic $F_j$ can be approximated by an ordinary F distribution with degrees of freedom $df_1 = \lambda$ and $df_2 = \lambda(n-p)$, where $\lambda$ is the degrees-of-freedom-adjustment-factor defined in (3).

In practice, we do not observe $y_i(t)$ for all $t$, but only $y_i(t_{ij})$. It is desirable to collect data at fixed time points $t_1, \ldots, t_m$ for easy interpretation and estimation. This happens in many designed experiments or studies. It is possible that the $t_{ij}$ are different for different $i$. In such a case, smoothing techniques can be used to get fixed time points; see Faraway (1997). Here we simply assume that the responses are observed on evenly spaced fixed time points $t_1, \ldots, t_m$. Then, (1) becomes

$$y_i(t_j) = x_i^T \beta(t_j) + \epsilon(t_j),$$

for $i = 1, \ldots, n, j = 1, \ldots, m,$

and we can do point-wise estimation and regression. We shall replace the integration with summation, compute $\|\hat{\epsilon}_i\|^2 = \sum_{k=1}^m \hat{\epsilon}_i(t_k)^2/m$ and $\|\hat{\beta}_j\|^2 = \sum_{k=1}^m \hat{\beta}_j(t_k)^2/m$. We can estimate the covariance function $\gamma(s, t)$ by the empirical covariance matrix $\hat{\Sigma} = (\sum_{i=1}^n \hat{\epsilon}_i(t_j)\hat{\epsilon}_i(t_k)/n)_{m \times m}$ and estimate the degrees-of-freedom-adjustment-factor by

$$\hat{\lambda} = \text{trace}(\hat{\Sigma})^2/\text{trace}(\hat{\Sigma}^2).$$

(5)

A large sample size (say $n \geq 30$) is desired for a good estimation of $\lambda$. 
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3 DIAGNOSTICS

Diagnostics is as important for functional regression as for scalar regression. We shall use residuals to check various assumptions and to identify potential outliers and influential cases.

A straightforward approach is to perform point-wise diagnostics. Point-wise residual plots and normal Q-Q plots are useful to detect certain violations of assumptions and outliers. However, this approach ignores the fact that the residuals are correlated over time $t$. In the spirit of the functional F test, we shall develop diagnostic procedures for functional regression that view each curve as a point in a functional space.

3.1 Studentized Residuals

Let $H = X(X^T X)^{-1}X^T$ be the hat matrix. The leverage $h_{ii}$ for the $i$th case is the $i$th diagonal element of $H$. For fixed $t$, the standard results in scalar regression show that $\text{var}(\hat{\epsilon}_i(t)) = (1 - h_{ii})\gamma(t, t)$. Therefore,

$$E(\|\hat{\epsilon}_i\|^2) = E \int \hat{\epsilon}_i(t)^2 dt = \int E(\hat{\epsilon}_i(t)^2) dt = (1 - h_{ii}) \int \gamma(t, t) dt = (1 - h_{ii})\Delta^2.$$ 

where $\Delta^2 = \int \gamma(t, t) dt$ is the total variance of the error process. Because $\sum_{i=1}^n (1 - h_{ii}) = n - p$, $\hat{\Delta}^2 = rss/(n - p)$ is an unbiased estimate of $\Delta^2$. So we formally define (internally) studentized residuals as

$$S_i = \frac{\|\hat{\epsilon}_i\|}{\sqrt{1 - h_{ii}\Delta}} = \frac{\sqrt{\int \hat{\epsilon}_i^2(t) dt}}{\sqrt{1 - h_{ii} \text{rss}/(n - p)}}. \tag{6}$$

The studentized residuals can be used in a similar way as in scalar regression. For example, we can make a residual versus fitted plot by plotting $S_i$ against $\|\hat{y}_i\|$. Such a plot can be used to check the assumption of equal total variance and to detect potential outliers. As in scalar regression, if the residuals follow the same error process, $S_i$ and $\|\hat{y}_i\|$ are uncorrelated; therefore, we expect to see no relationship between $S_i$ and $\|\hat{y}_i\|$.

To check the assumption of Gaussian process, we shall study the distribution of the residuals. We have this important result, which can be proved similarly as Theorem 1 of Shen and Faraway (2004).

**Theorem 1.** If the error process is Gaussian, $\|\hat{\epsilon}_i\|^2$ is distributed like a linear combination of infinite independent chi-square random variables with 1 degree of freedom, that is,

$$\|\hat{\epsilon}_i\|^2 \sim (1 - h_{ii}) \sum_{k=1}^\infty \lambda_k \chi^2_1,$$
where \( \lambda_k \) are eigenvalues of the covariance function \( \gamma(s, t) \) and all the \( \chi^2 \) random variables are independent of each other.

The above result indicates that \( \| \hat{\varepsilon}_i \|^2/(1 - h_{ii}) \) are identically distributed. Using the Satterthwaite approximation, \( \| \hat{\varepsilon}_i \|^2/(1 - h_{ii}) \) are approximately distributed as \( c \chi^2_2 \), where \( c \) is a constant and \( \lambda \) is the adjustment factor defined in (3). Therefore, to check whether the errors are Gaussian, we shall estimate \( \lambda \) by (5) and make a chi-square Q-Q plot by plotting \( S^2_i \) against quantiles of a \( \chi^2 \) distribution with \( \hat{\lambda} \) degrees of freedom. If the model is correct and the Gaussian assumption holds, the points should be close to a straight line.

### 3.2 Outliers and Jackknife Residuals

As in the context of scalar regression, we define jackknife residuals for functional regression to detect outliers.

Suppose that the \( i \)th case is a suspected outlier. We shall delete the \( i \)th case from the data and use the remaining \( n - 1 \) cases to fit the linear model. Let \( \hat{\beta}_{(i)}(t) \) be the estimate of \( \beta(t) \) and \( rss_{(i)} \) be the residual sum of squares, computed without the \( i \)th case. Let \( X_{(i)} \) and \( Y_{(i)}(t) \) be the \( X \) matrix and the \( Y(t) \) vector with the \( i \)th row deleted. Then, \( \hat{\beta}_{(i)}(t) = (X_{(i)}^T X_{(i)})^{-1} X_{(i)}^T Y_{(i)}(t) \).

For the deleted case, compute the fitted curve \( \tilde{y}_i(t) = X_i^T \hat{\beta}_{(i)}(t) \). Since the \( i \)th case is not used in estimation, \( y_i(t) \) and \( \tilde{y}_i(t) \) are independent for fixed \( t \). The variance of \( y_i(t) - \tilde{y}_i(t) \) is

\[
\text{var}(y_i(t) - \tilde{y}_i(t)) = \gamma(t, t) + \gamma(t, t)x_i^T (X_{(i)}^T X_{(i)})^{-1}x_i.
\]

If the \( i \)th case is not an outlier, \( E(y_i(t) - \tilde{y}_i(t)) = 0 \). Then,

\[
E\|y_i - \tilde{y}_i\|^2 = E \int (y_i(t) - \tilde{y}_i(t))^2 dt = \int E(y_i(t) - \tilde{y}_i(t))^2 dt = (1 + x_i^T (X_{(i)}^T X_{(i)})^{-1}x_i) \int \gamma(t, t) dt.
\]

We estimate \( \Delta^2 = \int \gamma(t, t) dt \) by \( \hat{\Delta}^2_{(i)} = rss_{(i)}/(n - p - 1) \). So we define jackknife (or externally studentized) residuals as

\[
J_i = \frac{\|y_i - \tilde{y}_i\|}{\sqrt{1 + x_i^T (X_{(i)}^T X_{(i)})^{-1}x_i \hat{\Delta}_{(i)}}} = \frac{\sqrt{\int (y_i(t) - \tilde{y}_i(t))^2 dt}}{\sqrt{1 + x_i^T (X_{(i)}^T X_{(i)})^{-1}x_i \sqrt{rss_{(i)}/(n - p - 1)}}}.
\]  

To derive the distribution of \( J_i \), we shall take an alternative approach and consider the so-called mean shift outlier model. Suppose that the \( i \)th case is a candidate for an outlier. Assume that the model for all other cases is

\[
y_j(t) = x_j^T \beta(t) + \varepsilon_j(t), \quad j \neq i,
\]
but for case $i$, the model is

$$y_i(t) = x_i^T \beta(t) + \delta(t) + \epsilon_i(t).$$

Then testing whether the $i$th case is an outlier is equivalent to testing $\delta(t) = 0$. We can create a new predictor variable, say $u$, with $u_i = 1$ and $u_j = 0$ for $j \neq i$. By (4), the functional F test for $\delta(t) = 0$ is

$$F_i = \frac{||\hat{\delta}||^2}{(r \bar{ss} / (n - p - 1)) (\tilde{X}^T \tilde{X})_{ii}^{-1}},$$

where $\hat{\delta}(t)$ is the estimate of $\delta(t)$, $r \bar{ss}$ is the residual sum of squares, and $\tilde{X}$ is the model matrix under the mean shift outlier model. It follows from scalar regression that $\hat{\delta}(t) = y_i(t) - \bar{y}_i(t)$, $r \bar{ss} = rss(i)$ and $(\tilde{X}^T \tilde{X})_{ii}^{-1} = (1 - h_{ii})^{-1}$; see, for example, Sen and Srivastava (1990, p. 174–175).

It is known in scalar regression (see Weisberg 1985 p. 293) that

$$1 + x_i^T (X^T_{(i)} X_{(i)})^{-1} x_i = (1 - h_{ii})^{-1}.$$  

Comparing (7) and (8) yields $F_i = J_i^2$. When $\delta(t) = 0$, the statistic $F_i$ defined in (8) has a functional F distribution according to Shen and Faraway (2004). The next theorem summarizes the results.

**Theorem 2.** If the $i$th case is not an outlier, $J_i^2$ is distributed like a ratio of two linear combinations of infinite independent chi-square random variables, that is,

$$J_i^2 \sim \frac{\sum_{k=1}^{\infty} \lambda_k \chi^2_k}{\sum_{k=1}^{\infty} \lambda_k \chi^2_{n-p-1}(n-p-1)},$$

where $\lambda_k$ are eigenvalues of the covariance function $\gamma(s,t)$ and all the $\chi^2$ random variables are independent of each other.

In practice, we use the Satterthwaite approximation and approximate this functional F distribution by an ordinary F distribution with degrees of freedom $df_1 = \lambda$ and $df_2 = \lambda(n - p - 1)$, where $\lambda$ is the adjustment factor defined in (3). We can estimate $\lambda$ by (5) and do an F test to formally detect outliers. Since the test is usually done after looking at the results, adjustment of the significance level such as Bonferroni method should be applied.

Furthermore, to avoid fitting the regression model with a case deleted for $n$ times, as in scalar regression, jackknife residuals can be computed directly from studentized residuals and leverages as follows:

$$J_i = S_i \sqrt{\frac{n-p-1}{n-p-S_i^2}}.$$  

The proof is given in the Appendix.
3.3 Influential Cases and Cook’s Distance

Cook’s distance is useful for identifying influential cases in scalar regression. Here we extend the definition to functional regression.

To determine whether the $i$th case is influential, we can measure the influence by comparing $\hat{\beta}(t)$ to $\hat{\beta}_{(i)}(t)$, the estimates of $\beta(t)$ with and without the $i$th case. Formally, define Cook’s distance as

$$D_i = \int \frac{((\hat{\beta}_{(i)}(t) - \hat{\beta}(t))^T(X^T X)(\hat{\beta}_{(i)}(t) - \hat{\beta}(t))dt}{p \cdot rss/(n - p)}. \quad (11)$$

Alternatively, if we define $\hat{Y}(t) = X\hat{\beta}(t)$ and $\hat{Y}_{(i)}(t) = X\hat{\beta}_{(i)}(t)$, then (11) can be rewritten as

$$D_i = \int \frac{((\hat{Y}_{(i)}(t) - \hat{Y}(t))^T(\hat{Y}_{(i)}(t) - \hat{Y}(t))dt}{p \cdot rss/(n - p)}, \quad (12)$$

which measures the distance between $\hat{Y}(t)$ and $\hat{Y}_{(i)}(t)$, the fitted responses with and without the $i$th case. Cases for which $D_i$ is large have substantial influence on $\hat{\beta}(t)$ and on fitted responses, and the deletion of them may result in important changes in conclusions. As in scalar regression, it can be shown (see Appendix) that Cook’s distance can be computed directly from the studentized residual and leverage as follows:

$$D_i = \frac{1}{p} \frac{h_{ii} S_i^2}{1 - h_{ii}}. \quad (13)$$

This formula shall save us great amount of computation time since there is no need to fit $n$ models, each with a case deleted. By (13), a highly influential case must have a large leverage or a large studentized residual. An influential case may, but not necessarily, be an outlier.

4 AN EXAMPLE

For illustration, we use one of the experiments reported by Nair et al. (2002). A robust parameter design experiment was conducted to study the effects of 7 process assembly parameters (factors $A$–$G$) on the audible noise levels of alternators. The experiment used a $2^7-2^4$ design with defining relation $I = CEFG = ABCDF = ABDEG$. Factor $D$ is a noise factor while others are control factors. The fractional factorial design is capable to estimate all main effects and control-by-noise interactions, assuming three-factor and higher-order interactions are negligible. For our purpose, we ignore the difference between control and noise factors and treat them as the same. For each experimental combination, 43 measurements of sound pressure levels (responses) were recorded at rotating speeds ranging from 1000 to 2500 revolution per minute. Here the rotating speed is a signal
Table 1: F Statistics and P Values for the Main Effects Model

<table>
<thead>
<tr>
<th></th>
<th>Numerator</th>
<th>Denominator</th>
<th>F Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4035.1</td>
<td>0.3556</td>
<td>11348</td>
<td>0.0000</td>
</tr>
<tr>
<td>A</td>
<td>1.1633</td>
<td>0.3556</td>
<td>3.2716</td>
<td>0.0093</td>
</tr>
<tr>
<td>B</td>
<td>0.4084</td>
<td>0.3556</td>
<td>1.1485</td>
<td>0.3388</td>
</tr>
<tr>
<td>C</td>
<td>1.2838</td>
<td>0.3556</td>
<td>3.6103</td>
<td>0.0051</td>
</tr>
<tr>
<td>D</td>
<td>1.9419</td>
<td>0.3556</td>
<td>5.4611</td>
<td>0.0002</td>
</tr>
<tr>
<td>E</td>
<td>0.3225</td>
<td>0.3556</td>
<td>0.9071</td>
<td>0.4762</td>
</tr>
<tr>
<td>F</td>
<td>0.3602</td>
<td>0.3556</td>
<td>1.0130</td>
<td>0.4117</td>
</tr>
<tr>
<td>G</td>
<td>2.7768</td>
<td>0.3556</td>
<td>7.8091</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

For the ease of illustration, we first fit a main effects model. The low and high levels are coded as $-1$ and $+1$, respectively. Figure 2 shows the estimated effect curves. Observe that $G$ and $D$ are most significant, and $C$ and $A$ are probably significant. Nair et al. (2002) used point-wise confidence intervals to visually and informally decide the significance of each effect. With the functional F test, we can now formally give a p-value for each effect. Table 1 gives the F statistic and p-value for each predictor, where the first two columns are the numerator and denominator of (4), respectively. Note that the denominators are the same for all predictors because the design is balanced. The residual sum of squares is 273.09 and estimated adjustment factor is 4.81. Note that $\hat{\lambda}(n - p) = (4.81)(32 - 8) = 115.44$. The p-value of effect $A$ is computed as the upper tail probability of 3.27 under an ordinary F distribution with degrees of freedom 4.81 and 115.44. Other p-values are obtained similarly. The p-values show that $D$ and $G$ are very significant, $C$ and $A$ are significant at the 1% margin. This is consistent with Figure 2.

Before we move on, we consider the possibility of identifying significant two-factor interactions. Assuming three-factor and higher-order interactions are negligible, the design allows the clear estimation of all 7 main effects and 15 two-factor interactions. The six remaining two-factor interactions are aliased in three pairs (i.e., $CE = FG$, $CF = EG$, $CG = EF$). Further analysis indicates that none of the two-factor interactions are significant. Indeed, all two-factor interactions are less significant than main effect $A$. 
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Table 2: F Statistics and P Values for the Reduced Model

<table>
<thead>
<tr>
<th></th>
<th>Numerator</th>
<th>Denominator</th>
<th>F Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4035.1</td>
<td>0.3565</td>
<td>11319</td>
<td>0.0000</td>
</tr>
<tr>
<td>A</td>
<td>1.1633</td>
<td>0.3565</td>
<td>3.2633</td>
<td>0.0076</td>
</tr>
<tr>
<td>C</td>
<td>1.2838</td>
<td>0.3565</td>
<td>3.6012</td>
<td>0.0040</td>
</tr>
<tr>
<td>D</td>
<td>1.9419</td>
<td>0.3565</td>
<td>5.4473</td>
<td>0.0001</td>
</tr>
<tr>
<td>G</td>
<td>2.7768</td>
<td>0.3565</td>
<td>7.7893</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Since no two-factor interaction is significant, we further simplify the main effects model by dropping the insignificant terms. Table 2 shows the F statistics and p-values for a reduced model with main effects $A$, $C$, $D$ and $G$. As expected, all effects are now significant at the 1% level. The residual sum of squares is 308.01 and the estimated adjustment factor is 5.14. The p-values in Table 2 are computed using this new adjustment factor.

We compare the reduced model with the main effects model by performing a functional F test as follows. The F statistic in (2) is

$$F = \frac{(\text{rss}_\omega - \text{rss}_\Omega)/(p-q)}{\text{rss}_\Omega/(n-p)} = \frac{(308.01 - 273.09)/(8-5)}{273.09/(32-8)} = 1.02.$$  

Compared with an F distribution with $df_1 = (4.81)(8-5) = 14.43$ and $df_2 = (4.81)(32-8) = 115.44$, we obtain a p-value of 0.44. So we accept the reduced model with 4 main effects and proceed to diagnostics, which was not checked by Nair et al. (2002).

Figure 3 shows the diagnostics plots for the reduced model. Both the residuals versus fitted plot and chi-square Q-Q plot suggest a potential outlier. The jackknife residuals plot and Cook’s distance plot confirm that case 16 have the largest jackknife residual and Cook’s distance. The formal F test with Bonferoni adjustment declares that case 16 is an outlier at the 5% level. The jackknife residual for case 16 is just above the critical value (the horizontal line on the jackknife plot) at the 5% level. Figure 4 shows the observed and fitted curves. It is clear from this figure that there is a big gap between the fitted and observed curves for case 16.

We repeat the above analysis without case 16 and still conclude that $A$, $C$, $D$ and $G$ are significant. Table 3 gives the F statistics and p-values. The residual sum of squares is 265.95 and estimated adjustment factor is 6.06. Note that $G$ is still most significant, but $C$ is more significant than $D$, and $A$ becomes less significant (p-value increases from .0076 to .0256). The chi-square Q-Q plot in Figure 5 shows that four residuals are slightly larger than expected. Other diagnostics
Table 3: F Statistics and P Values for the Reduced Model Without Case 16

<table>
<thead>
<tr>
<th></th>
<th>Numerator</th>
<th>Denominator</th>
<th>F Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4052.1</td>
<td>0.3315</td>
<td>12224</td>
<td>0.0000</td>
</tr>
<tr>
<td>A</td>
<td>0.8192</td>
<td>0.3315</td>
<td>2.4712</td>
<td>0.0256</td>
</tr>
<tr>
<td>C</td>
<td>1.7529</td>
<td>0.3315</td>
<td>5.2879</td>
<td>0.0001</td>
</tr>
<tr>
<td>D</td>
<td>1.4225</td>
<td>0.3315</td>
<td>4.2911</td>
<td>0.0005</td>
</tr>
<tr>
<td>G</td>
<td>3.4725</td>
<td>0.3315</td>
<td>10.4753</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

plots in Figure 5 do not show apparent patterns calling for attention.

Faraway (1997) suggested three kinds of plots for residual analysis. The first kind is plots of the estimated eigenfunctions and their associated eigenvalues. These plots show the nature of the unexplained variation in the model and are potentially useful for understanding the error process. Figure 6 shows the first 8 estimated eigenfunctions and their associated eigenvalues from the reduced model without case 16. The 8 eigenfunctions explain 90% variation of the residual functions. The plots indicate that the error process is rather complicated. It would be difficult to decide the dimension of the error process. The functional F test does not suffer from this difficulty, which is an advantage over tests based on basis expansion coefficients.

The second kind is normal Q-Q plots of the estimated scores of each residual curve. These plots are useful for detecting outliers and for assessing the assumption of Gaussian error process. Typically we only need exam a few of these plots that associate with the leading eigenvalues. These plots should be examined if the chi-square Q-Q plot indicates any problems.

The third kind is plots of residuals versus fitted for each time point $t_j$. As in scalar regression, these plots are useful for checking model assumptions and outliers. But it is sometimes difficult to detect outliers when the patterns are not consistent across all time points. For our example, there are 43 plots to be examined and many (but not all) plots show that case 16 is a potential outlier.

5 CONCLUSION

Treating each response as a point in a functional space, residual analysis and diagnostics are studied for linear models where the response is a function and the predictors are vectors. Studentized residuals, jackknife residuals and Cook’s distance are defined similarly as their counterparts in scalar regression. Their functions in formally detecting outliers and highly influential cases are
discussed and easy computational methods are presented. An example is presented to show the effectiveness of these statistics.

APPENDIX: PROOFS

Proof of (10)

It is known in scalar regression (see Montgomery 2005, p. 397) that

\[ y_i(t) - \hat{y}_i(t) = (1 - h_{ii})^{-1}(y_i(t) - \hat{y}_i(t)) = (1 - h_{ii})^{-1}\hat{\epsilon}_i(t). \] (14)

Combining (9) and (14) yields

\[ J_i^2 = \frac{||\hat{\epsilon}_i||^2}{(1 - h_{ii})\hat{\Delta}_{ii}^2}. \] (15)

Let \( \hat{\sigma}(t)^2 \) and \( \hat{\sigma}_{(i)}(t)^2 \) be the estimates of variance at time \( t \) with and without the \( i \)th case, respectively. It is known in scalar regression (see Montgomery 2005, p. 398) that

\[ (n - p - 1)\hat{\sigma}_{(i)}(t)^2 = (n - p)\hat{\sigma}(t)^2 - (1 - h_{ii})^{-1}\hat{\epsilon}_i(t)^2. \]

Then

\[ rss_{(i)} = (n - p - 1)\int \hat{\sigma}_{(i)}(t)^2dt = (n - p)\int \hat{\sigma}(t)^2dt - (1 - h_{ii})^{-1}\int \hat{\epsilon}_i(t)^2dt = rss - (1 - h_{ii})^{-1}||\hat{\epsilon}_i||^2. \]

\[ \hat{\Delta}_{ii}^2 = \frac{rss_{(i)}}{n - p - 1} = \frac{(n - p)\hat{\Delta}^2 - (1 - h_{ii})^{-1}||\hat{\epsilon}_i||^2}{n - p - 1} = \frac{(n - p - S_i^2)\hat{\Delta}^2}{n - p - 1}. \] (16)

Finally, combining (15), (16) and (6) yields

\[ J_i^2 = \frac{||\hat{\epsilon}_i||^2}{(1 - h_{ii})(n - p - S_i^2)\hat{\Delta}^2 / (n - p - 1)} = \frac{(n - p - 1)S_i^2}{n - p - S_i^2}. \]

Proof of (13)

Let \( \hat{\sigma}(t)^2 \) be the estimate of variance at time \( t \) with all cases. Let \( d_i(t) = p^{-1}(\hat{Y}_i(t) - \hat{\hat{Y}}(t))^T(\hat{Y}_i(t) - \hat{\hat{Y}}(t))\hat{\sigma}(t)^{-2} \) be the Cook’s distance at time \( t \). The scalar version of (13) indicates that \( d_i(t) = p^{-1}h_{ii}(1 - h_{ii})^{-2}\hat{\epsilon}_i(t)^2\hat{\sigma}(t)^{-2} \). Therefore, \( (\hat{Y}_i(t) - \hat{\hat{Y}}(t))^T(\hat{Y}_i(t) - \hat{\hat{Y}}(t)) = h_{ii}(1 - h_{ii})^{-2}\hat{\epsilon}_i(t)^2 \). Then by (12) and (6),

\[ D_i = \frac{h_{ii}(1 - h_{ii})^{-2} \int \hat{\epsilon}_i(t)^2 dt}{p \cdot rss / (n - p)} = \frac{1}{p} \frac{h_{ii}S_i^2}{1 - h_{ii}}. \]
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Figure 1: Observed Response Curves
Figure 2: Estimated Effect Curves From the Main Effects Model
Figure 3: Diagnostics Plots for the Reduced Model
Figure 4: Observed and Fitted Curves for the Reduced Model. Solid lines are for observed and dashed lines are for fitted.
Figure 5: Diagnostics Plots for the Reduced Model Without Case 16
Figure 6: Estimated Eigenfunctions From the Reduced Model Without Case 16. Estimates of the first 8 eigenfunctions with the associated eigenvalues marked on the plot.