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Abstract

Composition Optimization of Lithium-Based Ternary Alloy Blankets for Fusion Reactors

by

Alejandra Jolodosky

Doctor of Philosophy in Engineering - Nuclear Engineering

University of California, Berkeley

Professor Massimiliano Fratoni, Chair

The goal of this dissertation is to examine the neutronic properties of a novel type of fusion reactor blanket material in the form of lithium-based ternary alloys. Pure liquid lithium, first proposed as a blanket for fusion reactors, is utilized as both a tritium breeder and a coolant. It has many attractive features such as high heat transfer and low corrosion properties, but most importantly, it has a very high tritium solubility and results in very low levels of tritium permeation throughout the facility infrastructure. However, lithium metal vigorously reacts with air and water and presents plant safety concerns including degradation of the concrete containment structure. The work of this thesis began as a collaboration with Lawrence Livermore National Laboratory in an effort to develop a lithium-based ternary alloy that can maintain the beneficial properties of lithium while reducing the reactivity concerns. The first studies down-selected alloys based on the analysis and performance of both neutronic and activation characteristics. First, 3-D Monte Carlo calculations were performed to evaluate two main neutronics performance parameters for the blanket: tritium breeding ratio (TBR), and energy multiplication factor (EMF). It was found that the elements that exhibit low absorption cross sections and higher Q-values, such as Pb, Sn, and Sr, perform well with those that have high neutron multiplication such as Pb and Bi. These elements meet TBR constraints ranging from 1.02 to 1.1. However, most alloys do not reach EMFs greater than 1.15. Alloys with adequate results based on TBR and EMF calculations were considered for activation analysis. Activation simulations were executed with 50 years of irradiation and 300 years of cooling. It was discovered that bismuth is a poor choice due to achieving the highest decay heat, contact dose rates, and accident doses. In addition, it does not meet the waste disposal ratings (WDR).

The straightforward approach to obtain Monte Carlo TBR and EMF results required 231 simulations per alloy and became computationally expensive, time consuming, and inefficient. Consequently, alternate methods were pursued. A collision history-based methodology recently developed for the Monte Carlo code Serpent, calculates perturbation effects on practically any quantity of interest. This allows multiple responses to be calculated by perturbing the input parameter without having to directly perform separate calculations. The approach is strictly created for critical systems, but was utilized as the basis of a new methodology implemented for fixed source problems, known as Exact Perturbation Theory (EPT). EPT can calculate the tritium breeding ratio response, caused by a perturbation in
the composition of the ternary alloy. The downfall of EPT methodology is that it cannot account for the collision history at large perturbations and thus, produces results with high uncertainties. Preliminary analysis for EPT with Serpent for a LiPbBa alloy demonstrated that 25 simulations per ternary must be completed so that most uncertainties calculated at large perturbations do not exceed 0.05. To reduce the uncertainties of the results, generalized least squares (GSL) method was implemented, to replace imprecise TBR results with more accurate ones. It was demonstrated that a combination of EPT Serpent calculations with the application of GLS for results with high uncertainties is the most effective and produces values with the highest fidelity. This approach was used to create an optimization scheme. The scheme finds an alloy composition that has a TBR within a range of interest, while imposing constraint on the EMF, and a requirement to minimize lithium concentration. It involved a three-level iteration process with each level zooming in closer on the area of interest to fine tune the correct composition. Both alloys studied, LiPbBa and LiSnZn, had optimized compositions close to the leftmost edge of the ternary, increasing the complexity of optimization due to the highly uncertain results found in these regions.

Additional GPT methodologies were considered for optimization studies, specifically with the use of deterministic codes. Currently, an optimization deterministic code, SMORES, is available in the SCALE code package, but only for critical systems. Subsequently, it was desired to change this code to solve problems for fusion reactors similarly to what was done in SWAN. So far, the fixed and adjoint source declaration and definition was added to the input file. As a result, alterations were made to the source code so that it can read in and utilize the new input information. Due to time constraints, only a detailed outline has been created that includes the steps one has to take to make the transition of SMORES from critical systems to fixed source problems. Additional time constraints limited the goal to perform chemical reactivity experiments on candidate alloys. Nevertheless, a review of past experiments was done and it was determined that large-scale experiments seem more appropriate for the purpose of this work, as they would better depict how the alloys would behave in the actual reactor environment. Both air and water reactions should be considered when examining the potential chemical reactions of the lithium alloy.
To the past, present, and future women in STEM.
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Part I

Introduction, Background, and Theory
Chapter 1

Introduction and Background

The energy needs of the future require the reduction of dependence on fossil fuel and emission of greenhouse gases. Nuclear energy offers a solution by creating clean and sustainable energy. Fission reactors are currently operated throughout the world and new designs are constantly being developed. In addition to nuclear fission, nuclear fusion offers attractive features such as potentially limitless fuel supply, inherent safety, and little to no long-lived radioactive waste [108]. Fusion technology and reactor design, however requires a great deal of research and analysis due to its extreme conditions. The following sections introduce the concept of fusion for power generation, describe a specific type of fusion reactor, and emphasize the importance of an essential component of the reactor, the blanket, which motivates this work.

1.1 Fusion Power

Fusion reactions occur when the strong nuclear force, that attracts atomic nucleons, overcomes the electrostatic force, that causes nuclei, which contain positively charged protons, to repel each other [50]. Two lighter elements, most commonly hydrogen isotopes deuterium and tritium, come together and form a heavier element with higher binding energy. The mass of the product will be lower than the combined mass of the reactants and therefore energy will be released. Fusion reactions are much more energy dense than fission reactions in a per unit mass basis. A deuterium-tritium reaction indeed releases four times more energy than a U-235 fission reaction [3].

The only way fusion can occur is to bring the two nuclei within a short enough range of each other that they overcome the Coulomb barrier [18]. This is very difficult to achieve but can be done through the use of particle accelerators or more commonly, by heating the nuclei to extremely high temperatures. At such high temperatures, in the range of 4 to 40 x 10^7 Kelvin, a plasma is created, where the electrons are separated from the rest of atom leaving instead a free floating cloud of positively charged ions and electrons. To create controlled thermonuclear fusion reactions, an extremely hot and particle dense plasma must be effectively confined with a large amount of energy. To quantify if a fusion reaction will create more energy that what is needed for the reaction to take place, a set of requirements were created [35, 88]. These requirements, known as the triple product are: 1. temperature
(T), 2. particle density (n) and 3. confinement time (τE). To allow the nuclear force to take over, the particle temperatures must be high enough so their kinetic energies overcome the electrostatic force. Additionally, the particle density must be high enough to increase the probability of collision between the atomic nuclei. Since energy will be lost within the plasma, heating must constantly occur in the system for the temperature to remain over a million degrees. This is where the confinement time term comes in the triple product: it quantifies the time that the system is kept above the critical ignition temperature.

Two methods are currently being developed to create fusion energy: magnetic confinement fusion (MFC) [121], and inertial confinement fusion (ICF) [98]. The MCF approach tries to create the environment necessary for fusion to occur by utilizing magnets and their magnetic fields to confine the electrical current of the plasma. On the other hand, ICF creates its environment by heating and compressing the fuel, most commonly with lasers, allowing the plasma to be confined by its own inertial mass. The triple product still applies to both MCF and ICF. However, whereas magnetic confinement usually operates at low densities with longer confinement times, inertial confinement does the opposite: operates at high densities with very short confinement times. This work focuses on a component, the blanket, of an ICF reactor and will be discussed in the following section.

### 1.2 Overview of National Ignition Facility and Inertial Fusion Energy Reactor

The National Ignition Facility (NIF) located at the Lawrence Livermore National Laboratory (LLNL) currently contains the world’s largest laser utilized to create inertial confinement fusion [111]. This is done by utilizing optics to convert a weak laser pulse with an energy of a billionth of a Joule into 192 laser beams that have a total of 4 million joules of energy [99, 107]. The target is comprised of a tiny capsule of a frozen deuterium and tritium mixture, and is surrounded by a hohlraum, a small cylinder made of a high-Z material. Lasers enter the hohlraum from the top and bottom and heat its inner surface to high temperatures allowing uniform x-rays to be released [97]. These x-rays then heat up the outer layer of the deuterium-tritium (D-T) capsule causing the surface to ablate and the rest of the capsule to implode. The compression of the fuel releases shockwaves that travel to the center of the fuel pellet and condenses even further. This forms a hot spot in the center that allows fusion reactions to occur. The reactions release energy that travels outward through the capsule, creating additional fusion events. Known as a thermonuclear burn, the reactions continue to spread throughout the compressed fuel until it disassembles. This entire process is illustrated in Fig. 1.1. The goal at LLNL is to design an inertial fusion energy reactor, based on the technology of NIF, to deliver commercial electricity.

The inertial fusion energy reactor takes the concept of NIF and surrounds it with a fusion chamber consisting of a first wall, blanket, and shield [39], shown in Fig. 1.2. Its purpose is to take the energy released from the ICF reactions and convert it into electricity. This can be done by recovering the energy from neutrons produced by D-T reactions. The D-T reaction is expressed as:

\[
^2_1H + ^3_1H \rightarrow ^4_2He + ^1_0n + 17.59 \text{ MeV}
\] (1.1)
Figure 1.1: Illustration of inertial confinement fusion at NIF [2].

Figure 1.2: Illustration of IFE reactor [39].
As one can see in the reaction above, D-T fusion produces an alpha particle and a neutron. The reactor is designed with a large volume of xenon surrounding the source to absorb alpha particles and x-rays caused by the fusion event [39]. Additional x-rays are absorbed in the plasma-facing first wall, designed to protect the rest of the reactor components from high radiation damage. Most of the neutrons in the above reaction will be able to travel past the first wall and reach the reactor blanket [86]. It is in this region that neutrons will be absorbed by the blanket material and react to generate heat. Moreover, the choice of the blanket material can allow additional neutron interactions to produce tritium. Deuterium is an abundant fuel, found in salt water. On the other hand, trace amounts of tritium are found in the atmosphere through its interaction with cosmic rays. It cannot be found anywhere else on Earth due to its very short half-life of 12.3 years. Therefore, creating tritium in the reactor allows for a self-sustaining system that produces its own fuel as it is demonstrated in Fig. 1.3.

Pure lithium was the first candidate to be studied as a blanket material of a fusion reactor. It is composed of 7.5% $^6\text{Li}$ and 92.5% $^7\text{Li}$. Both isotopes can create tritium:

$$^6\text{Li} + ^1\text{n} \rightarrow ^{4}\text{He} + ^1\text{T} + 4.8 \text{ MeV}$$ \hspace{1cm} (1.2)

$$^7\text{Li} + ^1\text{n} \rightarrow ^{4}\text{He} + ^1\text{T} + ^1\text{n} - 2.5 \text{ MeV}$$ \hspace{1cm} (1.3)

The advantage of $^6\text{Li}$-n reactions is twofold: they can occur in a wide range of energies with the cross section increasing with decreasing incident neutron energy, and they are exothermic. Although $^7\text{Li}$-n reactions are endothermic, they create additional neutrons that will continue to generate more tritium and energy. The amount of tritium created in the blanket is quantified by the tritium breeding ratio (TBR) and the heat generated by the energy multiplication factor (EMF). A detailed discussion of these quantities can be found in Appendix A, and a discussion in Chapter 3.
1.3 Issues with Current Blanket Concepts

The nuclear properties of lithium are not the only ones that make it an attractive blanket candidate. Other characteristics (Fig. 1.1) include a low melting point, low density, high specific heat, and high thermal conductivity, which allow the material to circulate through the blanket and act as a coolant [10]. Nevertheless, lithium has one major downfall. It is an alkali metal and therefore is extremely chemically reactive [34]. As a result, the structural integrity of the surrounding plant components is highly compromised. In the case of an accident, lithium reactions with the concrete containment can result in a breach, releasing highly radioactive tritium into the environment. Reactions of lithium with air or water are highly exothermic and can induce lithium fires. Numerous blanket concepts have been proposed in order to address this issue, as summarized Table 1.1 (for more information on these concepts the reader is referred to [8, 11, 73]). Nevertheless, these alternative blanket concepts, reduce many of the desirable properties exhibited by pure lithium. Consequently, this work focuses on examining a brand new type of alloy in the form of lithium-based ternaries. Adding a third component, as oppose to looking at a binary alloy, adds an extra degree of freedom which can perhaps mitigate some of the adverse effects found in the blankets in Table 1.1.
Table 1.1: Overview of issues with existing blanket concepts.

<table>
<thead>
<tr>
<th>Properties of Interest</th>
<th>Lithium</th>
<th>Li$<em>{17}$Pb$</em>{83}$</th>
<th>Molten Salt*</th>
<th>Ceramic**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melt (°C)</td>
<td>181</td>
<td>235</td>
<td>363</td>
<td>N/A</td>
</tr>
<tr>
<td>Density (kg/m$^3$)</td>
<td>505</td>
<td>9500</td>
<td>1970</td>
<td>1600-3600</td>
</tr>
<tr>
<td>Specific heat (J/kg-K)</td>
<td>4260</td>
<td>188</td>
<td>2380</td>
<td>1176</td>
</tr>
<tr>
<td>Th. conductivity (W/m-K)</td>
<td>46</td>
<td>13</td>
<td>1</td>
<td>1-4</td>
</tr>
<tr>
<td>Tritium permeation/</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Separation issues</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beryllium required</td>
<td>No</td>
<td>No</td>
<td>Maybe</td>
<td>Yes</td>
</tr>
<tr>
<td>*Li enrichment</td>
<td>No</td>
<td>No</td>
<td>Maybe</td>
<td>Yes</td>
</tr>
<tr>
<td>Corrosion issues</td>
<td>Low</td>
<td>High</td>
<td>Med.</td>
<td>Low</td>
</tr>
<tr>
<td>Chemical reactivity</td>
<td>High</td>
<td>Med.</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

*Molten Salt: FLiBe
**Ceramic breeders: Li$_2$O, LiAlO$_2$, Li$_2$SiO$_4$, Li$_2$TiO$_3$, Li$_2$ZrO$_3$
1.4 Thesis Outline

The scope of this work focuses in studying lithium-based ternary in various ways. The first two parts of this dissertation describe the bulk of the work. This focuses on studying lithium-based ternary alloys through its neutronic characteristics and finding ways to optimize a response based on specific input parameters. All of the results developed in this work have been calculated with the aid of computational codes that simulate the transport of neutrons and photons in a given system utilizing a variety of numerical techniques to determine the particle distribution in the system. By solving for the distribution of neutrons and photons, other quantities such as reaction rates of interest can be obtained. Chapter 2 discusses the theoretical framework of all the computational methods and tools employed in this work. It also discusses generalized perturbation theory and sensitivity functions to develop an understanding of its uses. Sensitivity functions are specifically important because they are able to find the response in a system by slightly varying a characteristic of interest. This will be directly utilized in Chapter 4 and is the basis for optimization theory utilized in Chapter 5.

Chapter 3 addresses the issues discussed previously and begins the examination of the neutronic performance of lithium-based ternary alloys in the blanket of an IFE chamber. 3-D Monte Carlo calculations were performed to evaluate the two main neutronic performance parameters for the blanket, the TBR and the EMF. Results for various alloys are presented and compared. Additionally, a study on the effectiveness of $^6$Li enrichment is presented, and its results are discussed. Alloys that performed well in the TBR and EMF calculations were considered for activation analysis, which was accomplished next. Activation analysis was performed to determine if the alloys posed any safety or environmental concerns to the surroundings and public. Specifically, how effectively the alloys can be cooled, recycled, and disposed of underground were quantified and analyzed. Additionally, the dose that an individual would receive in the case of an accident was evaluated. After completing both neutronic and activation analysis, top candidate alloys that exhibited the best performance in all categories were chosen.

The Monte Carlo approach that calculated the TBR and EMF for various alloys of a fusion reactor was inefficient and computationally expensive. It required 231 individual simulations per alloy. To study all 150 alloys of interest, over 35,000 simulations are necessary. As a result, Chapter 4 introduces and discusses a new method which would allows multiple responses to be calculated by perturbing the input parameter without having to directly perform separate calculations. In addition, this method can be utilized for optimizing the compositions of each alloy of interest. The method is a simplified technique that has already been developed for the Serpent Monte Carlo code to calculate sensitivity functions in fission systems. This new method is specifically designed so that it can be used with fixed sourced problems, and is based on variance reduction techniques that are already part of most Monte Carlo codes. The entire chapter focuses on the effectiveness of this method’s goal. The main setback of this methodology is that it can create large uncertainties. Therefore, different techniques are also presented and implemented to abate this issue. Once the method is properly validated, an optimization scheme is proposed that goes through various iterations to find a composition of the alloy that can meet specific criteria based on the TBR and EMF, and most importantly minimize lithium concentration due to the chemical
reactivity concerns previously discussed.

The study of optimization of fusion reactor blankets is continued in Chapter 5 by introducing a deterministic method that could be used to solve specific types of optimization problems by incorporating first order generalized perturbation theory. In the case of fixed source problems, the code SWAN, a 1D deterministic code, was written in the 1970s to solve deterministic optimization problems for fusion reactors. Unfortunately, the code was created a few decades ago and cannot be executed in most modern computer systems. Different versions of this code were developed throughout the years. The latest, called SMORES, is found in the SCALE code package and can only solve optimization problems for fission systems. The goal of this chapter is to describe how SMORES can be altered so that it solves problems for fixed sources, similarly to what was done in SWAN. If this is accomplished, optimization problems solved with this method would only require one calculation per alloy that would solve for an optimal composition that maximizes the EMF while restraining the TBR.

The last part of this dissertation examines two extraneous topics related to lithium-based reactor blankets. Chemical reactivity concerns of pure lithium were already presented and are emphasized throughout most of this work. Experiments have been conducted in the past to study the effects of lithium/air reactions and lithium/water reactions. This type of experiments can serve as a basis for future chemical reactivity experimentation conducted on lithium-based ternary alloys. Chapter 6 outlines the past experiments executed to examine the behavior of lithium interactions with water and air. Specifically, both small scale and large scale experiments are discussed to determine what would be the best fit for the materials of interest. Looking at what was done in the past gives a general idea of how future experiments can be setup to test a variety of lithium-based alloys.

In addition to all the work discussed, it was of interest in Chapter 7 to examine the policy issues and concerns related to fusion reactors. First policy issues related to the safety of fusion reactors were discussed. These included issues on the chemical reactivity, tritium release, and waste disposal of blanket materials. The recommendations for these issues were specifically addressed in Chapter 3 and Chapter 6. The next set of policy issues considered in this chapter involve the nuclear security of fusion reactors and proliferation concerns that can arise from fusion facilities. These issues were divided into two types of concerns. The first is concerns to create weapon’s grade plutonium and uranium with fusion facilities, and the second is concerns to create lithium and tritium, two elements utilized in thermonuclear weapons. This chapter also discusses the current state of nuclear security with a specific example related to materials that would be found in fusion facilities. Lastly, Chapter 8 offers a summary and conclusions of the current work, and recommendations for future work.
Chapter 2

Theoretical Framework

The design of a nuclear reactor is performed with the aid of computational codes. Such codes simulate the transport of neutrons and photons in a given system using a variety of numerical techniques to determine their distribution in the system. Solving for the distribution of neutrons and photons in a system is extremely important so that other quantities such as reaction rates of interest can be obtained. Optimizing an aspect of the reactor adds complexity to the calculations by quantifying the effects of perturbations in a system to some type of response. In addition to the design and optimization of fusion reactor blankets, this work included calculating quantities that determine the safety and environmental impacts of the nuclides found in various blanket alloy compositions. In the following sections, the theoretical framework underlying the computational methods employed in this work, including new methods added to already existing ones, are presented.

2.1 Derivation of the Transport Equation

2.1.1 Neutron Transport

The neutron transport equation [38] is derived from the Boltzmann equation for the kinetic theory of gases since both neutrons and gas particles behave similarly. The equation creates a balance relationship between the gains and losses of neutrons within a system. This conservation relation is outlined below:

\[
\frac{\partial n}{\partial t} + v\hat{\Omega} \cdot \nabla n(r, E, \hat{\Omega}, t) + \nu \Sigma_n(r, E, t)n(r, E, \hat{\Omega}, t) =
\]

\[
\int_{4\pi} d\hat{\Omega}' \int_0^\infty dE' \nu' \Sigma_{s}(E' \rightarrow E, \hat{\Omega}' \rightarrow \hat{\Omega}) n(r, E', \hat{\Omega}', t) + S(r, E, \hat{\Omega}, t)
\]  

(2.1)

The first term in the equation, \(\frac{\partial n}{\partial t}\), is the rate of change in the neutron number density. This rate of change is equal to the gain of neutrons in the system minus the losses. As seen above, the loss terms are moved over to the other side of the equation. The first loss term, \(v\hat{\Omega} \cdot \nabla n(r, E, \hat{\Omega}, t)\) characterizes the net number of neutrons that stream from one phase space to another through the system. Neutrons can also be lost by many types
of collisions, such as absorption and scattering, and the loss term is thus represented by
\( v \Sigma_t(r, E, t)n(r, E, \hat{\Omega}, t) \), where the neutron speed, \( v \), is the distance traveled by a neutron in a unit time, the macroscopic cross section, \( \Sigma_t(r, E) \), is the probability per unit path length that a neutron will have an interaction, and \( n(r, E, \hat{\Omega}, t) \) is the neutron number density. The right hand side of the equation presents the two ways in which neutrons are added to the system: from any type of source, \( S(r, E, \hat{\Omega}, t) \), or through scattering reactions from a different energy, \( E' \), and direction, \( \hat{\Omega}' \), to energy and direction, \( E \) and \( \hat{\Omega} \), that are currently under consideration. The latter is represented by the double scattering cross section, \( \Sigma_s(E_0 \rightarrow E, \hat{\Omega}_0 \rightarrow \hat{\Omega}) \), which determines the probability that a neutron will scatter from \( E_0, \hat{\Omega}_0 \) to \( E, \hat{\Omega} \). It is important to note that equation is written in terms of neutron density, \( n(r, E, \hat{\Omega}, t) \), which when multiplied by the speed, \( v \), produces \( \psi(r, E, \hat{\Omega}, t) \), known as the angular neutron flux.

The transport equation is used for many different types of systems. In the case of fission reactors, the source term is replaced with a fission source rate describing the number of neutrons produced from fission interactions at the energy and angle of interest. For the purposes of this work, \( S(r, E, \hat{\Omega}, t) \) is the fusion source rate, represented by an isotropic steady state source of neutrons. Additionally, when optimizing the ICF reactor directly with Monte Carlo methods in Section 2.4 or with perturbation theory in Subsection 2.2.1, the transport equation will become the time independent version of Eq. 2.1.

2.1.2 Photon Transport

When looking at the energy multiplication in the ICF blanket, it is important not only to account for energy deposited by neutron interactions, but also account for the energy deposition from secondary photon interactions. To do so the same type of energy balance is created for photons in the system [70]. The photon transport equation is very similar to Eq. 2.1. Different notation is used for some of the terms such as the macroscopic cross sections; in photon transport, they are defined as attenuation coefficients, \( \mu \). However, we will not make note of this here since the equation is essentially the same type of particle balance or conservation equations, as in the case of the neutron transport equation. The source term for this equation, \( S_\gamma \), comes from secondary photons produced by neutron interactions:

\[
S_\gamma(r, E, \hat{\Omega}) = \int \sigma_p(E_n, E_\gamma)\psi(r, E_n, \hat{\Omega})dE_n dE_\gamma
\]  

(2.2)

2.2 Variational Methods and Perturbation Theory Concepts

2.2.1 The Adjoint Function and Neutron Importance

To introduce the meaning of the adjoint flux and operator, consider a fusion system consisting of a steady-state neutron source, \( S(r, \hat{\Omega}, E) \), in the center surrounded by a blanket region composed of lithium. The time-independent transport equation for this reactor can be written as [20]:

\[
L\psi(r, \hat{\Omega}, E) = S(r, \hat{\Omega}, E)
\]  

(2.3)
where \( L \) is the transport operator:

\[
L \psi(r, \hat{\Omega}, E) = \hat{\Omega} \nabla \psi(r, \hat{\Omega}, E) + \Sigma_t(r, E, t) \psi(r, \hat{\Omega}, E) - \iint \Sigma_s(E' \to E, \hat{\Omega}' \to \hat{\Omega}) \psi(r, \hat{\Omega}', E') d\hat{\Omega}' dE'
\]  

(2.4)

This problem satisfies the free-surface boundary condition which does not allow any neutrons that exit the system to reenter it; therefore, \( \psi(r, \hat{\Omega}, E) = 0 \) for \( \mathbf{e}_s \cdot \hat{\Omega} < 0 \). The reactor also satisfies the adjoint transport equation:

\[
L^\dagger \psi^\dagger(r, \hat{\Omega}, E) = S^\dagger(r, \hat{\Omega}, E)
\]  

(2.5)

where \( \psi^\dagger(r, \hat{\Omega}, E) \) is the adjoint flux, and \( L^\dagger \), as the adjoint operator:

\[
L^\dagger \psi^\dagger(r, \hat{\Omega}, E) = \hat{\Omega} \nabla \psi^\dagger(r, \hat{\Omega}, E) + \Sigma_t(r, E, t) \psi^\dagger(r, \hat{\Omega}, E) - \iint \Sigma_s(E \to E', \hat{\Omega} \to \hat{\Omega}') \psi^\dagger(r, \hat{\Omega}', E') d\hat{\Omega}' dE'
\]  

(2.6)

There are two major differences between the adjoint operator and transport operator: (1) the sign of the streaming terms are opposite to one another and (2) the energies and angles in the scattering terms are interchanged, i.e., for \( L^\dagger \), the neutrons scatter from \( E \) and \( \hat{\Omega} \) to \( E' \) and \( \hat{\Omega}' \). This can be referred to as the reversal operator, where the sense of energy and angle in the scattering term are reversed [52]. As the name suggests, the \( L^\dagger \) is adjoint to \( L \) and therefore satisfies the relationship (detailed derivation is found in Appendix B):

\[
\langle \psi^\dagger, L \psi \rangle = \langle \psi, L^\dagger \psi^\dagger \rangle
\]  

(2.7)

The notation \( \langle \psi^\dagger, L \psi \rangle \) represents the inner product of \( \psi^\dagger \) and \( L \psi \):

\[
\langle \psi^\dagger, L \psi \rangle = \int \psi^\dagger L \psi dV d\hat{\Omega} dE
\]  

(2.8)

where the brackets \( \langle \rangle \) indicate the integration over the space, angle, and energy in the entire system [52]. Just like \( \psi \) meets the free-surface boundary condition, the adjoint equation’s boundary condition does not account for any neutrons exiting the reactor and therefore \( \psi^\dagger \) will be zero for all outgoing neutrons, \( \mathbf{e}_s \cdot \hat{\Omega} > 0 \). Additionally, if there was a neutron detector inside the blanket region that determined a property of interest, such as the macroscopic cross section for the \(^6\text{Li}(n,t)\) reaction, then the adjoint source, \( S^\dagger \), could be replaced with \( \Sigma_{(n,t)}(r, E, t) \), which signifies the probability of a detector count (for an \((n,t)\) reaction) per unit distance that a neutron travels. By utilizing Eq. 2.7 and multiplying Eq. 2.3 by \( \psi^\dagger \) and Eq. 2.5 by \( \psi \), subtracting the results, and integrating them over all variables, it can be seen that:

\[
\int S(r, \hat{\Omega}, E) \psi^\dagger(r, \hat{\Omega}, E) dV d\hat{\Omega} dE = \int \Sigma_{(n,t)}(r, E, t) \psi(r, \hat{\Omega}, E) dV d\hat{\Omega} dE
\]  

(2.9)
From this equation, one can start to see the relation between \( \psi^\dagger \) to the response of the detector from the source. To explain this even further, the source is made to be a unit source with its values as a product of delta functions, \( r_0, \hat{\Omega}_0, E_0 \). Then, Eq. 2.9 becomes:

\[
\psi^\dagger(r_0, \hat{\Omega}_0, E_0) = \int \Sigma_{(n,t)}(r, E, t)\psi(r, \hat{\Omega}, E) dVd\hat{\Omega}dE
\]  

(2.10)

The meaning of \( \psi^\dagger(r_0, \hat{\Omega}_0, E_0) \) can be seen from this relation as the expected contribution of neutrons to the response of the detector from a unit source. For this reason, the adjoint flux is also known as the importance function, which determines how likely a neutron is to adding a count to the detector \([96]\). In other words, a neutron’s importance is directly related to the magnitude of the detector’s response. When neutrons exit the reactor their importance diminishes, hence the reason the adjoint flux is zero at the free-surface boundary.

### 2.2.2 Variational Methods

Many reactor design applications involve estimating an integral property that is defined by a functional, a function that depends on one more other functions. This property is usually a flux-weighted integral such as the tritium reaction rate defined in the numerator of Eq. 2.43. Instead of solving the transport equation explicitly for the correct flux to calculate the reaction rate, variational methods can be implemented that approximate the flux-weighted integral by utilizing approximated values of the flux and adjoint flux. This section briefly presents variational methods for reactor physics, and is based on Refs. \([20, 33, 27, 104, 139]\).

Assume that it is of interest to compute a type of reaction rate from a known source, \( S \), such as the tritium reaction rate for the ICF reactor. We will keep the discussion general and define an arbitrary reaction rate, or detector response, by the inner product of the cross section with the flux:

\[
R = \langle \Sigma, \phi_e \rangle
\]

(2.11)

Where \( \phi_e \) is the exact value of the flux.\(^1\) The macroscopic cross section, \( \Sigma \), is also the adjoint source term defined in equation 2.5. Variational methods can be implemented to estimate \( R \) from an approximate value of the flux, \( \phi \), where:

\[
\delta \phi = \phi_e - \phi \quad \text{and} \quad \delta \phi^\dagger = \phi_e^\dagger - \phi^\dagger
\]

(2.12)

By using variational techniques, the value of \( R \) will be accurate to the second order. This is done by implementing Roussopoulos functional, which adds the inner product of \( \Sigma \) and \( \phi \) with the inner product of the adjoint with Eq. 2.3:

\[
F = \langle \Sigma, \phi \rangle + \left\langle \phi^\dagger, (S - L\phi) \right\rangle
\]

(2.13)

By substituting Eq. 2.12 into Eq. 2.13 it is shown that:

\[
F = \langle \Sigma, \phi_e \rangle - \langle \Sigma, \delta \phi \rangle + \left\langle \phi_e^\dagger - \delta \phi^\dagger, (S - L\phi_e + L\delta \phi) \right\rangle
\]

(2.14)

\(^1\)The values of \( \phi \) indicates scalar flux. However \( \psi \) and \( \phi \) can also be used interchangeably as will be here.
Because of the relationship in Eq. 2.3, \( F \) then becomes:

\[
F = \langle \Sigma, \phi_e \rangle - \langle \Sigma, \delta \phi \rangle + \left\langle \phi^\dagger_e, L\delta \phi \right\rangle - \left\langle \delta \phi^\dagger, L\delta \phi \right\rangle
\]  

(2.15)

Due to the relationship defined in Eq. 2.7, one can write the third term in the equation above as:

\[
\left\langle \phi^\dagger_e, L\delta \phi \right\rangle = \left\langle L^\dagger \phi^\dagger_e, \delta \phi \right\rangle = \langle \Sigma, \delta \phi \rangle
\]  

(2.16)

This allows the second and third terms of Eq. 2.15 to vanish, and thus:

\[
F = \langle \Sigma, \phi_e \rangle - \left\langle \delta \phi^\dagger, L\delta \phi \right\rangle
\]  

(2.17)

This demonstrates that the functional is equal to the exact value of the reaction rate plus a correction factor accurate to the second order.

2.2.3 Generalized Perturbation Theory and Sensitivity Functions

Generalized perturbation theory (GPT) can be derived from variational methods, as referred in [19, 59, 139]. Perturbation theory uses the unperturbed flux and adjoint to calculate the response of the perturbed system. This is similar to variational methods, which estimates the exact response from approximate values of the flux and adjoint. The methodology that will be used to derive GPT is not explicitly from variational principles but rather utilizes the adjoint difference and forward difference methods developed by Hoffman [71], and described in detail by Stacy [139], and Greenspan [60]. This approach is useful for determining the effect of the properties of a system, such as a reaction rate, from some type of perturbation. Instead of solving the transport equation every time the system is altered to acquire the perturbed flux and predict the effect of some type of detector response, GPT will solve for the response in terms of unperturbed quantities. The focus of GPT for this work will be on inhomogeneous systems with a fixed source.

As previously described, the transport equation for an inhomogeneous system is given by:

\[
L\phi = S
\]  

(2.18)

If there is a small change in the system, the transport equation is written as:

\[
\bar{L}\bar{\phi} = \bar{S}
\]  

(2.19)

where the bar on top of each term signifies the perturbed quantity. The perturbed parameters are defined by the sum of the unperturbed quantity and a small change of each quantity as shown:

\[
\bar{L} = L + \delta L, \quad \bar{\phi} = \phi + \delta \phi, \quad \text{and} \quad \bar{S} = S + \delta S
\]  

(2.20)

It is important to note that the source term doesn’t actually change when the system is perturbed. However, if the adjoint equation was used for the derivation, the adjoint source term would have a perturbed value. Thus, for the purposes of derivation, the source term
is assumed to change values when perturbed, as presented in the above equation. A flux
difference equation can now be derived by substituting the quantities of Eq. 2.19 by Eq.
2.20:

\[(L + \delta L)(\phi + \delta \phi) = S + \delta S\]  \hspace{1cm} (2.21)

expanding the equation above gives:

\[L\phi + L\delta \phi + \delta L\phi + \delta L\delta \phi = S + \delta S\]  \hspace{1cm} (2.22)

Using the definition of Eq. 2.18 and simplifying results in the equation shown below:

\[\delta \phi(L + \delta L) = \delta S - \delta L\phi \hspace{0.5cm} \text{or} \hspace{0.5cm} \bar{L}\delta \phi = \delta S - \delta L\phi\]  \hspace{1cm} (2.23)

a precise solution of \(\delta \phi\) can be obtained with Eq. 2.23 if the value for the unperturbed flux
is known. This equation will be useful in the derivation of GPT for a detector response,
which will now be described. Suppose there is a system, such as a fusion reactor with a
fixed source, having a known unperturbed response. The response is described by Eq. 2.11,
where the unperturbed flux will be denoted by \(\phi\) without the subscript. If an alteration in
the system was made, perturbation theory can then be used to find the change between the
perturbed and unperturbed response [119]:

\[\delta R = \bar{R} - R = \langle \Sigma, \phi \rangle - \langle \Sigma, \phi \rangle \]
\[= \langle \Sigma, (\phi + \delta \phi) \rangle - \langle \Sigma, \phi \rangle \]
\[= \langle \Sigma, \phi \rangle + \langle \Sigma, \delta \phi \rangle - \langle \Sigma, \phi \rangle \]
\[= \langle \Sigma, \phi \rangle + \langle \Sigma, \delta \phi \rangle - \langle \Sigma, \phi \rangle \]
\[= \langle \delta \Sigma, \phi \rangle + \langle \Sigma, \delta \phi \rangle \]
\hspace{1cm} (2.24)

Eq. 2.7 and 2.23 can be used on the second term as follows:

\[\langle \bar{\Sigma}, \delta \phi \rangle = \langle \bar{L}^{\dagger} \phi^{\dagger}, \delta \phi \rangle = \langle \phi^{\dagger}, \bar{L}\delta \phi \rangle = \langle \bar{\phi}^{\dagger}, (\delta S - \delta L\phi) \rangle \]  \hspace{1cm} (2.25)

Now, the change in the response can be written as:

\[\delta R = \langle \delta \Sigma, \phi \rangle + \langle \phi^{\dagger}, (\delta S - \delta L\phi) \rangle \]
\[= \langle \delta \Sigma, \phi \rangle + \langle \phi^{\dagger}, (\delta S - \delta L\phi) \rangle + \langle \delta \phi^{\dagger}, (\delta S - \delta L\phi) \rangle \]  \hspace{1cm} (2.26)

When the equation above is assumed to be linear, second-order effects that appear on
the third term from \(\delta \phi^{\dagger}\) are ignored [60]. The perturbation theory derivations just described
can be utilized to predict the effect of a type of variation in the system on the response.
A perturbation in the system that causes a change in the response must occur from some
type of alteration of an input parameter, such as a cross section. The relationship that
describes the relative change of some integral parameter due to the change in an input
parameter is known as a sensitivity function. Sensitivity functions have been most widely
used to evaluate uncertainties in nuclear data, specifically cross sections [16, 17, 42, 146].
The functions can determine which cross section have the greatest effect on the response.
and demonstrate how uncertainties affect the results, specially when the cross sections are energy dependent. Additionally, sensitivity functions can be utilized to optimize systems by observing how the changes in the material densities or compositions maximize or minimize some type of design parameter. This was first implemented for inhomogeneous systems such as fusion reaction blanket and shields [63], and later altered for homogeneous criticality problems [61]. To derive sensitivity functions from perturbation theory, consider Eq. 2.26 for the change in some response, $R$. If this change was caused by an input parameter, $P$, the sensitivity function is defined to be proportional to the relative change of the response over the fractional change of the input parameter:

$$S = \frac{\delta R/R}{\delta P/P} = \frac{P}{R} \left( \left \langle \phi, \frac{\delta \Sigma}{\delta P} \right \rangle + \left \langle \phi^\dagger, \frac{\delta S}{\delta P} \right \rangle - \left \langle \phi^\dagger, \frac{\delta L}{\delta P} \phi \right \rangle \right)$$

(2.27)

### 2.3 Optimization Methods for Fusion Reactor Blankets

Sensitivity functions that describe the change of some type of integral parameter of a nuclear system due to a perturbation in the composition of materials can be utilized for optimization studies. Optimization of neutronic characteristics of a system that models the inhomogeneous transport equation can be applied to shielding and fusion reactor blanket problems [6, 62, 79, 95]. Greenspan developed a method for specifically optimizing characteristics of fusion blankets with the option to include an additional characteristic acting as a restraint [58, 60, 63]. The types of parameters that can be optimized and restrained include the tritium breeding ratio (TBR), energy multiplication factor (EMF), radiation damage, and transmutation. For example, this work would focus on maximizing the energy multiplication of a fusion blanket while maintaining the TBR at or above a certain value. The following sections will describe the methodology and techniques employed to solve this type of problem.

#### 2.3.1 Optimization Theory

The goal of optimization problem is to find a density distribution that will either maximize or minimize a property in the system. This can either be done alone or by imposing a restraint based on another characteristic. The density can be distributed in multiple zones, or it can represent one zone in the entire model. Either way, each material density that is varied must be constrained

$$0 \leq N_i^{\text{min}}(r) \leq N_i(r) \leq N_i^{\text{max}}(r) \leq N_i^o(r)$$

(2.28)

where $N_i(r)$ is constrained within a minimum amount, usually zero, and a maximum, which can be less than or equal to $N_i^o(r)$, the pure density of the material. Furthermore, the volume in each zone of interest does not change throughout the problem. Thus, an additional constraint can be included for all materials such that:

---

2Greenspan refers to constraints as limits on independent variables and restraints as limits on dependent variables.
\[
\sum_{i=1}^{I} \frac{N_i(r)}{N_i^0(r)} = \text{constant} \leq 1 \tag{2.29}
\]

which indicates the limit on the volume fraction occupied by each material, \(i\), in each zone. If the entire volume of the zone was occupied by material \(i\), the density would be \(N_i^0(r)\). When material \(i\) is part of a mixture, only a fraction of the volume in the zone is occupied by it, defined by \(N_i(r)\). The total volume fraction summed over all materials is one if all the materials in the zone are of variable composition. When part of the zone is made up of materials of fixed composition, such as structural materials or a reflector, the total volume fraction will be a constant that is less than one.

The functionals that are optimized can be of two types. The first is called a weight functional:

\[
F_w(N_1, N_2, ... N_I) = \sum_{i=1}^{I} \int C_{w,i} N_i(r) \, dr \tag{2.30}
\]

This functional only depends on some kind of coefficient that helps to determine a physical characteristic of the system, such as the total weight or total volume. The other type of functional is some type of detector response, which depends on the transport of neutrons in the system such as the EMF. It is based on an integral parameter and is defined as:

\[
F_b(N_1, N_2, ... N_I) = \int \langle \Sigma_b, \phi \rangle \, dr \tag{2.31}
\]

Alterations in the functional are directly caused by a perturbation the density. For a change in material \(i\) this is defined as:

\[
(\delta F_b) = \int E_{b,i}(r) \delta N_i \, dr \tag{2.32}
\]

where the function:

\[
E_{b,i} = RN_i(r)/N_i(r) = \left( \left\langle \phi, \frac{\delta \Sigma_b}{\delta N_i} \right\rangle - \left\langle \phi^R, \frac{\delta L}{\delta N_i} \phi \right\rangle \right) \tag{2.33}
\]

is called the "effectiveness function". It multiplies the sensitivity function defined in Eq. 2.27 by \(R\), which is the response of the reference system, and \(N_i(r)\), which is the input parameter so that \(R\) and \(P\) from Eq. 2.27 cancel. What is left, the effectiveness function, describing the absolute change of a neutronic characteristic of type \(b\) due to a unit change in the density of material \(i\) at a position, \(r\). The total change of the functional \(F_b\) caused by all variable materials in the system is:

\[
(\delta F_b) = \sum_{i=1}^{I} \int E_{b,i}(r) \delta N_i \, dr \tag{2.34}
\]

Additionally, an observation on \(\delta N_i\) can be made based on the fact that when the quantity of a material in the system increases, the quantity of another material must decrease. From Eq. 2.29, can be expressed as:
\[
\sum_{i=1}^{I} \frac{\delta N_i(r)}{N_i^0(r)} = 0
\]  
(2.35)

This implies that the sum of the variations in volume fractions for all materials in a zone must be equal to zero, to maintain constant volume in each zone. The above equation can also be rewritten such that:

\[
\frac{\delta N_j(r)}{N_j^0(r)} = -\sum_{i\neq j} \frac{\delta N_i(r)}{N_i^0(r)}
\]

\[\delta N_j(r) = -\sum_{i\neq j} \frac{N_j^0(r) N_i}{N_i^0(r)} \delta N_i(r)\]  
(2.36)

This means that when there is a fractional change in material \(j\), there must be an equal but opposite change in all the other materials. In other words, if the density of material \(j\) is decreased, the density of the other components must increase or vise versa. The condition allows the number of independent variables to be reduced by one. If material \(j\) is equal to material \(I\) Eq. 2.34 becomes:

\[
F_b = \sum_{i=1}^{I-1} E_{b,i}(r) \delta N_i(r) + E_{b,I}(r) \delta N_I d\mathbf{r}
\]  
(2.37)

or by substituting \(\delta N_j\) from Eq. 2.36:

\[
\delta F_b = \sum_{i=1}^{I-1} \int \left[ E_{b,i}(r) - E_{b,I}(r) \frac{N_j^0(r)}{N_i^0(r)} \right] \delta N_i(r) d\mathbf{r}
\]  
(2.38)

The inside of the brackets is defined as \(Q_{b}\), the "substitution effectiveness function" (SEF):

\[
Q_{b,i} = E_{b,i}(r) - E_{b,I}(r) \frac{N_j^0(r)}{N_i^0(r)}
\]  
(2.39)

It describes the change in parameter \(F_b\) that was caused by substituting a unit quantity of material \(I\) with the same quantity of material \(i\) in a zone of the system, whose volume does not change. Using the above equation, Eq. 2.38 can be rewritten as:

\[
\delta F_b = \sum_{i=1}^{I-1} \int Q_{b,i}(r) \delta N_i d\mathbf{r}
\]  
(2.40)

The optimal density is reached when the functional is either maximized or minimized:

\[
\delta F_m = \sum_{i=1}^{I-1} \int Q_{m,i}(r) \delta N_i d\mathbf{r} = 0
\]  
(2.41)

where \(\delta F_m\) denotes the functional that will be maximized/minimized, which can either be a weight functional or a neutronic characteristic. This means that when the functional
reaches its optimal condition, it will not be affected by an additional minuscule change in the density. For this to be true, the value of $Q_{m,i}$ must adhere to the following:

\[
Q_{m,i}(r) = \begin{cases} 
> 0 & N_i(r) = N_i^{\text{max}}(r) \\
0 & N_i^{\text{min}}(r) < N_i(r) < N_i^{\text{max}}(r) \\
< 0 & N_i(r) = N_i^{\text{min}}(r)
\end{cases} \quad (2.42)
\]

However when a restraint is imposed on the problem, the value for all cases of $Q_{m,i}$ above will change from zero to some constant. The equation for the restraint functional is the same as Eq. 2.42 but with the subscript $r$ in place of $m$. The value of the restraint functional depends on its type and will most likely not be zero.

The optimization theory just described was implemented in a deterministic code SWAN, specifically created to optimize responses of fusion reactors [63]. This implementation will be briefly discussed in Chapter 5.

### 2.4 Monte Carlo Theory

Computational methods are needed to solve the incredibly complex transport equation. Two types of methods are used: Monte Carlo, and deterministic. Monte Carlo methods stochastically model event-based problems and the solutions to the equations that govern these events. Events are sampled sequentially with each characterized by a probability distribution that is statistically sampled. As a result, all of the sampled events describe the entire behavior of the problem. The statistical sampling for each event originates from the selection of random numbers. This method can easily be applied to particle transport by following a particle throughout its lifetime while sampling its path and collisions. Each step the particle takes throughout its life is determined with probability distributions that are randomly sampled utilizing transport data. Eventually enough data is gathered from the outcomes of multiple particle paths to determine a particular result of interest. Various Monte Carlo codes for nuclear applications exist, with Monte Carlo N-Particle Transport (MCNP) being the most widely used [23]. The premise of all the codes are the same; follow the particle throughout its lifetime and keep track of various physical properties such as the neutron flux, number of absorptions, etc. The quantities of interest, referred to as "tallies" by MCNP, are specified by the user.

In this work, a fusion reactor was modeled with Monte Carlo to tally two main properties in the blanket region of the system. These properties consisted of the tritium breeding ratio (TBR) and energy multiplication factor (EMF). The TBR is defined as:

\[
TBR = \frac{\int N(r)\sigma_T(r,E)\psi(r,E,\hat{\Omega})d\Omega dEd\hat{\Omega}}{\int S(r,E,\hat{\Omega})dEd\hat{\Omega}} \quad (2.43)
\]

The numerator is equal to the (n,t) reaction rate, where $N(r)$ is the atom density of the alloy, $\sigma_T(r,E)$ is the tritium production microscopic cross section, and $\psi(r,E,\hat{\Omega})$ is the angular flux. The tritium reaction rate is divided by the source rate, $S(r,E,\hat{\Omega})$ which is equal to the tritium consumption rate.
The EMF includes two components: the energy deposited from neutrons and secondary gamma particles, $E_d$, and the energy deposited from X-rays and ions in the first wall of the system, $E_{\alpha}$. $E_{\alpha}$ comes from the product of D-T fusion and is always 3.5 MeV. On the other hand, $E_d$ is calculated as:

$$E_{d,\text{neutron}} = \frac{\int N(r)\sigma_t(r,E)H_n(E)\psi(r,E,\hat{\Omega})drdEd\hat{\Omega}}{\int S(r,E,\hat{\Omega})dEd\hat{\Omega}}$$

(2.44)

where $\sigma_t(r,E)$ is the total cross section, including all types of absorption and scattering reactions. $H_n(E)$ can be thought of as the energy transferred from neutrons to the recoil nucleus and charged particles. Once transferred, the energy is locally deposited close to the collision site. The heating number is calculated as an energy balance between the incident neutron energy, $Q$-value, and secondary neutron and photon energies [9, 46, 120]:

$$H_n(E) = E - \sum_i p_i(E)[(\overline{E}_{i,n}(E) + \overline{E}_{i,\gamma}(E)) - Q_i]$$

(2.45)

where $E$ is the incident neutron energy, $p_i$ is the probability of reaction $i$, calculated by dividing $\sigma_i$ by $\sigma_t$, $\overline{E}_{i,n}$ is the average energy of secondary neutrons emitted from reaction $i$ with neutron incident energy, $E$, $\overline{E}_{i,\gamma}(E)$ is the average energy of secondary photons emitted from reaction $i$, and $Q_i$ is the $Q$-value for reaction $i$. For photon reactions, the energy deposited is calculated in the same way as Eq. 2.44. The energy that is released from charged particles, $H_{\gamma}(E)$ comes from photon interactions. Thus, it is calculated as:

$$H_{\gamma}(E) = E - \sum_{i=3}^3 p_i(E)[\overline{E}_{i,\gamma}(E)]$$

(2.46)

Similar to Eq. 2.45, $p_i$ is the probability of reaction $i$ for an incident gamma energy, $E$, and $\overline{E}_{i,\gamma}(E)$ is the average energy of the exiting gamma particle from reaction $i$ with incident photon energy, $E$. In this equation there are only three reactions of interest: 1. Compton scattering, 2. pair production with $\overline{E}_{2,\gamma}(E)$ equal to 1.022 MeV (the rest mass energy of the outgoing electron/positron pair), and 3. photoelectric effect where $\overline{E}_{3,\gamma}(E)$ is equal to zero. Once both neutron and gamma energy depositions are calculated, they can be summed to yield the total energy deposited in the blanket.

### 2.4.1 Variance Reduction Techniques

An analog Monte Carlo calculation depicts the random walk of a particle according to the actual physical laws of transport [23]. Each particle would represent a physical particle with a unit weight. However, often times the natural process is altered to bias specific events and reduce the intrinsic variance of the problem. Consequently, the particle weight is altered to account for the bias in the probabilities that are sampled during the random walk. Biasing is usually done to increase the number of particles in a region of interest without altering sampling that occurs in other regions or impacting the expected result of interest. As particles travel along their path and sampled with biased probabilities, the weight is adjusted accordingly. The final weight, representing the relative physical contribution to the
The final result, is used as a multiplicative factor in the calculation of the final result of interest. The equation below describes the relation between the biased and unbiased weights [65]:

\[ w^0_{\text{unbiased}} = w^*_{\text{biased}} \tag{2.47} \]

where \( w_{\text{unbiased}} \) is the actual physical probability distribution found in nature of the considered event sampled, and \( w^0 \) is the natural weight of the particles (usually unity). The biased probability is noted by \( p_{\text{biased}} \) with the corresponding weight, \( w^* \), that accounts for such bias.

An example of a variance reduction method is implicit capture. This type of technique can be utilized in a system where there is a large shield between the source and detector whose response is of interest. Most of the particles will be absorbed in the shield before reaching the detector, and thus, only a few particles will reach the detector with a large statistical uncertainty. Instead of sampling an absorption event of isotope \( i \) with a probability of \( (\frac{\sigma_{a_i}}{\sigma_{t,i}}) \), the particle is allowed to survive so it can continue its path and reach the detector. This means that the unbiased probability of scattering, \( (1 - \frac{\sigma_{a_i}}{\sigma_{t,i}}) \), is increased to a biased probability of 1. Using Eq. 2.47, one can see that the adjusted weight, \( w^* \), is equal to \( w^0 \times (1 - \frac{\sigma_{a_i}}{\sigma_{t,i}}) \).

In Section 2.6, perturbation applications in the continuous energy Monte Carlo code Serpent [91] will be described by utilizing the same principles of variance reduction and Eq. 2.47.

## 2.5 Perturbation Theory in Monte Carlo

The implementation of the adjoint operator and perturbation theory into Monte Carlo began from an interest in calculating reactor kinetic parameters and reactivity changes in critical systems. The first implementations of the adjoint function in Monte Carlo involved following the random walk backwards, from the response to the source. This method proved difficult to implement and thus, the focus turned to approaches that utilize adjoint-weighting factors from forward calculations. Although the scope of this work focuses on fixed source systems, the use of perturbation in Monte Carlo described for this work in Section 4.2.2 would not have been possible without previous developments based on fission reactors. Hence, a short description of the calculation of the adjoint operator in both, MCNP and Serpent, will be detailed.

### 2.5.1 Monte Carlo Implementation of the Adjoint Operator in MCNP

Systems where fission occurs and there is no external source are described by the \( k \)-eigenvalue homogenous transport equation:

\[ L\phi = \frac{1}{k} F\phi \tag{2.48} \]

Where \( L \) is the transport operator previously described, \( k \) is the eigenvalue that describes the criticality of the system, and \( F \) is the fission operator which includes both
prompt and delayed neutrons. When the system is critical, $k = 1$, multiple fission generations are created from previous generations. After numerous fission generations, the neutron population in the reactor will reach the fundamental eigenmode, and eventually will converge. In the adjoint $k$-eigenvalue equation, the adjoint flux determines the importance of neutrons and their previous generations to contributing to a detector response:

$$L^\dagger \phi^\dagger = \frac{1}{k} F^\dagger \phi^\dagger$$  \hspace{1cm} (2.49)

The equation begins at the current generation and reverses back through generations. Therefore time, or generations, move backwards. The neutrons that will contribute to the response are a product of continuing fission reactions from neutrons of prior generation, and are independent of their original location. It is the ability of neutrons to sustain the chain reactions throughout generations that creates what is called the importance, or fundamental adjoint mode. In other words, the importance only depends on the ability of neutrons from early generations to continue fission reactions that will contribute to the response at the asymptotic generation. The derivation of the fundamental adjoint mode is given Ref. [82] whose final expression is as follows:

$$\phi^\dagger_0(r, \Omega_0, E_0) = \frac{1}{C} A(r, \Omega_0, E_0) \left< R, \frac{1}{v} \phi_0 \right>$$  \hspace{1cm} (2.50)

where $C$ is a constant used as an amplitude on the adjoint flux that only depends on the detector response, $R$, and $A(r, \Omega_0, E_0)$ is a function that describes an amplitude for the forward flux and only depends on the location of the original source. Because the value of the detector response does not affect the shape of the importance, $\phi^\dagger_0$, it is of interest to make $R$ equal to one, such that the term in the functional of the equation becomes a constant describing the entire population of the reactor. The result is the iterated fission probability (IFP) function of the importance, where the only factor that the fundamental adjoint mode depends on is the amplitude function $A$. This probability describes the expected number of fission neutrons in the system after many generations, resulting from a neutron in the original (zero$^{th}$) generation. This is proportional to the adjoint function and is what MCNP utilizes as "adjoint weights" for tallies, or scores for particular information of interest [115].

The idea behind this methodology is to weight a tally by the importance of neutrons from the original generation contributing to the neutron population at the asymptotic generation. The series of generations, from original to asymptotic is composed of a block. Each block contains the original generation, also known as the progenitors (the parents of the subsequent generations). The tallies, $T$, of this generation are recorded so that they can later be weighted by the importance. Additionally, an index is assigned to each progenitor that is tracked and passed down to all of its progeny. The neutron population is calculated in the last generation of the block, the asymptotic generation. It is assumed that population has well converged by this generation. The generations that fall between the progenitor and the asymptotic are referred to as the latent generations. No additional information is stored in these generations other than tracking the progenitor index. Mathematically, the adjoint-weighed tally is presented as:

$$S_p = R_p T_p$$  \hspace{1cm} (2.51)
where $S_p$ is the score for a specific progenitor, and $T_p$ is the tally contribution calculated only for neutrons at the progenitor generation with index, $p$, and $R_p$ is the neutron population at the asymptotic generation. During the progenitor generation, every neutron becomes a candidate with an assigned index, and $T_p$ is recorded for every candidate. After the tally is recorded at the end of the generation, only the index of progenitor neutrons that created additional fission neutrons are saved. Latent generations continue to pass along the progenitor index until they reach the asymptotic generation. At this point $R_p$, known as the track length estimator of neutron production, is calculated:

$$R_p = \sum_{\tau \in p} \nu \Sigma_f w \ell$$  \hspace{1cm} (2.52)$$

where $\nu$ is the average number of neutrons per fission, $\Sigma_f$ is the macroscopic fission cross section (at current energy and material), $w$ is the particle weight, and $\ell$ is the length of track $\tau$. Each estimate is summed over all the tracks, $\tau$ in the asymptotic generation that originated from from progenitor $p$. Once $R_p$ is obtained, it is plugged back into Eq. 2.51, summed over all progenitor indexes. When the score for a block is recorded, a new block is created and the same process is repeated until the end of the MCNP run.

A simple example of an adjoint-weighted tally is the flux in a region $r$ of the reactor. This is approximated by:

$$\phi^\dagger \approx \frac{\langle \phi^\dagger, \phi \rangle_r}{\langle 1, \phi \rangle_r}$$  \hspace{1cm} (2.53)$$

This example is considered angular independent. Additionally, the approximation is valid only around the phase space of $r$. The denominator in the equation is simply calculated using the standard MCNP track length estimator:

$$\langle 1, \phi \rangle_r = \frac{1}{V_r} \sum_{\tau} w \ell \delta_{sr}$$  \hspace{1cm} (2.54)$$

In the above equation, $w$ is the particle weight, $\ell$ is the length of track $\tau$, and $V_r$ is the volume of region $r$. The summation is carried over all tracks in region $r$. The product in the summation is only performed when the current phase space region of the track, $s$, is equal to $r$. Otherwise the product is zero. For the numerator of Eq. 2.53, we can use Eq. 2.51. The value of $T_p$ is equivalent to Eq. 2.54 with an additional factor of $\frac{1}{w}$. This results in [81]:

$$\langle \phi^\dagger, \phi \rangle_r = \frac{1}{N V_r} \sum_{p} R_p \sum_{\tau \in p} \ell \delta_{sr}$$  \hspace{1cm} (2.55)$$

$N$ is a normalization factor equal to the total source weights of all progenitor particles from the original generation. The incorporation of adjoint-weighted tallies in MCNP kinetic parameters and perturbation theory in the form of reactivity approximations can be found in Refs. [81, 82].
2.5.2 Serpent Estimate of the Iteration Fission Probability

Similarly to MCNP, Serpent takes advantage of the proportionality between the IFP and importance or adjoint flux, to approximate $\phi_1^\dagger$. Nevertheless, its approach relies on a ratio between the calculated weights of the descendants to the weight of their ancestor, from the original generation [94]. This is due to the fact that in non-analog Monte Carlo simulations the particle weight is adjusted in each generation and thus, the total number of neutrons in the system changes. In an analog simulation, the importance of an ancestor neutron in sustaining fission chains and contributing to the response would simply equal the total number of neutrons in the asymptotic generation that came from that specific ancestor. In non-analog, each neutron in the every generation that contributes to the response has a unique weight. Therefore the importance is approximated as:

$$I_n^{(\gamma)} = \frac{1}{w_n} \sum_{k \in d_n^{(\gamma)}} w_k \cdot \prod_{i=\alpha}^{\alpha+\gamma-1} k_{\text{eff},i}$$

(2.56)

where $w_n$ is the weight of neutron $n$ in the original generation $\alpha$, $\gamma$ is the number of latent generations, and $w_k$ is the weight of a descendant neutron $k$, summed over all of the descendants of $n$ in generation $\alpha + \gamma$. The sum is multiplied by the product of the multiplication factors, utilized as a normalization factor that accounts for the fission source neutrons between successive generations $\alpha$ and $(\alpha + \gamma - 1)$. This normalization factor preserves the total weight (product of weight and probability in Eq. 2.47) in every generation.

Implementation of Eq. 2.56 for reactor kinetic parameters can be found in Ref. [94]. Unlike MCNP, these parameters are calculated for every generation, in which neutrons end up fulfilling the roles of progenitors, latent generation neutrons, and neutrons in the asymptotic generation at one point in the calculation. This is accomplished by utilizing arrays comprised of values in the calculation of the specific parameter of interest. The first value of the array is the ancestor, $\alpha$, and the last value is the current generation, $(\alpha + \gamma)$. The values of the array are updated with each generation such that the first value is discarded, and all values are moved a position to the left. New values can only be added to the array when a fission occurs since any other reaction does not contribute to new generations of neutrons. The only drawback to this method is the additional memory space needed to store all values in the array. However this is not a huge issue since it takes around 10 generations to reach the asymptotic population. Therefore, ten array values are stored at a time.

2.6 Collision History-based Approach to Perturbation with Monte Carlo

The previous section introduced the use of adjoint theory to calculate kinetics parameter in Monte Carlo codes which has recently been expanded to generalized perturbation calculations and sensitivity functions [115, 124]. However, all of these implementations only apply to fission systems. There is only a small amount of work on Monte Carlo approaches solving for the responses caused by a perturbation in a model with a fixed source.
Nevertheless, the theory currently adapted to Serpent [15] can be used to find the exact response, i.e. tritium breeding ratio, caused by a perturbation in the system such as the change of blanket composition.

The approach taken by Serpent is based on similar techniques utilized for variance reduction. Probability density functions of parameters of interest are biased and are then sampled as accepted or rejected events to account for the bias on the probability. A collision history is created from these events which will in turn be used to calculate perturbed fluxes for the use in the new response functions. In the following sections, this theory, known as Exact Perturbation Theory (EPT), is detailed and its implementation for fusion systems is described. Afterwards, the expansion of EPT to GPT to calculate sensitivity coefficients in fission reactors, which was the original goal of Serpent, is briefly described.

2.6.1 Accepted and Rejected Events

The perturbation approach adopted in Serpent begins with biasing the probabilities of events of interest, i.e. cross sections that are perturbed. In the case of changing compositions of a fusion blanket, there is a desire to increase sampling of all reactions from every isotope in this region. Therefore, $\Sigma_{\nu,i}$ of every isotope $i$ will be increased by a factor $f_r$. To account for the increase in the total cross section, accepted and rejected probabilities are created. Once the total cross section of isotope $i$ is sampled with an increased factor of $f_r$, the event is subsequently sampled to see if it is accepted with a probability of $\left(\frac{1}{f_r}\right)$, or rejected with a probability of $(1 - \frac{1}{f_r})$. Events must be rejected to restore fair neutron transport such as it is done with variance reduction methods. Both accepted and rejected events are recorded in the collision history of the particle through its random walk. A factor of 2 was chosen for $f_r$ which means that events are accepted and rejected with an equal probability of 0.5. The choice of 2 for $f_r$ made the most sense. However, this factor is arbitrary and other numbers can be utilized. Future work will involve optimizing this number.

2.6.2 Exact Perturbation Theory for Use in Fixed Source Problems

The next step in this approach is to adjust the weights of the particle sampled according to the perturbations. As discussed in Section 2.4.1, particles sampled naturally with analog Monte Carlo will follow the physical laws of transport and maintain their original weights. In the event that a probability distribution is biased, the particle weight must be adjusted to compensate for the increase/decrease in the probability as described by Eq. 2.47.

Consider the Monte Carlo application of a fusion reactor (fixed source) with a reference blanket composition. The random walks will be sampled with probability distributions based on the macroscopic cross sections, $\Sigma_{r,i}$, of reaction $r$ and nuclide $i$. When the compositions of each blanket component are altered, the densities change, and therefore the probability distributions of the perturbed blanket will be different. The perturbed composition is usually studied by running an additional Monte Carlo case and sampling the new particle paths. However, instead of running a new case per perturbed blanket composition, the particle path of the reference case could be utilized. From the unperturbed case, perturbed responses are calculated by adjusting particle weights according to the perturbed
probability distributions. The probability distributions of the reference case, which determine the path of the particle, can be referred to as $p_{biased}$ and the perturbed as $p_{unbiased}$ in Eq. 2.47. With these substituted, the new for equation for a neutron history $n$ becomes:

$$w_0^n \Sigma_{r,i} = w^*_n \Sigma_{r,i}$$

where $\Sigma_{r,i}$ is the perturbed cross section of any reaction $r$ for any nuclide in the blanket and $\Sigma_{r,i}$ is the cross section for the reference case. If Monte Carlo is ran as analog, the original particle weight, $w_0^n$, of the perturbed case will be unity. However, this might not be the case if variance reduction methods are utilized. With $w_0^n$ and the probabilities known, we can then solve for $w^*_n$:

$$w^*_n = w_0^n \frac{\Sigma_{r,i}}{\Sigma_{r,i}}$$

The biased particle weight, $w^*_n$, is viewed as the adjustment accounting for the change from the unbiased (perturbed) probability to the biased (reference) probability. Positive perturbations ($\Sigma_{r,i} > \Sigma_{r,i}$) will increase $w^*$ in the case that the cross section sampled is counted as accepted. On the other hand, rejected or virtual events in the collision history will lower $w^*_n$. This means that $\Sigma_{r,i}$ in Eq. 2.58 will be equivalent to $(\Sigma_{r,i} + d\Sigma_{r,i})$ for accepted events and $(\Sigma_{r,i} - d\Sigma_{r,i})$ for rejected events. The opposite will be true if the perturbation is negative. An example is illustrated in Fig. 2.1 which follows the collision history of a neutron’s random walk in the blanket region of the reactor. Eq. 2.59 shows the implementation of Eq. 2.58 for this case. It is assumed that the probability of an accepted and rejected collision is the same (0.5). Additionally, the isotope of the blanket sampled in each of the collisions was not included in the notation. One can see from Eq. 2.59 that the biased weight, $w^*_n$, is equal to the product of $w_0^n$ and a factor that includes the relative change in each sampled cross section.

Once all the histories are completed, the perturbed flux is obtained from the biased weights and the reference flux. Serpent employs the collision estimator to calculate flux [92]:

$$\tilde{\phi} = \frac{\sum_{n=1}^{N} \sum_{i=1}^{I} \frac{w^*_n}{\Sigma_{tot,i}} \phi_i}{\sum_{n=1}^{N} \sum_{i=1}^{I} w^*_n \phi_i}$$

where $\tilde{\phi}$ is the total perturbed flux, and $\Sigma_{tot,n}$ is the reference total cross section of the material and at the location of collision $i$. The sums are performed over every collision $i$ that occurred within the region of interest, i.e. the fusion blanket, and over every neutron history $n$. The reciprocal of the cross section in this equation is equivalent to the reference flux.

The Exact Perturbation Theory (EPT) methodology demonstrates that the biased weight is an estimator of the exact neutron flux distribution in the perturbed system. The biased weight can then be considered as the perturbation response which is directly calculated from the relative change in parameter $P$ without the need of first order approximations such as those from Eq. 2.27. Unlike deterministic methods, which solve the integrodifferential transport equation, Monte Carlo solves for the integral transport equation [60, 147], and thus can account for fixed sourced perturbation in a direct manner.
\[ w^*_n = w^0_n \cdot \left( 1 - \frac{d\Sigma_c}{\Sigma_c} \right) \cdot \left( 1 + \frac{d\Sigma_{n,2n}}{\Sigma_{n,2n}} \right) \cdot \left( 1 + \frac{d\Sigma_c}{\Sigma_c} \right) \cdot \left( 1 + \frac{d\Sigma_{n,2n}}{\Sigma_{n,2n}} \right) \cdot \left( 1 - \frac{d\Sigma_s}{\Sigma_s} \right) \cdot \left( 1 + \frac{d\Sigma_s}{\Sigma_s} \right) \cdot \left( 1 + \frac{d\Sigma_{n,2n}}{\Sigma_{n,2n}} \right) \cdot \left( 1 - \frac{d\Sigma_s}{\Sigma_s} \right) \cdot \left( 1 + \frac{d\Sigma_s}{\Sigma_s} \right) \ldots \] (2.59)

Figure 2.1: Collision history and weight perturbation (adapted from Ref. [15]).
2.6.3 Extension of Exact Perturbation Theory to Generalized Perturbation Theory

Exact perturbation theory can only be used for fixed source cases and must be extended to Generalized Perturbation Theory in the case that fission is involved. Unlike fixed sources, fission sources create a new generation of neutrons every time a fission event occurs. EPT does not consider the effects of multiple generations and is not valid in systems where multiplication occurs. Instead, a first order GPT must be utilized. First order perturbation effects account for the relative change of the weight due to relative changes in parameter $x$. For a neutron history $n$ this is written as \[15\]:

$$\frac{\partial w_n}{\partial x} = \sum_{(g=\alpha-\lambda)}^{\alpha} \left( (n,g)ACC_x - (n,g)REJ_x \right)$$

(2.61)

where $(n,g)ACC_x$ and $(n,g)REJ_x$ are the number of accepted and rejected events, respectively, of parameter $x$, in history $n$ and generation $i$. The equation is summed over all generations starting at generation $(\alpha-\lambda)$ and ending at the current generation, $\alpha$. The number of latent generations utilized is represented by $\lambda$. The parameter $x$ represents any cross section that is perturbed in the system.

An application of this methodology is finding the response in the form a linear functional, such as the reaction rate from Eq. 2.11. The first order expansion of this type of functional was demonstrated in Eq. 2.24. Ignoring second order effects and diving this equation by $R$ gives the relative change of the response:

$$\frac{\delta R}{R} = \frac{\langle \delta \Sigma, \phi \rangle}{\langle \Sigma, \phi \rangle} + \frac{\langle \Sigma, \delta \phi \rangle}{\langle \Sigma, \phi \rangle}$$

(2.62)

Dividing the above equation by the relative change of the perturbed parameter $x$ results in the following sensitivity function:

$$S_x^R = \frac{\langle \frac{\partial \Sigma}{\partial x}, \phi \rangle}{\langle \Sigma, \phi \rangle} + \frac{\langle \Sigma, \frac{\partial \phi}{\partial x} \rangle}{\langle \Sigma, \phi \rangle}$$

(2.63)

Knowing that the response in the denominator of the equation above can be easily calculated, we will focus on the terms of the numerator. The first term can be solved explicitly with Monte Carlo in the same way as described by the previous section on EPT. This term is known as the "direct effect" of the perturbation in $x$, since changes in parameter $x$ directly affects the response without accounting for any effects on the flux. The second term referred to as the "indirect effect" describes how the response is affected through changes in the flux caused by perturbations in $x$. In other words, the response function implicitly depends on the perturbation of $x$ through the change in the flux. This term can be derived, first, by looking at the denominator. For the purposes of this discussion and for consistency with Ref. [15], the track length estimator, rather than the collision estimator, will be utilized. Hence, the response can be defined as:

$$\langle \Sigma, \phi \rangle = \sum_{n \in \alpha} \sum_{t \in n} w_n \ell_t \Sigma$$

(2.64)
The reaction rate is estimated as the product of the track length of track \( t \), \( \ell_t \), the cross section, \( \Sigma \), and the weight of particle \( n \), \( w_n \). The product is summed over all tracks of each particle that is present in the most current generation, \( \alpha \). The equation also includes a population normalization factor that ends up canceling out and thus is not included in the discussion. The derivative of this equation creates an expression for second term of Eq. 2.63:

\[
\left\langle \Sigma, \frac{\partial \phi}{\partial x/x} \right\rangle = \sum_{n \in \alpha} \sum_{t \in n} w_n \cdot \frac{\partial w_n/w_n}{\partial x/x} \cdot \ell_t \Sigma
\]

\[
= \sum_{n \in \alpha} \sum_{t \in n} w_n \left[ \sum_{(g=\alpha-\lambda)}^{\alpha} C_{x}^g - C_{J_x}^g \right] \ell_t \Sigma
\]

The meaning of the above is described as the net number of events \( x \) that occurred in \( \alpha - (\alpha - \lambda) = \lambda \) generations from each particle \( n \) present in generation \( \alpha \). When plugged back into Eq. 2.63, this term is weighted on the response calculated from the track length generator in Eq. 2.64. As a result, it is possible to calculate the first order sensitivity, \( S^R_x \). Additional implementation of this methodology can be found in Ref. [15].

### 2.7 Activation Analysis Governing Equations

So far, the concepts described in this chapter relate to the transport of neutrons throughout a system, such as the fusion reactor. The scope of this work also includes examining the time dependent rate of change of concentrations of many of the nuclides found within the fusion reactor’s blanket, both during irradiation and after shutdown. This allows other properties of interest to be calculated that are related to the safety and environmental impact the blanket. This section will present the mathematic formulations for some of these properties calculated with computational methods in Chapter 3 to gather a basic understanding of their physical properties.

Determining the change of a nuclide over time involves calculating the parameters of the following expression [68]:

\[
\frac{dN_i}{dt} = \text{Production Rate} - \text{Destruction Rate} - \text{Decay Rate}
\]

Mathematically, Eq. 2.66 for a non-fissile system, such as a fusion reactor blanket, without additional sources can be written as:

\[
\frac{dN_i}{dt} = \sum_{j=1}^{X} l_{ij} \lambda_j N_j + \phi \sum_{k=1}^{X} f_{ik} \sigma_{a,k} N_k - \lambda_i N_i - \sigma_{a,i} N_i \phi
\]

where

\( N_i = \text{density of nuclide } i \)

\( X = \text{number of nuclides} \)
\(l_{ij}\) = fraction of radioactive disintegration by nuclide \(j\) leading to the formation of nuclide \(i\)

\(\lambda_j\) = radioactive decay constant of \(j\)

\(\phi\) = average neutron flux

\(f_{ik}\) = fraction of neutron absorption reaction by nuclide \(k\) to create nuclide \(i\). Absorption reactions are all types of neutron capture (\(\gamma, \alpha, p, 2n, 3n\)) except for fission.

\(\sigma_{a,k}\) = neutron absorption cross section of nuclide \(k\)

\(\lambda_i\) = radioactive decay constant of \(i\)

\(\sigma_{a,i}\) = neutron absorption cross section of nuclide \(i\)

This means that \(\frac{dN_i}{dt}\) is the rate of change of concentration of \(N_i\), \(\sum_{j=1}^{X} l_{ij}\lambda_j N_j\) is the rate of production of \(N_i\) due to the radioactive decay of \(N_j\) summed over all nuclides \(j\) from 1 to \(X\), \(\phi \sum_{k=1}^{X} f_{ik}\sigma_{a,k} N_k\) is the rate of transmutation into \(N_i\) from radioactive neutron capture by nuclide \(N_j\) summed over all nuclides \(k\) from 1 to \(X\), \(\lambda_i N_i\) is the radioactive decay of \(N_i\), and \(\sigma_{a,i} N_i \phi\) is the rate of destruction of \(N_i\) due to all forms of neutron absorption reactions rather than fission (\(n, \gamma, n, \alpha, n, p, n, 2n, n, 3n\)). Eq. 2.67 can be solved for all nuclides of interest present in the system. After shutdown, when the fusion blanket alloy is extracted from the system, Eq. 2.67 can be simplified to:

\[
\frac{dN_i}{dt} = \sum_{j=1}^{X} l_{ij}\lambda_j N_j - \lambda_i N_i
\]  

(2.68)

which is only based on the decay into the nuclide and from the nuclide. Equations 2.66 and 2.67 are the governing equations for activation analysis that give foresight into what kinds of byproducts are accumulated from the fusion blanket throughout time and how quickly they dissipate. By obtaining the radionuclide activity and isotopic concentrations from these equations, additional safety and environmental factors can be determined such as the heat generated from decays in the blanket, the contact dose received, and the dose one would receive in an accident scenario. The next few sections present the formulations utilized by the activation analysis code described in Chapter 3 to obtain these factors, so that a general understanding can be gathered.

### 2.7.1 Decay Heat

Activation analysis in Chapter 3 examines the heat released as a result radioactive decay from the nuclides present in the blanket’s alloy, after the alloy is extracted from the reactor. This quantity, decay heat, is defined as [116]:

\[
H_\alpha(t) = \sum_{i=1}^{I} \lambda_i N_i(t) E_{\alpha,i}
\]  

(2.69)
which can be described as the summation of the products of the activities with respect to the mean energy released for all the isotopes in the blanket. The decay heat is calculated for each type of decay. Therefore, \( H_\alpha(t), H_\beta(t), H_\gamma(t) \) are the total alpha, beta, and gamma decay heat respectively at time \( t \) after the alloy exits the reactor blanket. The terms \( E_\alpha,i, E_\beta,i, E_\gamma,i, \) are the mean alpha, beta, and gamma energy releases per disintegration of nuclide \( i \), and \( \lambda_i \) is the decay constant of that nuclide. The concentration of the nuclide \( i \) at time \( t \), \( N_i(t) \) is calculated from Eq. 2.67 and 2.68. The total decay heat released from the entire alloy can be obtained by summing the individual contributions from Eq. 2.69, 2.70, and 2.71.

### 2.7.2 Internal and External Dose Exposures

When an accident occurs in any type of reactor, there is a possibility that radionuclides will be released and travel to the environment. As a result, individuals close to the site are at risk of exposure from the various types of radiation emitted by these nuclides. This includes alpha particles which are stopped by the outer layer of the skin and thus are only dangerous if their emitters are inhaled or ingested (internal contamination). Beta particles can penetrate and contaminate the skin, while beta emitters can be deposited in the body through through inhalation and/or ingestion and through damaged skin. Gamma and neutron particles have much higher energies and will be absorbed into the body through external exposure. External radiation comes from cloudshine, groundshine, and skin contamination, and will deposit a short-term dose to the individual [120]. On the contrary, internal contamination is most likely from inhalation and remains in the body as the radioactive atoms within the body continue to decay and release additional radiation. Internal contamination therefore gives a long-term, or committed dose. The term dose, refers to the energy deposited per gram of matter:

\[
D = \frac{dE}{dm} \quad \left( \text{Grays} = \frac{J}{kg} \right) \tag{2.72}
\]

In the case of an accident, it is more interesting to examine the equivalent dose, which accounts for energy absorbed to that tissue, and the type of radiation absorbed. This is calculated as:

\[
H_T = w_R D_{T,R} \tag{2.73}
\]

where \( w_R \) is the radiation weighting factor, and \( D_{T,R} \) is the mass-averaged absorbed dose in tissue \( T \) due to radiation type \( R \) defined as:

\[
D_{T,R} = \frac{\int_T D_R(x,y,z)\rho(x,y,z)dV}{\int_T \rho(x,y,z)} \tag{2.74}
\]
where $D_R$ is the absorbed dose from radiation type $R$ and $\rho$ is the density at a location. Both terms are integrated over the entire organ or tissue measured. The radiation weighting factor in Eq. 2.73 is a tabulated value related to the stopping power for each type of radiation, referred to as Linear Energy Transfer (LET):

$$LET = \frac{dE}{dx} \quad (2.75)$$

This is defined as the average energy, $dE$, imparted by a particle through a medium traveling a distance, $dx$. Alpha and beta particles have high LET, while neutrons have medium LET depending on the kinetic energy. Gamma particles which have high kinetic energies, have the lowest LET. To get the total equivalent dose from all types of radiation, a sum is taken over all radiation weighting factors in Eq. 2.73. To obtain the dose to the entire body as a whole, a summation is performed over the product of the equivalent dose and a tissue weighting factor as such:

$$E = \sum_T w_T \cdot H_T \quad (2.76)$$

where $w_T$ is the tissue weighting factor. The tissue weighting factors in Eq. 2.73 are related to the biological effect or total health risk from radiation exposure to that particular tissue or organ. These are defined by regulation [120] and vary from 0.01 for the skin to 0.20 for the gonads. The sum of the tissues falls between zero and one, where one is the sum over all organs and tissues. Effective dose accounts for both internal and external exposure. A subset of effective dose is the internal dose calculated over the remaining life of an individual after exposure, normally taken to be 50 years for adults and 70 years for children. This term is called the committed effective dose and was formally referred to as the committed effective dose equivalent (CEDE). If short-term exposure effects are also of interest, the total effective dose equivalent (TEDE) is calculated. This is defined as the sum of the CEDE from internal exposures, and the effective dose from external exposures.

In an accident scenario, both inhalation and ingestion are of concern. Whether one is dominant over the other is dependent on the type of nuclide, its chemical form, and its solubility. Either way, once inside the body, the radionuclide can travel to the blood via the lungs or eventually to the bloodstream through the gastrointestinal tract. The fraction of the isotope that stays in the bloodstream is dependent on the isotope itself. Once the nuclide is in the blood, it can travel anywhere in the body and be absorbed by a specific tissue or organ, which depends on the chemistry of the nuclide and nature of the tissue or organ. The calculation for committed effective dose is therefore quite complicated and depends on multiple factors. A simplified calculation of the equivalent dose following acute inhalation of a radionuclide at time, $t = 0$, can be defined as [83]:

$$H_T(t) = H_T(0) \cdot (1 - e^{-\lambda t}) \quad (2.77)$$

where $\lambda$ here is the sum of the decay constant for the radionuclide and the biological removal rate constant. The biological decay constant is solved from systems of differential equations that model the biokinetics of the nuclide. This type of equation is calculated with computational methods, and utilizes Dose Conversion Factors (DCFs) in its calculations. A
DCF is defined as the amount of biological damage given to either an organ or tissue from an isotope. The DCF describes the CEDE per unit of activity intake and accounts for the path the radioisotopes travel inside of the body, the decay of the isotopes, and the formation of daughter isotopes that will release additional radioactivity. Multiplying the DCF by the activity and other factors related to atmospheric conditions and other biological factors can yield the inhalation dose in units of Sieverts. External exposure doses such as the gamma dose received from cloudshine are also calculated with dose conversion factors that depend on the geometry of the plume carrying the radiation and position of the individual with regards to the traveling plume. DCFs for different scenarios have been modeled and are included in the Federal Guidance Report #11 and ICRP 72 [120]. With regards to this work as will be seen in Chapter 3, accident dose to individuals will be calculated by multiplying the activity obtained from Eq. 2.67 during reactor operation, by specific DCFs.

### 2.7.3 Contact Dose Rate

Another quantity of interest examined is the gamma dose resulting from isotopic radioactive decay of the irradiated alloy, after it exits the blanket. This quantity is referred to as the contact dose rate. It is obtained by calculating the dose in air at the surface of a semi-infinite slab whose material contains concentrations of radionuclides of interest. This quantity is approximated by [48]:

\[
H = 5.76 \times 10^{-10} \cdot \frac{B}{2} \sum_{g=1}^{G} \frac{(\mu_{en}(E_g)/\rho)}{(\mu(E_g)/\rho)} S_{\gamma}(E_g)
\]  

(2.78)

where:

- \(H\) = surface \(\gamma\) dose rate \((\text{Sv h}^{-1})\)
- \(5.76 \times 10^{-10} \) i= conversion factor from \((\text{MeV kg}^{-1} \cdot \text{s})\) to \((\text{Sv h}^{-1})\)
- \(B\) = build up factor to account for the increase in the dose due to the contribution of secondary or scattered gammas (=2) [48, 141]
- \(\sum_{g=1}^{G} \) is the sum over all \(\gamma\) energy groups from \(g\) to \(G\) (number of groups depends on library used in code)
- \(E_g\) is the mean energy of group \(g\)
- \(\mu_{en}/\rho\) = mass energy absorption coefficient of the material \((\text{m}^2 \text{ kg}^{-1})\)
- \(\mu/\rho\) = mass attenuation coefficient of the material \((\text{m}^2 \text{ kg}^{-1})\)
- \(S_{\gamma}\) = rate of gamma emission \((\text{MeV kg}^{-1} \cdot \text{s})\)

The rate of gamma emission at mean energy \(i\) is calculated as:

\[
S_{\gamma}(E_i) = I_i A(t)
\]  

(2.79)
where $I_i$ is the intensity of energy group $i$, and $A(t)$ is the specific activity of the entire material at time $t$. Within an energy group, the intensity at each branch of the gamma decay scheme is calculated separately. After all individual intensity calculations for that energy group are performed, they are summed together to obtain the total intensity in that group. For a selected group of nuclides who do not have $\gamma$ spectrum information, the intensity is estimated by the description in Ref.sublet2012fispact. The specific activity (Bq/kg) is calculated as:

$$A(t) = \frac{\sum_{i=1}^{I} \lambda_i N_i(t)}{m}$$

(2.80)

where $\lambda_i$ is the decay coefficient of nuclide $i$, and $N_i(t)$ is the concentration of the nuclide obtained from Eq. 2.67 and 2.68. This product, equal to the activity of the radionuclide, is summed over all isotopes found in the material and is then divided by the mass of the material, $m$.

The contact dose rate is an approximated quantity and does not account for the 3D geometry of the system, and variable build-up factors that depend on geometry, gamma ray energy, and on the material of the shield [122]. Thus, results will probably be overestimated. Nevertheless, this estimate is good enough for the purposes of this work which is to analyze the safety and environmental performance of the alloy without worrying about obtaining the most exact results.
Part II

Results and Discussion
Chapter 3

Neutronic and Activation Analysis of Lithium-based Ternary Alloys in Inertial Fusion Energy (IFE) Blankets

3.1 Introduction

Lithium is often the preferred choice as breeder and coolant in fusion blankets as it offers excellent heat transfer and corrosion properties, and most importantly, it has a very high tritium solubility and results in very low levels of tritium permeation throughout the facility infrastructure [86]. However, lithium metal vigorously reacts with air and water and exacerbates plant safety concerns [34]. For this reason, over the years numerous blanket concepts have been proposed with the scope of reducing concerns associated with lithium [10, 73]. The European helium cooled pebble bed breeding blanket (HCPB) physically confines lithium within ceramic pebbles [73]. The pebbles reside within a low activation martensitic ferritic steel structure and are cooled by helium. The blanket is composed of the tritium breeding lithium ceramic pebbles and neutron multiplying beryllium pebbles. Similar concepts are being investigated in China, Korea, and India [29, 30, 45, 84], while Japan is exploring a ceramic breeder cooled by pressurized water [44]. Other blanket designs utilize lead to lower chemical reactivity [113]; LiPb alone can serve as a breeder, coolant, neutron multiplier, and tritium carrier. India is taking advantage of this with its Lead-Lithium cooled ceramic breeder (LLCB) design. Europe is developing a He cooled lithium lead (HCLL) blanket which utilizes helium as the coolant and LiPb as the breeder, with reduced activation ferritic-martensitic steel (RAFM) as the structural material [21]. The US is also utilizing LiPb in their blanket design with the dual-coolant lead-lithium concept (DCLL); helium is used to cool the first wall and structural components made up of low-activation ferritic steel, whereas lithium-lead (LiPb) acts as a self-cooled breeder in the inner channels of the blanket [73]. The helium-cooled steel and lead-lithium alloy are separated by silicon carbide flow channel inserts which thermally insulate the self-cooled breeder region from the helium cooled steel walls. This creates a LiPb breeder with a much higher exit temperature than the steel which increases the power cycle efficiency and also decreases the magnetohydrodynamic (MHD) pressure drop [109]. MHD physics describe the phenomenon
of an electrically conducting fluid that is impacted by both magnetic and electric fields. In addition, LiPb blankets produce low afterheat and low operation pressures [73]. China is designing a dual functional LiPb (DFLL) test blanket module (TBR) which allows both a helium-cooled quasi-static LiPb (SLL) concept and a He/PbLi dual-cooled LiPb (DLL) concept to be tested [149, 150]. Molten salt blankets with a mixture of lithium, beryllium, and fluorides (FLiBe) offer good tritium breeding, low electrical conductivity and therefore low MHD pressure drop, low chemical reactivity, and extremely low tritium inventory [73]; the addition of sodium (FLiNaBe) has been considered because it retains the properties of Flibe but also lowers the melting point [10]. One of the most recent designs is the Korean He-cooled molten lithium (HCLM) blanket with ferritic steel as a structural material [15]. Although many of these blanket concepts are promising, challenges still remain. The limited amount of beryllium available poses a problem for ceramic breeders such as the HCPB. Additionally, ceramic breeders require high porosity in the pebbles to allow tritium to be extracted, significantly reducing the thermal conductivity [11]. FLiBe and FLiNaBe are highly viscous and have a low thermal conductivity. In liquid metal breeders, corrosion issues occur between LiPb blankets and the steel constituents from structural materials. This negatively impacts the structural integrity of the blanket structures due to wall thinning and transport of corrosion products throughout the liquid metal loop. LiPb blankets in magnetic inertial confinement systems are affected by MHD from the plasma's magnetic field, due to LiPb's nature as a conductor. When it flows through the blanket, it creates an electromagnetic field that generates a current in the liquid. As a result, the induced current decreases the velocity of the liquid's flow, providing additional drag to LiPb and increasing its pressure drop [51]. An important common issue found in all three blanket technologies is tritium permeation. Tritium has a high partial pressure in each of the blankets and thus, low solubility. Tritium then permeates into structural material, heat exchanger, first wall, and containment structure potentially releasing into the environment and posing a high safety concern [11]. Lawrence Livermore National Laboratory (LLNL) decided to combat many of the issues found with the blanket concepts by attempting to develop a new lithium-based alloy—most likely a ternary alloy—which maintains the beneficial properties of lithium (e.g. high tritium breeding and solubility) while reducing overall flammability concerns for use in the blanket of an Inertial Fusion Energy (IFE) power plant [39, 111]. The IFE engine employs inertial confinement fusion (ICF) through the use of lasers aimed at an indirect-driven target composed of deuterium-tritium fuel. The fusion driver/target design implements the same physics currently experimented at the National Ignition Facility (NIF). The IFE reactor uses lithium in both the primary coolant and blanket; therefore, lithium-related hazards are of primary concern. Although reducing chemical reactivity is the primary motivation for the development of new lithium alloys, the successful candidates will have to guarantee acceptable performance in all their functions. The scope of this study is to evaluate the neutronics performance of a large number of lithium-based alloys in the blanket of a fusion reactor. In particular, parameters are set on the tritium breeding ratio (TBR) [40] and energy multiplication factor (EMF) [103] which allow candidate alloys to be selected. Activation analysis is then applied on the selected alloys to assess specific safety and environmental properties. This chapter is organized as follows: Section 3.2 presents the models and methodologies used for the analysis; Section 3.3 discusses the results; Section
Table 3.1: Composition and dimensions of the blanket components.

<table>
<thead>
<tr>
<th>Layer #</th>
<th>Material</th>
<th>Thickness (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>Breeder/Coolant</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>Breeder/Coolant</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>Breeder/Coolant</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>Graphite</td>
<td>100</td>
</tr>
</tbody>
</table>

3.4 summarizes findings and future work.

3.2 Models and Methodology

3.2.1 Chamber Model

The neutronics performance of each alloy was evaluated in the blanket of the LIFE power plant. The blanket is build around the fusion chamber that consists of a central spherical cavity with a 13.004 m radius. Fusion occurs at the center of the void chamber where the laser beams impact the fuel target. The ICF target releases 132 MJ from D(T,n)\(\alpha\) reactions; 97.45 MJ is in neutrons kinetic energy and 34.55 MJ is in X-rays and ions [134]. The target also releases 4.69 neutrons from fusion and additional 0.131 neutrons (2.8% of the total) from (n,2n) reactions with the compressed DT fuel and the lead hohlraum. Alpha particles instantly deposit their energy in the surrounding DT fuel, in the ablator materials, and in the lead capsule resulting in the release of X-rays and ions [105]. Xenon fills the void chamber at a density of 6 \(\mu g/cm^3\) and shields the chamber wall (first wall) from ions and X-rays [134]. This phenomenon is illustrated in Fig. 3.1. The blanket surrounds the central chamber and consists of a series of coolant/breeder layers separated by structural components (Table 3.1). The structural material is HT9 (composed of iron (85.9%), chromium (12.1%), and the rest is carbon, silicon niobium, molybdenum, and tungsten with density of 8 g/cm\(^3\)); it features high resistance against radiation damage and low chemical reactivity. In the original design the coolant/breeder material is lithium; this study replaces lithium with a ternary lithium alloy. The blanket is completed by a 100 cm graphite reflector (1.7 g/cm\(^3\)). The IFE power plant is assumed to generate 2,200 MW of fusion power.

Neutron and photon transport was performed with the three-dimensional Monte Carlo transport code MCNP6 [56]. A simplified model consisting of concentric spherical regions was assumed. Nevertheless, the model was created to resemble its real-life counterpart as show in Fig. 3.2. The model also includes 48 penetrations through the blanket representing the beam ports, as well as the target injection port at the top of the chamber, and the debris exit port at the bottom. Modeling the indirect-driver and target is extremely com-
plex, and for the scope of this study, the DT target was represented as a point source at the center of the chamber with a neutron energy distribution obtained through accurate target models (Fig. 3.3). The energy spectrum accounts for the scattering of the fusion neutrons with the DT target and lead hohlraum. All materials in the model utilized ENDF/B-VII.I cross sections at 900 K [26].

The neutronics performance of the alloys was evaluated by two parameters: (1) tritium breeding ratio (TBR), and (2) energy multiplication factor (EMF). TBR is defined as the ratio of tritium produced in the blanket to the tritium consumed in the target [40]. Tritium production was calculated by utilizing the F4 tally in MCNP [56]. The TBR must be greater than unity for the system to be self-sufficient. In this specific study, the TBR accounts for losses due to radioactive decay, and only for a limited storage inventory that is needed under emergencies to continue operation [11]. Earlier studies on the IFE design assumed a minimum TBR constrain of 1.02. This is lower than what other fusion plants require due to the high fractional burn-up (~30%) in the IFE source and lower tritium permeation in the lithium alloy coolant [132]. Additionally, this study excludes the need to produce a startup inventory for other reactors [11].

The EMF is defined as the ratio of power deposited in the blanket and other regions outside the IFE chamber by neutrons, gammas, and alpha particles to the power generated from fusion reactions [103]. It is given by:

\[
EMF = \frac{E_d + E_\alpha}{E_f}
\]

where \( E_d \) is the total energy deposited in the chamber (first wall, breeding regions, structures, and reflector) and surrounding regions (shield, beam dumps, etc.) as the result of neutron
Figure 3.2: MCNP model of the IFE reactor viewed from the xz plane (left) compared to real-life model (right).

Figure 3.3: Fusion source neutron energy distribution. [106]
reactions; $E_\alpha$ is the energy of the X-rays and ions (from alpha interactions) absorbed in the chamber gas and subsequently the first wall – this is calculated to be 4.607 MeV; $E_f$ is the total fusion energy released per D-T reaction (17.6 MeV). The neutron and neutron induced gamma energy deposited in regions outside the chamber is included with the expectation that this power will be recovered and will contribute to the overall power cycle. There is no hard physical constraint on the EMF, but the higher the EMF, the lower the cost of electricity from a fusion power plant due to more power available for a given target and laser of certain size. For this reason, a goal of at least 1.1 was set for the EMF.

3.2.2 Computational Approach

To determine what elements to combine with lithium and create ternary alloys, a colleague at LLNL performed thermodynamic analysis and concluded that 19 elements can form liquid solutions with lithium [144]. When combined, these 19 elements form 171 ternary alloys. Each ternary then requires 231 simulations, each at a different alloy composition, to cover the entire phase space. The total number of simulations that results is 39,501. Doing this many simulations with a Monte Carlo code containing complex geometry takes up an exhausting amount of CPU time and man power. Consequently, it is necessary to create a computationally efficient approach to sample the ternary alloys. This type of approach is outlined with a flowchart in Fig. 3.4. The first step, in the rounded red rectangle, was to perform qualitative and quantitative preliminary analysis of neutronic properties. This type of preliminary analysis, explained in Section 3.3.1, was crucial for determining the alloys that would exhibit the best performance; it reduced the number of ternaries to simulate by more than 70%. Next, an alloy of interest was chosen to be sampled, based on the previous step, and its density was calculated (yellow diamond Fig. 3.4). The following two steps (illustrated with orange rectangles) were all done automatically with the aid of written Python scripts. The scripts created input files used in the Monte Carlo simulations, extracted needed information from large data sets in the output files, and carried out calculations with the data. These two steps were repeated until all 231 compositions for the alloy were simulated. Once all of the simulations were completed for a ternary, additional scripts automatically plotted the results in ternary diagrams and bar graphs discussed in Section 3.3.2. If more alloys needed to be analyzed, then flowchart can be followed back to the second step (white trapezoid), where a new ternary to sample is decided, and the next steps are repeated all over again. Otherwise, once all the alloys are sampled, they are analyzed, and top candidates are selected. The two essential components of this approach that increased efficiency were the first step, and the atomization of running, analyzing, and plotting.

3.2.3 Activation Analysis

When the coolant exits the blanket it requires operational and maintenance procedures appropriate to its radiological properties. Furthermore, accumulation in the coolant of relatively long-lived isotopes will determine its nuclear waste category and the corresponding procedures for disposal. Neutron activation analysis was performed using ACAB [135], an activation and transmutation code developed for fusion systems. Multigroup activation cross section libraries are selected from one of the group-wise libraries available in EAF-2007 [47].
Figure 3.4: Flowchart of computational approach to choose alloys for Monte Carlo analysis.
group-wise libraries. These multi-group files are gathered from a point-wise cross section library in one out of seven group structures; this study used the VITAMIN-J group structure. This group structure was defined in the framework of the JEFF-1 benchmarking for use in reactor shielding and fusion neutronics application (fusion blanket shielding). It is based on the group structures of VITAMIN-C (DLC-41) and VITAMIN-E (DLC-113). VITAMIN-J has 175 neutron energy groups and 42 gamma energy groups [131]. The point-wise library contains data on 65,565 cross sections for 816 targets in modified ENDF/B format ranging from 10-5 eV to 60 MeV. The EAF-2007 decay data library is primarily based on the JEFF-3.1 radioactive decay data library [47]. MCNP6 provided the multi-group flux required by ACAB for collapsing cross sections. Activation analysis was performed for a 2,200 MW plant with an irradiation history of 50 years and cooling time of up to 300 years. One important thing to note is that the total blanket volume includes 3,478 m$^3$ inside the chamber, and 940 m$^3$ outside during irradiation. This means that the alloy is inside the chamber for 79% of the total residence time. To account for this, the flux is adjusted by a factor of 0.79. The results are divided by this factor to account for the entire blanket volume irradiated. Additionally, it is assumed that feeding additional lithium into the chamber is not necessary due to the small $^6$Li burn-up (ranging from 2%-8%) and only 1% decrease of TBR at end of irradiation. Tritium is assumed to be extracted from the coolant/breeder after irradiation to be reprocessed and reused in the source. All of the activation parameters, except for accident dose, are examined after shutdown and thus do not include tritium in the results. An accident is assumed to occur during operation when tritium is still mixed with the rest of the coolant/breeder.

3.2.4 Safety and Environmental Parameters

Data from the activation analysis allowed to determine the following environmental and safety parameters.

Decay Heat

Decay heat is calculated to ensure that adequate cooling is available for stored coolant at all times. According to limits employed in previous studies, no-active cooling is required if the decay heat is below 10 W/m$^3$, dry cooling is sufficient if it is between 10 W/m$^3$ and 2 kW/m$^3$, and wet cooling is required above 2 kW/m$^3$ [25].

Contact Dose Rate

The contact dose rate determines the feasibility of recycling the ternary alloy. The proposed limits for fusion systems are 10 μSv/h for hands-on operation, and 10 mSv/h for remote handling [126]. More detailed work has also suggested the same 10 μSv/h hands-on limit, but also includes a shielded hands-on limit of 2 mSv/h [25]. For this study, the hands-on limit was disregarded since the coolant after shutdown could be drained down into cooling tanks. Only remote handling of the breeder/coolant is considered.
Waste Disposal Rating

The waste disposal rating (WDR) determines whether the alloy meets the concentration limits for Class C low-level waste (LLW) under NRC 10CFR61.55 [128]. It is defined as the sum of the ratio of the concentration of a particular isotope to the maximum allowed concentration of that isotope for Class C, taken over all isotopes of the alloy. If the WDR $< 1$, the mixture is considered LLW.

Accident Dose

DOE Fusion Safety Standards limit dose in accident scenario to 10 mSv [87]. This value refers to a 50 year committed effective dose calculated to the most exposed individual at the site boundary (1 km) with contributions from direct cloudshine, and inhalation during plume passage [89]. The contribution from groundshine is not included in the limit because it doesn’t contribute directly to the accident and is more of public health measure. Nevertheless, this study will include groundshine for more conservative results. The accident dose (AD) is calculated by multiplying the following three factors:

$$AD (Sv) = Radioactivity (Bq) \times DCF \left( \frac{Sv}{Bq} \right) \times RF$$  \hspace{1cm} (3.2)

The radioactivity is obtained from ACAB calculations. Dose conversion factors (DCFs) are required to convert the radioactivity levels from the released blanket radionuclides to equivalent dose to humans. DCFs for typical radionuclides released from IFE activation of structural materials were specifically calculated using the dispersion and accident consequences software MACCS2 [89]. For this study, the DCFs were chosen with standard conditions such as a 1 km boundary, conservative weather, ground release, and no building wake effects. The release fractions (RF) are usually derived from the combination of detailed modeling of the accident and measurements of the material mobilization under such accident conditions. This determines how much of the component escapes from the accident, and what percentage of that is released into the atmosphere and pose a hazard to the public. Modeling detailed accident scenarios for each alloy would take too long. Approximated release fractions, instead, were utilized. Such release fractions characterize an isotope’s mobilization and volatility according to five categories [129]:

1. Elements with species gaseous at room temperature: high mobility – 100%
2. Elements with species gaseous at typical reactor operating temperatures ($<500^\circ C$) – 30%
3. Elements with species gaseous at modest accident temperatures ($<1000^\circ C$) – 10%
4. Elements with species gaseous at severe accident temperature ($<1500^\circ C$) – 3%
5. Elements with species (pure element or oxide) at severe gaseous temperatures such as tokamak dust erosion or oxide spallation – 1%
3.3 Results and Discussion

3.3.1 Preliminary Evaluations

In order to understand the behavior of different elements in the blanket that would infer the behavior of ternaries when combined, preliminary evaluations were performed. This was the first step shown in Fig. 3.4. Using a representative blanket neutron flux (obtained from MCNP calculations with a LiSnZn alloy), effective Q-value, effective absorption cross section, and effective (n,xn) cross section were calculated for an initial set of elements (Na, Mg, Al, Si, Ca, Ti, Cu, Zn, Ga, Sr, Pd, Ag, In, Sn, Sb, Ba, Au, Pb, and Bi) selected by the LLNL based on thermodynamics properties [144]. Their values are reported in Table 3.2.

The effective Q-value was calculated as:

$$Q_{e} = \frac{\sum_{i=1}^{N_e} a_i \sum_{r} Q_{i}^{r} \sigma_{r}}{\sum_{i=1}^{N_e} a_i \sum_{r} \sigma_{r}}$$  (3.3)

$$Q_{(n,xn)}^{i} = Q_{(n,xn)}^{i} + xQ_{e}^{Li}$$  (3.4)

where \(i\) is the specific isotope of an element, \(r\) is the type of neutron reaction, \(\sigma\) is the cross section, \(Q\) is the Q-value, \(a\) is the abundance fraction, and \(N_e\) is the number of isotopes in the element. From a neutronics perspective, it is desirable to have low absorption cross section\(^1\) to reduce neutron loss in unwanted reactions that would inhibit the TBR and EMF. A large (n,xn) cross section is necessary to increase the number of neutrons in the blanket which will enhance the TBR. It is assumed that the x (2 or 3) neutrons generated in (n,xn) reactions will go on to be absorbed by lithium and this is accounted for in the Q-value defined in Eq. 3.4. Lastly, a high effective Q-value is crucial to ensure an adequate EMF. The last two features, (n,xn) cross section and Q-value, contradict each other as (n,xn) reactions are endothermic, but overall the availability of extra neutrons upon (n,xn) reactions may compensate for the loss of energy due to subsequent exothermic reaction with \(^6\)Li and/or other alloy constituents. Additionally, the low absorption cross section also contradicts the high Q-value since heat is produced by absorption cross sections such as (n,\(\gamma\)). This is why a ternary alloy is ideal; the properties of one element can complement the properties of another and result in a successful ternary system, as seen in Fig. 3.5. The figure qualitatively illustrates the properties of the elements found in Table 3.2, by highlighting the elements that exhibit one or more of the desirable properties. Through observation of the highlighted elements, one can easily infer which ones can be combined to create proficient alloys. Ideally, it is best to join elements that exhibit all three properties. For example, an alloy that possesses a low absorption cross section (highlighted in red in Fig. 3.5) and high multiplication cross section (elements highlighted blue), such as Pb, can be combined with an element that has a higher Q-value (elements highlighted in green), such as Zn. Many ternary combinations can be deduced from the properties of all the elements in Table 3.2 and Fig. 3.5. Results reported show that: Pb and Bi are desirable elements for their low absorption and high (n,xn) cross sections; of the elements with high Q-value, Sn, Zn, Cu, and Ti are to be preferred for their relative low absorption.

\(^1\)Absorption cross section is equal to the sum of all cross sections, excluding (n,xn)
Table 3.2: Effective cross sections and Q-values for selected elements.

<table>
<thead>
<tr>
<th>Element</th>
<th>Q-value, MeV</th>
<th>Absorption cross section, b</th>
<th>(n,xn) cross section, b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>4.67</td>
<td>$7.37 \times 10^{-2}$</td>
<td>$1.53 \times 10^{-3}$</td>
</tr>
<tr>
<td>Li-6</td>
<td>4.78</td>
<td>$9.77 \times 10^{-1}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Li-7</td>
<td>-7.16</td>
<td>$4.63 \times 10^{-4}$</td>
<td>$1.66 \times 10^{-3}$</td>
</tr>
<tr>
<td>Na</td>
<td>-1.79</td>
<td>$1.53 \times 10^{-2}$</td>
<td>$5.30 \times 10^{-4}$</td>
</tr>
<tr>
<td>Mg</td>
<td>-2.13</td>
<td>$2.35 \times 10^{-2}$</td>
<td>$4.77 \times 10^{-3}$</td>
</tr>
<tr>
<td>Al</td>
<td>-0.96</td>
<td>$1.57 \times 10^{-2}$</td>
<td>$1.21 \times 10^{-4}$</td>
</tr>
<tr>
<td>Si</td>
<td>-2.67</td>
<td>$3.21 \times 10^{-2}$</td>
<td>$9.30 \times 10^{-4}$</td>
</tr>
<tr>
<td>Ca</td>
<td>0.48</td>
<td>$5.39 \times 10^{-2}$</td>
<td>$5.31 \times 10^{-4}$</td>
</tr>
<tr>
<td>Ti</td>
<td>3.47</td>
<td>$2.78 \times 10^{-2}$</td>
<td>$1.45 \times 10^{-2}$</td>
</tr>
<tr>
<td>Cu</td>
<td>5.12</td>
<td>$7.24 \times 10^{-2}$</td>
<td>$2.20 \times 10^{-2}$</td>
</tr>
<tr>
<td>Zn</td>
<td>4.44</td>
<td>$5.97 \times 10^{-2}$</td>
<td>$1.24 \times 10^{-2}$</td>
</tr>
<tr>
<td>Ga</td>
<td>5.45</td>
<td>$1.33 \times 10^{-1}$</td>
<td>$3.25 \times 10^{-2}$</td>
</tr>
<tr>
<td>Sr</td>
<td>1.97</td>
<td>$1.59 \times 10^{-2}$</td>
<td>$3.11 \times 10^{-2}$</td>
</tr>
<tr>
<td>Pd</td>
<td>6.86</td>
<td>$3.72 \times 10^{-1}$</td>
<td>$7.24 \times 10^{-2}$</td>
</tr>
<tr>
<td>Ag</td>
<td>6.37</td>
<td>$6.50 \times 10^{-1}$</td>
<td>$6.36 \times 10^{-2}$</td>
</tr>
<tr>
<td>In</td>
<td>6.2</td>
<td>$6.68 \times 10^{-1}$</td>
<td>$6.76 \times 10^{-2}$</td>
</tr>
<tr>
<td>Sn</td>
<td>4.18</td>
<td>$7.51 \times 10^{-2}$</td>
<td>$7.34 \times 10^{-2}$</td>
</tr>
<tr>
<td>Sb</td>
<td>5.61</td>
<td>$3.65 \times 10^{-1}$</td>
<td>$6.82 \times 10^{-2}$</td>
</tr>
<tr>
<td>Ba</td>
<td>3.55</td>
<td>$5.14 \times 10^{-2}$</td>
<td>$7.99 \times 10^{-2}$</td>
</tr>
<tr>
<td>Au</td>
<td>5.76</td>
<td>$6.98 \times 10^{-1}$</td>
<td>$1.07 \times 10^{-1}$</td>
</tr>
<tr>
<td>Pb</td>
<td>1.76</td>
<td>$5.58 \times 10^{-3}$</td>
<td>$1.17 \times 10^{-1}$</td>
</tr>
<tr>
<td>Bi</td>
<td>1.64</td>
<td>$6.37 \times 10^{-3}$</td>
<td>$1.14 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

Figure 3.5: Comparison of neutronic properties of significant elements.
The elements in Table 3.2 were also observed in combination with lithium. Binary alloys were analyzed using the MCNP blanket model and varying the lithium concentration from 0 to 100\% at 5\% intervals. This analysis assumed 1.02 and 1.1 as lower limits for TBR and EMF, respectively. Fig. C.1 shows example results for LiSn and LiPb binary alloys (a complete set is provided in Appendix C). It is observed that: (1) Ba, Sn, Sr, and Ti offer the widest range of acceptable lithium concentrations; (2) Bi and Pb are barely not meeting the EMF requirement, but provide very large TBR even at low concentration of lithium, due to enhanced (n,xn) reactions. Studies in the past demonstrated the potential of LiPb as a coolant and breeder. However, the focus was usually on TBR and possible ways to maximize it such as by increasing the $^6\text{Li}$ enrichment [101]; (3) Pd, In, Au, and Ag feature a narrow acceptable range, but a relatively large EMF; (4) Ga, Cu, Sb and Zn are in the mid-range of acceptable lithium compositions with EMFs slightly higher than 1.1 but no greater than 1.2; (5) Sb, Pd and Au have very narrow acceptable ranges and limited EMF; (6) Na, Mg, Al, Ca, and Si never meet both constraints, mainly due to their detrimental effect on EMF. This results are in line with the observations made from the analysis on individual elements.

### 3.3.2 Tritium Breeding and Energy Multiplication

TBR and EMF were evaluated for 55 lithium ternary alloys as a function of their composition. Each alloy was evaluated according to three different TBR and EMF criteria:

- **Aggressive**: lowest achievable TBR – 1.02 and highest EMF – 1.2. This category pushes limits to ideal conditions; a TBR that accounts for the least amount of losses and a high EMF to decrease the cost of electricity.
- **Conservative**: high TBR – 1.1 and low EMF –1.1. More on the other side of the spectrum, the TBR is high to account for losses, and EMF puts the lowest demand to
produce power.

- Semi-conservative (SC): TBR – 1.05 and EMF – 1.1. The TBR here is lowered from the conservative constrain above.

Results containing the range of lithium concentrations for various ternary alloys that meet each of the three sets of criteria are illustrated in Fig. 3.7. All the alloys in Fig. 3.7 meet both the conservative and semi-conservative criteria. The aggressive constrains are mostly met by alloys containing tin (and barium in one case) due to the fact that it has all three desirable properties: a high Q-value, low absorption cross section, and high (n,xn) cross section. This enhances the TBR but more specifically the EMF; most other alloys cannot reach EMFs that are any higher than 1.15. A few Ba-containing alloys and LiPbZn also meet the aggressive criteria for the same reasons. As predicted, the conservative and semi-conservative constrains with the widest range of lithium concentrations were met by elements that performed well in the binary analysis such as barium, tin, and strontium, with lead or bismuth. Elements that have a combination of higher Q-value and lower absorption cross section such as zinc will perform adequately when combined with high neutron multipliers such as bismuth, or elements with similar or better attributes, i.e. barium. Even gallium, whose absorption cross section is on the higher end but has above average Q-value, yields satisfactory results with the elements formerly mentioned, specifically neutron multipliers. The ternaries in Fig. 3.8 give a closer look at some of these alloys. From the figures, one can easily visualize the competition between TBR and EMF; neutrons absorbed by lithium increase the TBR but at the expense of reactions in the other elements that enhance the EMF. Although the ranges for which LiNaSn and LiSnZn alloys meet the limits are not as large as some of the other alloys, they do meet all three categories. Ternary diagram results for all the alloys in Fig. 3.7 are found in Appendix D.

The difference in lithium concentrations between each increase of TBR is not as significant as the change in EMF. Between TBRs of 1.02 and 1.1, respectively, the lithium concentration increases by less than 10%. This allows us to change the TBR constrains if necessary while still maintaining a similar minimum lithium concentration to reduce chemical reactivity. The increase of EMF from 1.1 to 1.2 is dependent on each individual alloy; smaller differences occur for alloys with higher Q-values such as tin, zinc and gallium. Nevertheless, to increase the EMF for all alloys, the lithium concentration must be lowered by several percent to reduce absorption in lithium and enhance it in the other components. As a result, all the alloys in Fig. 3.8 other than tin, barely, if at all, meet any of the TBR limits with an EMF of 1.2.

3.3.3 Lithium Enrichment

In order to further minimize the amount of lithium in the alloys and to increase TBR, the sensitivity to the concentration of $^6\text{Li}$ was tested. The (n,t) cross section of $^6\text{Li}$, shown in Fig. 3.9 covers a wide range of energies as opposed to $^7\text{Li}$, whose cross section only occurs in the high energy range; therefore, enriching the alloy in $^6\text{Li}$ increases neutron absorption in it and boosts TBR. LiSnZn was utilized for this enrichment sensitivity study. The chosen composition (65% Li, 25% Sn, 10% Zn) minimizes lithium concentration while meeting all three sets of criteria described in the previous section, and is demonstrated in
Figure 3.7: Range of lithium (atom%) for each ternary alloy that meet specific TBR and EMF criteria. Aggressive: TBR 1.02, EMF 1.2. Conservative: TBR 1.1, EMF 1.1. Semi-conservative: TBR 1.05, EMF 1.1. When an alloy does not meet one of the criteria at any composition, it is left blank.
Figure 3.8: Ternary Plots for (a) LiBaBi, (b) LiPbBa, (c) LiGaPb, (d) LiSrPb, (e) LiNaSn, and (f) LiSnZn; solid lines represent TBR; dotted lines represent EMF.
Fig. 3.10. $^6$Li’s concentration was increased from natural (7.5%) to 90% with increments of 5%. Fig. 3.11 shows that the EMF rapidly drops with increasing enrichment whereas TBR increases. The EMF exponentially decreases until around 40% $^6$Li, which is where the TBR reaches its maximum. At such maximum (40%), the TBR is 20% higher than with natural lithium. After this point the TBR becomes saturated and slowly begins to linearly decrease due to the lack of $^7$Li(n,n’T) reactions. The $^7$Li(n,n’T) reaction rate linearly decreases as a function of $^6$Li enrichment, shown in Fig. 3.11. Before 40% the $^6$Li(n,T) reactions are growing at a faster rate than $^7$Li(n,n’T) reactions, overcoming them to allow the total TBR to increase. However, after 40%, the lack of additional neutrons from $^7$Li(n,n’T) reactions prevent $^6$Li from producing tritium at the same rate as it did with lower enrichments. This, plus the lack of tritium production from $^7$Li causes the total TBR to decrease at enrichments greater than 40%. The (n,xn) reaction rate, influenced by tin, does not have a strong influence on the behavior of the TBR.

![Figure 3.9: $^6$Li and $^7$Li (n,t) cross sections [1].](image)
Figure 3.10: LiSnZn diagram showing area where all three criteria (aggressive, conservative, semi-conservative) are met. Chosen point is within shaded region and also minimizes lithium concentration.

Figure 3.11: TBR, EMF, and \((n,T)\) and \((n,xn)\) reaction rates as a function of \(^{6}\text{Li}\) concentration in lithium for Li(65\%)Sn(20\%)Zn(15\%) alloy.

Fig. 3.12 displays the range of total lithium concentrations in the LiSnZn alloy that meet each of the previously discussed criteria for three enrichment cases: natural, 40\%,
and 90%. The minimum lithium concentrations for each of the cases decrease as lithium enrichment increases. For example, the aggressive case decreases from 60 atom% for natural enriched lithium to 25 atom% for 40% enriched lithium. It decreases even further to 15 total atom% when lithium is enriched to 90%. Nevertheless, the case with 40% enriched lithium meets this criterion for a 35% range of lithium concentrations (25 atom% to 60 atom% Li) as opposed to the 10% range in the case of 90% enrichment (15 atom% to 25 atom% Li). The EMF is largely compromised as enrichment increases and thus, it is much harder for alloys of different concentrations in the 90% enriched case to meet the 1.2 EMF for the aggressive category. This is visualized in Fig. 3.13 where ternary diagrams with $^6\text{Li}$ enriched at 40% and 90% are shown. It can also be seen in the ternaries how, for a constant lithium concentration, the TBR decreases when the amount of zinc in the alloy increases. This is due to the decrease of tin (n,xn) reactions, which lowers the neutron economy and reduces the number of Li(n,T) reactions. In addition, the phenomenon becomes more pronounced in the 90% enriched Li ternary due to the lack of $^7\text{Li}(n,n'\text{T})$ reactions, which lowers the TBR as previously described. As a result, the TBR at 65% Li, 20% Sn, and 15% Zn will be lower (1.2) at 90% enriched lithium, than at 40% (1.31). Minimizing the lithium concentration without exceedingly reducing the EMF needs to be considered when selecting the proper lithium enrichment.

Figure 3.12: Range of lithium (atom%) for LiSnZn with natural, 40%, and 90% enrichment, that meet specific TBR and EMF criteria. Aggressive: TBR 1.02, EMF 1.2. Conservative: TBR 1.1, EMF 1.1. Semi-conservative: TBR 1.05, EMF 1.1.
Table 3.3: Compositions of Alloys Chosen for Activation Analysis.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Composition (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiBaBi</td>
<td>20–10–70</td>
</tr>
<tr>
<td>LiPbBa</td>
<td>25–60–15</td>
</tr>
<tr>
<td>LiSnZn</td>
<td>65–25–10</td>
</tr>
<tr>
<td>LiCuPb</td>
<td>40–20–40</td>
</tr>
<tr>
<td>LiGaPb</td>
<td>35–10–55</td>
</tr>
<tr>
<td>LiSrPb</td>
<td>30–50–20</td>
</tr>
<tr>
<td>LiPbZn</td>
<td>30–60–10</td>
</tr>
<tr>
<td>LiNaSn</td>
<td>55–30–15</td>
</tr>
</tbody>
</table>

Figure 3.13: Ternary diagrams for LiSnZn with lithium enriched to (a) 40% and (b) 90%; the solid lines represent TBR; dotted lines represent EMF.

3.3.4 Activation Analysis

Eight alloys were chosen for an extensive activation analysis: LiBaBi, LiPbBa, LiSnZn, LiCuPb, LiGaPb, LiSrPb, LiPbZn, and LiNaSn. These alloys were chosen based on their neutronic performance: alloys with Pb and Bi exhibit high neutron multiplication and minimize the amount of lithium in the alloy; alloys with Sn meet all of the three sets of criteria in the previous analysis. The composition for each alloy (Table 3.3) was selected to meet the conservative or semi-conservative set of criteria, while minimizing lithium concentration. These are all with natural lithium.

As stated in Section 3.2.3, the irradiation history for activation is 50 years of operation followed by 300 years of cooling. Results for the parameters described in Section 3.2.3 are analyzed in the following paragraphs.
Decay Heat

The decay heat is plotted in Fig. 3.14. LiPbBa is the alloy with the lowest decay heat and the only one that can utilize dry cooling right after shutdown. Most of the decay heat in this alloy stems from $^{137m}$Ba, $^{137}$Cs, and $^{133}$Ba. On the contrary, LiBaBi exhibits the highest decay heat due to $^{210}$Po, a decay product of $^{210}$Bi shown in Fig. 3.15(a). The decay heat remains high in this alloy after one and a half years when polonium decays due to contributions from $^{207}$Bi and $^{208}$Bi. During the first year and a half LiBaBi must be wet cooled; afterwards, dry cooling can be utilized. Alloys containing Sn and Zn behave fairly similar; LiPbZn and LiSnZn have the greatest contribution from $^{65}$Zn (Fig. 3.15(b)). After one year the activation products of Sn do not allow the two tin-containing alloys to decay at the same rate as LiPbZn. Nevertheless, all three of the alloys can be switched from wet cooling to dry after one year. Other lead containing alloys such as LiSrPb and LiCuPb decay at faster rates such that dry cooling can be implemented for LiSrPb in less than a month’s time, and for LiCuPb in less than a week. LiGaPb is an interesting case — $^{72}$Ga causes the decay heat of LiGaPb to be large in the beginning as seen in Fig. 3.15(a). However, it significantly decreases after one week and becomes the alloy with the lowest decay heat. At this time LiGaPb will not need any additional active cooling. Most of the other alloys will not require active cooling after 50 years with the exception of LiBaBi, who does not meet this limit for 200 years.

Contact Dose Rate

Contact dose rates for all the alloys are illustrated in Fig. 3.16. Note that the rates are given per cubic meter, not for the entire volume of the breeder, 4,418 m$^3$. Similar to the decay heat, LiGaPb has the highest contact dose rate for the first week until $^{72}$Ga decays, shown in Fig. 3.17(a). After this time, hypothetically speaking, it would be possible to recycle with the appropriate equipment at least 1 m$^3$ of LiGaPb. Once the gallium alloy decreases, alloys with zinc portray the largest contact dose rates from contributions of $^{65}$Zn (Fig. 3.17(a)). LiNaSn is also in the same range of contact dose rates at the beginning before $^{24}$Na and $^{22}$Na decay, shown in Fig.3.17(b). Lead containing alloys such as LiPbZn, LiSrPb, and LiPbBa, portray the lowest contact dose rates for the first six months. By this time, the contact dose rate of LiSrPb has significantly decreased due to the decay of $^{85}$Sr. On the contrary, the decay of LiPbBa occurs much more slowly and LiPbZn decays much later, after five years. At this point the contact dose rates of the other alloys are much lower. The one exception is LiBaBi, whose isotopes decay at the slowest rate of any other alloy, only decreasing the contact dose rate by an order of a magnitude and a half in the first 300 years. Most alloys meet the remote handling limit with 1 m$^3$ of their volume after 10 years. This allows fractions of the blanket to be recycled at a time. Every alloy except LiPbBa, and LiBaBi will be able to be remotely handled with the entire blanket volume at 100 years. By 300 years, the only alloy that will not meet the 10 mSv/h constrain with 100% of its volume is LiBaBi.
Figure 3.14: Decay heat (W/m$^3$) as a function of time after irradiation for breeder/coolant ternary alloys. The wet cooling and dry cooling constraints are indicated by the horizontal lines.
Figure 3.15: Isotopes of decay heat (W/cm$^3$) after irradiation for (a) LiBaBi, LiPbBa, and LiGaPb and (b) LiPbZn, LiSnZn, and LiNaSn. The wet cooling and dry cooling constrains are indicated by the horizontal lines.
Figure 3.16: Contact Dose Rates (Sv/h-m3) as a function of time after irradiation for breeder/coolant ternary alloys. The remote handling limit is indicated by the dotted line.
Figure 3.17: Isotopics of Contact Dose Rates (Sv/h) for (a) LiBaBi, LiPbBa, and LiGaPb and (b) LiPbZn, LiSnZn, and LiNaSn. The remote handling limit is indicated by the dotted line.
Table 3.4: Accident Dose (AD) and Waste Disposal Ratings (WDR) for alloys.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>AD (mSv/cm³)</th>
<th>WDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiBaBi</td>
<td>1.54</td>
<td>3410</td>
</tr>
<tr>
<td>LiPbBa</td>
<td>5.64×10⁻⁴</td>
<td>0.19</td>
</tr>
<tr>
<td>LiSnZn</td>
<td>1.08×10⁻³</td>
<td>0.09</td>
</tr>
<tr>
<td>LiSrPb</td>
<td>5.77×10⁻⁴</td>
<td>0.05</td>
</tr>
<tr>
<td>LiGaPb</td>
<td>1.00×10⁻³</td>
<td>0.18</td>
</tr>
<tr>
<td>LiCuPb</td>
<td>1.17×10⁻³</td>
<td>0.15</td>
</tr>
<tr>
<td>LiPbZn</td>
<td>1.25×10⁻³</td>
<td>0.2</td>
</tr>
<tr>
<td>LiNaSn</td>
<td>6.62×10⁻⁴</td>
<td>0.07</td>
</tr>
</tbody>
</table>

**Accident Dose**

Unlike decay heat and contact dose rates, results for accident dose include the contribution of tritium. Tritium will be separated from the rest of the coolant after shutdown and recycled. Whereas decay heat and contact dose rates are measured after shutdown, a loss of coolant or flow is most likely to occur during normal operation. The accident scenario in this study assumes immediate release of the coolant to the environment without the use of any shielding or containment structure to stop the release. Additionally, it is important to note that results for accident doses, shown in Table 3.4, are conservative due to the use of the Piet release fractions as opposed to release fractions modeled from real accident scenarios. From the results, $^{210}\text{Po}$ (decay product of $^{210}\text{Bi}$) contains a high DCF and causes the accident dose to be the highest in LiBaBi. Alloys containing lead such as LiPbBa and LiPbZn will also be compromised by $^{210}\text{Po}$. Nevertheless, direct production of Po from Bi causes the accident dose to be at least three orders of magnitude higher. The accident dose in zinc containing alloys will be dominated by $^{65}\text{Zn}$ due to its high radioactivity and release fraction. The lowest accident doses are from LiPbBa and LiSrPb, being only half of what it is for LiCuPb. With the exclusion of LiBaBi, the accident dose constraint will only be met for all the alloys if about 8,000–18,000 cm³ of coolant escapes.

**Waste Disposal Rating**

The last activation parameter accounted for was the WDR to verify that alloys meet requirements for shallow land burial. These are listed in Table 3.4 for the entirety blanket volume. All the alloys meet the WDR criteria (<1) except for LiBaBi; this is due to $^{208}\text{Bi}$.

**Activation Analysis Summary**

From the evaluation above, LiBaBi exhibited the poorest performance from all the alloys, mainly due to Bi. Additionally, the high amounts of Po generated from Bi alloys can be of concern due to its toxic and poisonous qualities [66, 80]. With its high release fraction, it can easily travel and be ingested by the public. Consequently, bismuth-containing alloys
will not be considered as potential candidates for the coolant/breeder. Another chemically toxic nuclide that must be considered is, $^{60}$Co, an activation product of Zn [123]. Regarding LiPbGa, although $^{72}$Ga had a short life, it still emitted a high decay heat and contact dose rate right after shutdown. Additionally, its accident dose and WDR were in the mid–high range, and thus, should be utilized with caution. Although LiSrPb and LiCuPb were not closely examined in this study, they seemed to perform fairly well compared to other alloys specially those containing Sn and Zn. Future work will take a closer look at the activation of Sr and Cu.

### 3.4 Conclusions

The Lawrence Livermore National Laboratory is investigating the possibility to design lithium ternary alloys to replace lithium as blanket breeder/coolant of an IFE power plant that have similar breeding, corrosion, and thermal properties, but reduced chemical reactivity as compared to lithium. This study performed neutronic and activation analysis of numerous lithium ternary alloys in order to assess their performance in the IFE blanket and guide the down selection process. The neutronic analysis determined energy multiplication factor and tritium breeding ratio. It was found that the best performing alloys (higher TBR and higher EMF) combine elements that exhibit low absorption cross section and high Q-value such as Sn, Ba, Sr, and Zn, with elements with high neutron multiplying cross sections, and low-absorption cross sections, like Pb and Bi. A large number of alloys, especially with combinations formerly described, met TBR constraints of 1.05 and 1.1 and an EMF constraint of 1.1 for a wide range of lithium concentrations. When the EMF constraint was increased to 1.2, the demand to produce additional power was too high for most alloys except for those containing Sn, and some with Ba. Additionally, it was discovered that alloys with higher quantities of lithium (greater than 50%), doubling the $^6$Li content, from 7.5% to 15%, increases TBR by 13%. After a certain percent of enrichment (between 40 and 50 percent), the lack of tritium and additional neutrons produced from $^7$Li(n,n’T) reactions ends up reducing the TBR. When the total lithium concentration is less than 50%, the TBR will continue to increase to higher $^6$Li enrichments, since the $^7$Li(n,n’T) reactions will not be as significant.

Activation calculations were performed for a series of elements that exhibited good TBR and EMF properties. This analysis revealed bismuth as a poor choice; it had the highest numbers for all of the criteria evaluated. Alloys containing Zn and Sn also showed some of the highest decay heats, contact dose rates, and accident doses. Most of the alloys examined can be stored in dry containers at an estimated one year after shutdown. Additionally, after about 10 years, fractions of the volume of most blankets analyzed can be recycled at a time (after adequate cooling) without exceeding the remote handling limit. Accident doses were high in alloys containing Zn, Cu, or Ga, but were not high enough to be alarming. With the exception of LiBaBi, activation analysis demonstrated that all the alloys could be utilized as blankets of the IFE reactor without posing major environmental or safety concerns.

A summary of the eight alloys that were closely looked at in this study is outlined in Table 4.6. From the neutronics point of view, it shows the minimum lithium atom concentrations that meet each of the three criteria. Furthermore, it outlines some requirements
for each alloy to meet certain activation safety and environmental parameters. Overall, one can conclude that the best alloys from these two perspectives are LiPbBa, LiGaPb, LiSrPb, and LiPbZn. They have some of the lowest minimum lithium concentrations to meet the neutronics criteria, while best demonstrating their ability to meet the activation parameters.
### Table 3.5: Summary of Ternary Alloy Neutronic and Activation Analysis Results.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Neutronics</th>
<th>Activation Analysis</th>
<th>Time Required</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum Li atom%</td>
<td>Contact Dose Rate (no active cooling)</td>
<td>Amount Released to Meet Accident Dose (per m³)</td>
</tr>
<tr>
<td></td>
<td>Aggressive</td>
<td>Conservative</td>
<td>Semi-Conservative</td>
</tr>
<tr>
<td>LiBaBi</td>
<td>45</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>LiPbBa</td>
<td>45</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>LiSnZn</td>
<td>60</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>LiSrPb</td>
<td>NA</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>LiGaPb</td>
<td>NA</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>LiCuPb</td>
<td>NA</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>LiPbZn</td>
<td>35</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>LiNaSn</td>
<td>55</td>
<td>55</td>
<td>50</td>
</tr>
</tbody>
</table>
Chapter 4

Exact Perturbation Theory to Determine and Optimize the Tritium Breeding Ratio of Fusion Reactor Blankets

4.1 Introduction

All fusion reactor blanket research and development has included some form of lithium to act as a breeder and coolant due to its capacity to efficaciously produce adequate amounts of tritium and thus create a self-sustaining system. Early blanket designs included pure liquid lithium due to its outstanding properties in addition to breeding such as high heat conductivity, and low tritium permeation [86]. Nevertheless, pure lithium is extremely chemically reactive with air and water, creating safety and environmental concerns [34]. As a result, numerous alternatives have been proposed and are currently under development utilizing liquid LiPb, solid ceramic breeders, and molten-salts [10, 73]. Although these new blanket designs lower the chemical reactivity, they hinder the performance in other important areas, such as heat transfer, solubility, and non-corrosive properties, compared to pure lithium [11]. To combat some of these downfalls, Lawrence Livermore National Lab (LLNL) began to investigate a new type of blanket material in the form of lithium-based ternary alloys [102]. Including a third component in the alloy adds an extra degree of freedom which can perhaps mitigate some of the adverse effects found in the other blanket concepts previously mentioned. From a neutronics perspective, a plethora of lithium-based ternary alloys were analyzed to determine if they met specific tritium breeding ratio (TBR) [40] and energy multiplication factor (EMF) [103] criteria [75]. This was done by running simulations with the Mote Carlo code MCNP [23] at different compositions for each chosen alloy, studying the results, and finding an optimal composition that met specific criteria. For every alloy, the concentration of each element ranged from 0-100%, with simulations conducted at increments of 5%, creating a total of 231 individual compositions that covered the entire phase space of the ternary [75]. By simulating 231 compositions, the effect of each
element on the TBR and EMF, respectively, could be examined. Additionally, obtaining numerous data points allowed a more accurate optimum composition to be chosen. However, the interest to study over 150 alloys required around 35,000 Monte Carlo simulations, proving this direct approach to be exceedingly time consuming, computationally expensive, and inefficient. Consequently, it was necessary to investigate the possibility of utilizing an alternate methodology that was more adept and efficient.

A large area of Generalized Perturbation Theory (GPT) is the study of sensitivity functions which calculates the relative change of some integral response due to the change in an input parameter. Sensitivity functions allows multiple responses to be calculated by perturbing the input parameter without having to directly perform separate calculations. This technique can be applied to the study of lithium-based ternary blankets by calculating the TBR or EMF response due to perturbations in the alloy composition. Sensitivity functions are most widely used to evaluate uncertainties in nuclear data. Specifically, uncertainty analysis of energy-dependent cross sections determines how small changes in cross sections affect the results of different calculations [16, 17, 42, 146]. Deterministic computational approaches implement GPT and sensitivity problems by solving for adjoint functions, becoming more complex as the number of discretization in zones and energy groups increases. Additionally, it becomes exceedingly more difficult to implement deterministic methods as the dimension of the geometry increases from 1D to 2D or 3D. The intricacy of deterministic methods has set forth interests to develop new techniques that solve sensitivity and perturbation problems with the use of Monte Carlo. The first Monte Carlo perturbation technique that solved for a factor proportional to the adjoint operator is known as the iterated fission probability [IFP]. The implementation of the IFP can only be utilized in fission problems to calculate kinetic parameters and eigenvalue sensitivities [94]. Recently, newer developments in Monte Carlo methods enabled the calculation of perturbation effects on a wider range of responses. Nevertheless, these methods are only carried out in criticality source problems [15, 124]. A very limited amount of work has been found regarding the implementation of sensitivity problems for fixed source systems with Monte Carlo [36, 67]. For example, Seifried [136] developed an adjoint-based uncertainty quantification technique with MCNP to calculate sensitivity functions in a fusion-fission hybrid reactor. So far, it has only been tested in a critical system with homogenous transport and adjoint equations. Additionally, the method was performed externally, only extracting information from MCNP for constructing adjoint functionals. The external calculations regarding angular distributions and adjoint source distributions required great man-power and computational times and would be very difficult to recreate. Carole’s [36] perturbation method for fixed source problems was specifically created for spatial perturbations in photon-only transport problems. Therefore, it was desired to look for an alternative that could implement the efficiency of Monte Carlo GPT techniques for critical problems, but could calculate perturbation responses for general fixed source problems. This alternative was found through a recent method developed in the Monte Carlo code Serpent, that calculates perturbation effects on practically any quantity of interest [15]. Although created to for critical systems, the generality of the premise in this methodology can easily be transferable to problems with a known external source.

The perturbation approach in Serpent is similar to the techniques utilized for variance reduction. Probability density functions of parameters of interest are biased and sam-
pled as accepted or rejected events to account for the bias on the probability. A collision history is created from these events to compute perturbed fluxes which are then utilized to calculate the response. In the case of this work, the methodology implemented for fixed source problems, known as Exact Perturbation Theory, can calculate the tritium breeding ratio response, caused by a perturbation in the composition of the lithium-based ternary alloy. In the following section, the theory behind Exact Perturbation Theory (EPT), will be briefly explained. The setback of this method, related to high uncertainties for large perturbations, will also be discussed in Section 4.3. Results of the EPT method in Serpent are discussed in Section 4.4. To deal with the uncertainties found in the results, two methods are proposed and discussed in detail in Section 4.5. For a composition to be considered optimal, it had to meet the TBR limit with an imposed EMF constraint while minimizing lithium concentration. Section 4.6 describes this optimization scheme that could efficaciously cover the entire phase space of the ternary for the first iteration, and zone in on a region to calculate the optimal composition in the second and third iterations. This optimization scheme was first tested on LiPbBa. Section 4.7 tests the EPT optimization scheme with LiSnZn. The last section concludes this chapter.

4.2 Exact Perturbation Theory Methodology

The method behind EPT is based on the collision-history of a particle’s path in the Monte Carlo simulation in conjunction with the use of biased weights, very similar to variance reduction methods. The EPT methodology was already explained in Chapter 2 (Section 2.6), but it will be reiterated here for completeness. Additionally, the implementation of this methodology will be discussed, along with the main setbacks. Lastly, the model utilized to test the EPT method will be presented.

4.2.1 Accepted and Rejected Events

The perturbation approach adopted in Serpent begins with biasing the probabilities of events of interest, i.e. cross sections that are perturbed. In the case of changing compositions of a fusion blanket, there is a desire to increase sampling of all reactions from every isotope in this region. Therefore, the total cross section, $\Sigma_{t,i}$, of every isotope $i$ will be increased by a factor $f_r$. To account for the increase in the total cross section, accepted and rejected probabilities are created. Once the total cross section of isotope $i$ is sampled with an increased factor of $f_r$, the event is subsequently sampled to see if it is accepted with a probability of $\left(\frac{1}{f_r}\right)$, or rejected with a probability of $\left(1 - \frac{1}{f_r}\right)$. Events must be rejected to restore fair neutron transport such as it is done with variance reduction methods. Both accepted and rejected events are recorded in the collision history of the particle through its random walk. A factor of 2 was chosen for $f_r$ which means that events are accepted and rejected with an equal probability of 0.5. The choice of 2 for $f_r$ made the most sense. However, this factor is arbitrary and other numbers can be utilized. Future work will involve optimizing this number.
4.2.2 Exact Perturbation Theory for Use in Fixed Source Problems

The next step in this approach is to adjust the weights of the particle sampled according to the perturbations [15]. Particles sampled naturally with analog Monte Carlo will follow the physical laws of transport and maintain their original weights. In the event that a probability distribution is biased, the particle weight must be adjusted to compensate for the increase/decrease in the probability:

\[ w^0_{\text{unbiased}} = w^*_p_{\text{biased}} \]  

where \( p_{\text{unbiased}} \) is the actual physical probability distribution found in nature of the considered event sampled, and \( w^0 \) is the natural weight of the particles (usually unity). The biased probability is noted by \( p_{\text{biased}} \) with the corresponding weight, \( w^* \), to account for such bias. Now, consider the Monte Carlo application of a fusion reactor (fixed source) with a reference blanket composition. The random walks will be sampled with probability distributions based on the macroscopic cross sections, \( \Sigma_{r,i} \), of reaction \( r \) and nuclide \( i \). When the compositions of each blanket component are altered, the densities change, and therefore the probability distributions of the perturbed blanket will be different. The perturbed composition is usually studied by running an additional Monte Carlo case and sampling the new particle paths. However, instead of running a new case per perturbed blanket composition, the particle path of the reference case could be utilized. From the unperturbed case, perturbed responses are calculated by adjusting particle weights according to the perturbed probability distributions. The probability distributions of the reference case, which determine the path of the particle, can be referred to as \( p_{\text{biased}} \) and the perturbed as \( p_{\text{unbiased}} \) in Eq. 2.47. With these substituted, Eq. 4.1 becomes:

\[ w^0_n \Sigma_{r,i} = w^*_n \Sigma_{r,i} \]  

where \( \Sigma_{r,i} \) is the perturbed cross section of any reaction \( r \) for any nuclide \( i \) in the blanket and \( \Sigma_{r,i} \) is the cross section for the reference case. If Monte Carlo is ran as analog, the original particle weight, \( w^0_n \), of the perturbed case will be unity. However, this might not be the case if variance reduction methods are utilized. With \( w^0_n \) and the probabilities known, we can then solve for \( w^*_n \):

\[ w^*_n = \frac{w^0_n \Sigma_{r,i}}{\Sigma_{r,i}} \]  

The biased particle weight, \( w^*_n \), is viewed as the adjustment accounting for the change from the unbiased (perturbed) probability to the biased (reference) probability. Positive perturbations (\( \Sigma_{r,i} > \Sigma_{r,i} \)) will increase \( w^* \) in the case that the cross section sampled is counted as accepted. On the other hand, rejected or virtual events in the collision history will lower \( w^*_n \). This means that \( \Sigma_{r,i} \) in Eq. 4.3 will be equivalent to \( (\Sigma_{r,i} + d\Sigma_{r,i}) \) for accepted events and \( (\Sigma_{r,i} - d\Sigma_{r,i}) \) for rejected events. The opposite will be true if the perturbation is negative. An example is illustrated in Fig. 4.1 which follows the collision history of a neutron’s random walk in the blanket region of the reactor. Eq. 4.4 shows the implementation of Eq. 4.3 for this case. It is assumed that the probability of an accepted and rejected collision is the same (0.5). Additionally, the isotope of the blanket sampled
in each of the collisions was not included in the notation. One can see from Eq. 4.4 that the biased weight, $w_n^*$, is equal to the product of $w_0^n$, and a factor that includes the relative change in each sampled cross section. Once all the histories are completed, the perturbed flux is obtained from the biased weights and the reference flux [92].

### 4.2.3 Implementation of EPT into Serpent Code

Two files are necessary to run an EPT calculation with Serpent: 1. a regular Serpent input with the reference case, and 2. a perturbation file under the name `filePert`. The perturbation file contains a matrix of numbers. Each perturbed alloy case is associated with a row of the matrix. Each column entry within a row consists of the fractional perturbation for every individual isotope that makes up the material one wishes to perturb (ratio of perturbed composition over reference composition). Because material definitions in the Serpent input are defined by isotope weight/atom percentages, the perturbations must also be defined by isotope. The order in which isotopes are entered in the matrix matters; they must be entered in the same order as in the materials definition in the input.
Figure 4.2: Example of Serpent input materials definition for a pure lithium blanket.

<table>
<thead>
<tr>
<th>mat</th>
<th>mat2</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li-6.09c</td>
<td>3.07059E-03</td>
<td></td>
</tr>
<tr>
<td>Li-7.09c</td>
<td>3.78706E-02</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.3: Example of perturbation file, filePert, for pure lithium. The perturbation entries correspond to the two lithium isotopes in the same order as the materials definition in Fig. 4.2 (\(^6\)Li first, \(^7\)Li second).

\[
\begin{array}{cc}
1.015 & 1.015 \\
0.100 & 1.000 \\
0.955 & 0.900 \\
1.110 & 1.110 \\
1.000 & 0.120 \\
\end{array}
\]

A simple example is demonstrated in Figures 4.2 and 4.3 for pure lithium. Fig. 4.2 shows the Serpent input material definition of a pure lithium blanket with atomic densities of its two isotopes, \(^6\)Li and \(^7\)Li. The perturbation file for the two lithium isotopes is given Fig. 4.3. The file consists of a 2×5 matrix with the first column listing all the \(^6\)Li perturbations and the second listing all the \(^7\)Li perturbations. Each row in the matrix is a different perturbed case. For example, only \(^6\)Li is perturbed in the second row with the ratio of the perturbed case over the reference equating to 0.10. The ratio of \(^7\)Li in this row is 1.0 which means its concentration remains the same as the reference. The opposite is seen in row 5 which only perturbs \(^7\)Li by 0.12. The maximum number of perturbed cases (rows) that can be defined in the file is declared as a variable, AGPT_FUNCTIONS, in the source code. If the number of rows entered is less than the maximum, the code fills the rest of the rows and columns of matrix with a value of "1.0". Any row entered in the matrix that is greater than maximum allowable number of perturbations, will not be accounted for in the simulation.

There are two main EPT subroutines implemented into the Serpent code. The first, AGPTFunctionsInit.c, declares arrays for every isotope of the perturbed material and assigns a value of 1.0 to every entry of the array. The number of entries in the array is equal to AGPT_FUNCTIONS (maximum allowable number of perturbations). Next, it loops through the perturbation file defined by the user, filePert, and assigns every isotope array the corresponding perturbation value. Overall, this subroutine stores all the perturbation values in arrays for every isotope of the material of interest. The second EPT subroutine, AGPTScoreArbitraryFunctions.c, calculates the biased weights according to Eq. 4.3, for every perturbation found in each isotope’s array. Both of these subroutines are found in Appendix E. At the present moment, the isotope arrays must be manually defined by the user. This means that when simulating different alloys, the user has to go into both subroutines and change the number of isotope matrix declarations so that they are equal to the number of columns in the matrix of filePert. Future work will generalize these subroutines so that they automatically create isotope arrays based on the number of columns found in filePert.
4.2.4 EPT setback

The EPT methodology demonstrates that the biased weight is an estimator of the exact neutron flux distribution in the perturbed system. This allows a single simulation with a reference alloy composition to estimate the flux and subsequently the TBR for hundreds of perturbed alloy compositions. Nevertheless, one must be careful in choosing the degree of perturbation; the greater the relative perturbation\(^1\) from the chosen reference, the higher the uncertainty is of the perturbed result. The collision history of the reference point is based on sampling of cross section probability distributions of that point, and relies on the atom densities of the elements making up the alloy. Small perturbations of an element’s concentration (making up the alloy) will physically follow similar particle paths as the reference case and calculate relatively accurate results with low uncertainties. As the perturbation increases, the difference in probability distributions between the reference and perturbed case is greater. This means that for large perturbations, the collision history is not accurately modeled by the reference’s case collision history and thus, the uncertainty of the results is much higher. It is not feasible to run one simulation for the entire ternary alloy due to the high degree of variation in compositions. Results would only be accurate around the region of the reference point and become ambiguous everywhere else. Therefore, it is important to consider the differences between regions of the entire ternary of the alloy and how to best account for them through simulations with EPT. This will be discussed in Section 4.3.

One other point related to the size of the relative perturbations must be considered. The relative perturbation cannot exceed 100\%. For example, if the reference composition has a lithium concentration of 25\%, the perturbed lithium concentration cannot exceed 50\%. The method renders inaccurate for relative perturbations greater than 100\% and will lead to negative results.

4.2.5 Inertial Fusion Energy Reactor Model

The purpose of the Serpent Monte Carlo EPT methodology for this work is to optimize the composition of an inertial fusion energy (IFE) reactor blanket. The model created to test this method is based on the MCNP model presented in Chapter 3. The fusion chamber consists of a xenon spherical cavity with a radius of 13.004 meters. A fusion point source is located in the center of the spherical cavity, and accounts for the release of 4.69 neutrons from fusion plus an additional 2.8\% of neutrons originated from (n,2n) reactions with the compressed DT fuel and the lead hohlraum. The point source represents a simplified version of the real indirect-drive target, and is modeled with an energy distribution obtained through accurate target simulations [106]. The energy spectrum of the source distribution takes into account the scattering reactions occurring in both the DT target and the hohlraum. Low density xenon (6 µg) in the spherical chamber acts as a shield for the first wall by absorbing excess X-rays and ions released from alpha particle interactions with the DT fuel, ablator, and surrounding materials [105]. The blanket surrounds the central chamber and consists of a series of coolant/breeder layers separated by a structural

\(^1\)We define relative perturbation as the ratio between the difference of the perturbed and reference composition over the reference composition.
Table 4.1: Composition and dimensions of the blanket components.

<table>
<thead>
<tr>
<th>Layer #</th>
<th>Material</th>
<th>Thickness (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>Breeder/Coolant</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>Breeder/Coolant</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>Breeder/Coolant</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>Graphite</td>
<td>100</td>
</tr>
</tbody>
</table>

component made of HT9 (composed of iron at 85.9%, chromium at 12.1%, and small traces of carbon, silicon, niobium, molybdenum, and tungsten) with a density of 8 g/cm³. The dimension of each blanket layer is listed in Table 4.1. Two different blanket materials were studied: LiPbBa, and LiSnZn. These materials were studied in Chapter 3, and have proven to be good candidate alloys based on the neutronic properties of the individual elements making up the ternary alloy. For example, Pb has a high neutron multiplication cross section and low absorption cross section; Sn in LiSnZn has a low absorption cross section and a high effective Q-value. The outermost layer of the of the entire spherical chamber is made up of graphite for shielding purposes. The temperature for all material cross sections was 900 K, and the library used for the cross sections was ENDF/B-VII.I at 900 K [26].

Included in the real life IFE chamber are 48 beam ports that direct high energy lasers onto the target. The geometry necessary to incorporate the beam ports into the Monte Carlo Serpent model is quite complex and thus, the beam ports were not included. Additionally, the injection port for the target and exit port that releases target debris after fusion takes place were also excluded from this model. The simplified model is illustrated in Fig. 4.4. The lack of neutron leakage from these components in the model results in a higher TBR. To account for this, various sample input files were simulated utilizing different compositions of LiPbBa and LiSnZn. The same compositions of both of these alloys had been simulated in the past with an MCNP model that included the beam ports, injection port, and exit port. The ratio between the TBR results with the ports and the results without them was taken. On average, this ratio amounted to \( \approx 0.93-0.94 \); its average, 0.935, was taken and multiplied by all TBR results generated from Serpent. This was a decent approximation that accounted for the higher TBR. Moreover, results calculated from regular Serpent simulations (without EPT) were successfully verified by performing MCNP simulations with the exact same model. In this work, the relative uncertainty, defined as the ratio between the absolute uncertainty and the value of the result, was chosen to represent the uncertainties of TBRs.

Tritium production in Serpent was calculated by including detectors for each isotope in the blanket, with a response function of 205 [93]. The TBR must be greater than unity for the system to be self-sufficient. For this type of reactor, the TBR accounts for losses due to radioactive decay, low tritium permeation during operation, and for a limited storage
inventory that is only used to continue operation during an emergency [11]. Furthermore, the TBR in the IFE reactor reaches a high fractional burn-up of 30% [132]. Consequently, studies on this type of design have approximated a minimum TBR constraint of 1.02, and maximum of 1.1 [75]. A TBR in between these two limits of 1.05 was chosen for the analysis of the for optimization studies in this chapter. Nevertheless, ternary results plotted in later sections will show TBRs at 1.02, 1.05, and 1.1 for completeness and comparison with MCNP results in Chapter 3. Future work will look into analysis of the lower and upper TBR constraints.

Serpent does not have the ability to simulate combined neutron and photon transport. This means that the EMF cannot be calculated in conjunction with the TBR. The EMF constraint instituted in the optimization studies, discussed in Section 4.6, utilized the results obtained from MCNP calculations found in Chapter 3. The EMF constraint imposed was selected to be 1.1, which is a conservative assumption. This value is actually not a real physical constraint but a design choice; the higher the EMF, the lower the cost of electricity [103]. It is easier to set a lower limit for the EMF to ensure that it can be met by the physics of the reactor.

4.3 Selection of Simulations per Ternary Alloy

One of the setbacks previously mentioned of the EPT methodology is the increase in uncertainty as the perturbation becomes larger. It is not feasible to perform one simulation for the entire ternary because of how differently the alloy behaves in various regions, specifically when the concentration of one of the elements is very low. The reference’s case collision history cannot account for different behaviors and thus will lead to very high un-
certainties in those regions. It is better to split the ternary into a smaller subset of triangles, where the composition of each of the elements do not vary so much that the paths the particle would hypothetically take are extremely different from the reference case. As a result, four cases splitting a LiPbBa ternary into smaller triangles were created and tested to determine if the relative uncertainties of the TBR obtained in the results were reasonable. Fig. 4.4 shows how each ternary is split, with each case adding a row to the ternary. The ternaries in the figure for LiPbBa were obtained from Chapter 3 and Ref. [75]. In the first case (Fig. 4.5(a)), the ternary is split into four smaller triangles, with two total rows. The composition of the elements within each triangle in this case varies by 50%. The second case (Fig. 4.5(b)) splits the ternary into 9 triangles (3 rows total), each with compositions ranging by 33.3%. The third case (Fig. 4.4(c)) divides the ternary into 16 triangles and the fourth (Fig. 4.4(d)) into 25 triangles, each with four and five rows, respectively. The compositions for each triangle in the case with 16 vary by 25%, while for the case with 25 triangles they vary by 20%. Simulations are conducted for each triangle within the ternary. For example, the ternary divided into 16 smaller parts will require 16 simulations to cover the entire phase space of compositions. The position of the reference point in each triangle is also important, as it determines the magnitude of the perturbations within the area simulated. The best placement of the reference point is in the center of the triangle, where the largest relative perturbation for a particular element is the same in both directions. It is also important to place the reference point in the center so that relative perturbations do not exceed 100%, where the EPT method is no longer valid. For a given subdivided triangle, calculating the reference composition of each element halfway between the minimum and the maximum is ideal. However, this creates an unrealistic total alloy composition. For example, for triangle #10 in the case with 16 triangles (Fig. 4.4(c)), the reference composition for each element would be chosen at the halfway point, which is 37.5% for all three elements. The sum of the three compositions is greater than 100%, indicating that the makeup of the alloy is unrealistic. Nevertheless, it is possible to simulate artificial compositions for elements of a material in Monte Carlo since the compositions are normalized during the calculation. Therefore, all reference points simulated were fictitious, calculated halfway between the minimum and maximum concentration of each element, so that the uncertainties in the perturbed results could be minimized.

It has been determined that a decent relative uncertainty for a Monte Carlo calculation is less than 0.05. This is based on qualitative and quantitative in depth analysis from past Monte Carlo experience [56]. A test Serpent case was simulated without EPT to evaluate the uncertainty of the TBR, which would be similar to the uncertainty of the reference point in an EPT calculation. The case consisted of a 25% Li, 60% Pb, and 15% Ba. The TBR calculated in this case was 1.06, and its relative uncertainty was $4.83 \times 10^{-4}$, which is reasonably low and signifies reliability in the result. The uncertainties for all of the perturbations calculated with EPT will be higher than this number, and depend on the magnitude of the perturbation. For comparison, only one triangle was simulated from each ternary case in Fig. 4.4; the triangle chosen, outlined in Table 4.2, was intended to be in a similar position for each of the ternary cases. The number of compositions simulated for the entire LiPbBa ternary in Chapter 3 was 231; this number was kept consistent for

\footnote{To reduce confusion, we will refer to subdivisions within a ternary as triangles instead of ternaries.}
(a) 4 triangles

(b) 9 triangles
Figure 4.4: LiPbBa ternary subdivisions of (a) 4 triangles, (b) 9 triangles, (c) 16 triangles, and (d) 25 triangles; each case has the number of representative triangles labeled.
Table 4.2: Chosen triangle to simulate for each split ternary case in Fig. 4.4.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Chosen Triangle</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 triangles</td>
<td>3</td>
</tr>
<tr>
<td>9 triangles</td>
<td>7</td>
</tr>
<tr>
<td>16 triangles</td>
<td>14</td>
</tr>
<tr>
<td>25 triangles</td>
<td>23</td>
</tr>
</tbody>
</table>

perturbed compositions included in each subdivided triangle simulated, which meant that the intervals between each point were different in each of the four cases. The interval between each perturbed point in the triangle was: 2.5% for the ternary with 4 triangles, 1.67% for the ternary with 9 triangles, 1.25% for the ternary with 16 triangles, and 1% for the ternary with 25 triangles. The number of particles histories in all simulations was $5 \times 10^8$. Results for each case are presented in Fig. 4.5. The axes on each of the figures represent the relative perturbation for each element in the ternary. Because of the position of the chosen triangle for each case relative to the entire ternary alloy is similar, the minimum Pb and Ba compositions are 0% for the triangle in each case. Consequently, the relative perturbations for Pb and Ba are the same for each case in Fig. 4.5. For Li, however, the maximum relative perturbation is smaller as the number of triangles for the case increases due to an increase in the minimum lithium concentration in each triangle shown in the figure. As predicted, the highest uncertainties, greater than 0.8, are found in the case with 4 triangles, while the largest uncertainties in the case with 25 triangles are an order of magnitude smaller. Overall, the most precise results will be obtained by simulating 25 triangles within the ternary. This can be better seen in Table 4.3 where the 20 highest uncertainties per case are compared. The uncertainties of twentieth highest points remain greater than 0.05 for the cases with 4, 9, and 16 triangles, respectively. Contrarily, the uncertainty of the nineteenth point in the case with 25 triangles is lower than 0.05. This means that out of the 231 points simulated for the triangle, 213 have uncertainties below the reasonable threshold. From this analysis, it was decided to simulate 25 triangles within the LiPbBa ternary to test the EPT methodology. To decrease the uncertainties even further, more triangles would have to be simulated, which was not desired due to the computational demand on memory and time. Methods to remove unwanted results with high uncertainties will be discussed in later sections.

4.4 EPT Results with LiPbBa

A LiPbBa ternary alloy was split into 25 smaller triangles as described in Fig. 4.4, where the range of concentrations for each element in the triangle is 20%. A fictitious reference point was chosen for each triangle located where the composition of each element is halfway between the minimum and maximum. The only instance where this was not the case was when the minimum composition of one of the elements was 0%. For these cases, the reference composition of that element was set to 11% as opposed to 10%, so that the relative perturbation at the maximum concentration of that element could be lowered from 100% to 81%. A general idea of what the TBR results for the ternary looks like was already
Figure 4.5: LiPbBa uncertainties for a specific triangle chosen in the case the ternary is divided into (a) 4 triangles, (b) 9 triangles, (c) 16 triangles, and (d) 25 triangles; each case has the number of representative triangles labeled.
Table 4.3: Top 20 uncertainties for each subdivided ternary case.

<table>
<thead>
<tr>
<th>Uncertainties</th>
<th>4 triangles</th>
<th>9 triangles</th>
<th>16 triangles</th>
<th>25 triangles</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.92×10⁻¹</td>
<td>6.40×10⁻¹</td>
<td>2.74×10⁻¹</td>
<td>8.84×10⁻²</td>
<td></td>
</tr>
<tr>
<td>8.63×10⁻¹</td>
<td>6.17×10⁻¹</td>
<td>2.69×10⁻¹</td>
<td>8.64×10⁻²</td>
<td></td>
</tr>
<tr>
<td>8.50×10⁻¹</td>
<td>5.19×10⁻¹</td>
<td>2.55×10⁻¹</td>
<td>7.34×10⁻²</td>
<td></td>
</tr>
<tr>
<td>7.05×10⁻¹</td>
<td>5.19×10⁻¹</td>
<td>2.25×10⁻¹</td>
<td>7.15×10⁻²</td>
<td></td>
</tr>
<tr>
<td>6.93×10⁻¹</td>
<td>4.91×10⁻¹</td>
<td>2.17×10⁻¹</td>
<td>6.77×10⁻²</td>
<td></td>
</tr>
<tr>
<td>6.51×10⁻¹</td>
<td>4.53×10⁻¹</td>
<td>2.03×10⁻¹</td>
<td>6.75×10⁻²</td>
<td></td>
</tr>
<tr>
<td>6.40×10⁻¹</td>
<td>4.29×10⁻¹</td>
<td>1.79×10⁻¹</td>
<td>6.65×10⁻²</td>
<td></td>
</tr>
<tr>
<td>6.01×10⁻¹</td>
<td>3.80×10⁻¹</td>
<td>1.65×10⁻¹</td>
<td>6.11×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.72×10⁻¹</td>
<td>3.06×10⁻¹</td>
<td>1.62×10⁻¹</td>
<td>5.82×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.65×10⁻¹</td>
<td>3.01×10⁻¹</td>
<td>1.61×10⁻¹</td>
<td>5.78×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.58×10⁻¹</td>
<td>2.98×10⁻¹</td>
<td>1.56×10⁻¹</td>
<td>5.77×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.56×10⁻¹</td>
<td>2.29×10⁻¹</td>
<td>1.32×10⁻¹</td>
<td>5.72×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.56×10⁻¹</td>
<td>2.03×10⁻¹</td>
<td>1.19×10⁻¹</td>
<td>5.67×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.53×10⁻¹</td>
<td>1.74×10⁻¹</td>
<td>1.17×10⁻¹</td>
<td>5.55×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.41×10⁻¹</td>
<td>1.27×10⁻¹</td>
<td>1.17×10⁻¹</td>
<td>5.45×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.39×10⁻¹</td>
<td>1.19×10⁻¹</td>
<td>1.17×10⁻¹</td>
<td>5.32×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.32×10⁻¹</td>
<td>1.18×10⁻¹</td>
<td>1.16×10⁻¹</td>
<td>5.26×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.26×10⁻¹</td>
<td>1.17×10⁻¹</td>
<td>1.15×10⁻¹</td>
<td>5.22×10⁻²</td>
<td></td>
</tr>
<tr>
<td>5.04×10⁻¹</td>
<td>1.15×10⁻¹</td>
<td>1.11×10⁻¹</td>
<td>4.91×10⁻²</td>
<td></td>
</tr>
<tr>
<td>4.96×10⁻¹</td>
<td>1.13×10⁻¹</td>
<td>1.06×10⁻¹</td>
<td>4.79×10⁻²</td>
<td></td>
</tr>
</tbody>
</table>
established in Chapter 3. The TBRs of interest, 1.02, 1.05, and 1.1, which were plotted in Fig. 3.8 of Chapter 3, are found in regions located inside triangles labeled 10-21 of Fig. 4.4(d). These triangles were simulated with a $1 \times 10^9$ particle histories to reduce uncertainties and increase precision in the results. The rest of the triangles labeled in Fig. 4.4(d) were simulated with $5 \times 10^8$ histories. The results for the entire ternary are displayed in Fig. 4.6, and are compared with the MCNP results from the previous chapter. The EPT results show a similar trend to those of MCNP, with increasing TBR as Li concentrations increase, and Ba concentrations decrease. The general trend of the TBR lines at 1.02, 1.05, and 1.1 in the results with Serpent EPT is also similar to the lines plotted with MCNP, where they begin at high Pb concentrations and low Li and Ba concentrations, respectively, and move diagonally upwards towards higher Li concentrations as Pb concentrations decrease, and Ba concentrations increase. Of noticeable difference is the higher range of TBRs calculated with EPT, primarily due to a skewed area found in the upper left region of the ternary, where Li compositions are high, while Pb and Ba compositions are low. The precision of the results within this hot spotted region is poor, exhibiting relative uncertainties, shown in Fig. 4.7, that are greater than 0.3. Moreover, EPT performs poorly in areas where the concentration of one of the three elements is very low, close to 0%. This is most prominent in regions of very low lithium concentrations where the greatest perturbations, whose (n,t) cross section is most sensitive, were simulated. Other deviations in Fig. 4.6(a) are found along Pb concentrations of 20%, 40%, 60%, and 80%. The same is found for Ba concentrations, but to a lesser degree. Looking back at the 25 triangular subdivisions of the ternary in Fig. 4.4(d), one can see that with a reference point located around the center of each triangle, the highest perturbations simulated with EPT are found around the periphery of the triangle where it is furthest from the center. Consequently, the values around the perimeter (of each triangle) are erroneous, and exhibit the highest uncertainties shown in Fig. 4.7. The collision history simulated at the reference point is mostly likely not depicting the same behavior that would be seen in regions of large Pb and Ba perturbations, and because the EPT method cannot account for this, it performs poorly. This is mostly affected by probabilities for (n,xn) reactions in Pb, and absorption reaction cross sections in Ba (a more detailed explanation of the reactions found in each element can be found in Chapter 3). The uncertainties calculated around each triangle’s perimeter in the LiPbBa ternary are much higher than 0.05, and range between 0.1-0.8. This means that the TBR in these regions are unreliable and most likely meaningless. Therefore, it was imperative to find a way to either lower their uncertainties, or remove them.

4.5 Methods to Eliminate High Uncertainties

As discussed in the previous section, high uncertainties are found in regions of large perturbations where EPT performs poorly. The following sections introduce two methods that deal with high uncertainties, and discuss how results are affected.
Figure 4.6: Comparison of LiPbBa TBR results with (a) Serpent using EPT and (b) MCNP.

Figure 4.7: Uncertainties for TBR results of LiPbBa simulated with Serpent EPT.
4.5.1 Uncertainty Cut-off Method

The first method, called "uncertainty cut-off" that was employed, simply removes the highest uncertainties in each of the 25 triangles that make up the entire LiPbBa ternary. This method easily removes a few hundred points from the 5,151 points plotted, and relies on the application of Delaunay triangulation and linear interpolation used by Matlab to create ternary plots [64]. A Delaunay triangulation involves connecting nearby points (used as vertices) to form triangles, and ensures that no other points are inside the circumcircle associated with each triangle [90, 110]. This type of triangulation is applied to alloy compositions by creating triangular surfaces that are filled with a TBR value proportional to the surface’s height. Afterwards, Matlab linearly interpolates the values of the surfaces, resulting in smoothly shaded ternary plots seen in Fig. 4.6 and others throughout this Chapter. Removing highly uncertain points allows triangulation and interpolation to be performed only on points with more meaningful results and thus creates ternary plots that better predict the behavior of the alloy.

Five cases were tested with the uncertainty cut-off method, and differed by the number of highly uncertain points removed in each of the 25 triangles simulated. This number ranged from 30 to 110, with each case removing an additional 20 points per triangle. One thing to note is that not every triangle out of the 25 had x number of uncertainties removed since the points making up the perimeter of each triangle overlapped with neighboring triangles. The plots in Fig. 4.8 show all the TBR points that remained in the LiPbBa ternary after the highest uncertainties were eliminated, while Table 4.4 lists the number of points removed per case versus the number that remained. As discussed in the previous section, Serpent EPT does not perform well in alloy compositions whose elements have large perturbations. These compositions contain TBR values with the highest uncertainties and happen to be located in the outer peripheries of the triangles. Consequently, compositions within these regions were removed by the uncertainty cut-off method. The results, after applying Delaunay triangulation and interpolation, are plotted in Fig. 4.9, and their corresponding uncertainties in Fig. 4.10. It is clearly seen in Fig. 4.9 that as the number of uncertain points removed increases, the deviations found each triangle’s perimeter, specially where both Pb and Ba compositions are 20% and 40%, are abated. Deviations are nearly nonexistent in the 110 uncertainty cut-off case shown by the smoothed out TBR curves in Fig. 4.8(e). The highest uncertainty in this case is an order of magnitude lower than the original case that includes all 5,151 TBR values. Even by only removing 503 values with the 30 point uncertainty cut-off case, the highest uncertainty can be lowered by 56%. The plots of the relative uncertainties in Fig. 4.10, show that as the maximum uncertainty decreases in each plot, the colors filling in the gaps become more visible. Additionally, the hottest area located in the lower left corner of each plot grows as more points are removed and the gap between remaining points increase.

Overall, this method worked fairly well in removing unwanted points that skewed the results. It significantly lowered the maximum uncertainty which increased the validity of the results plotted. Nevertheless, even at the 110 uncertainty cut-off case, the highest uncertainties were still greater than 0.05. By this case, 44% of the 5,151 points were removed. Removing even more points to further lower uncertainties will create larger gaps between remaining points that when interpolated, might not fully portray the true behavior of the
Table 4.4: List of points removed/remaining for each uncertainty cut-off case.

<table>
<thead>
<tr>
<th>Uncertainty cut-off case</th>
<th>Total points removed (#)</th>
<th>Total points remaining (#)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 points</td>
<td>503</td>
<td>4648</td>
</tr>
<tr>
<td>60 points</td>
<td>911</td>
<td>4240</td>
</tr>
<tr>
<td>70 points</td>
<td>1353</td>
<td>3798</td>
</tr>
<tr>
<td>90 points</td>
<td>1810</td>
<td>3341</td>
</tr>
<tr>
<td>110 points</td>
<td>2274</td>
<td>2877</td>
</tr>
</tbody>
</table>

missing points. As a result, a second method to deal with high uncertainties is proposed in the next section.

### 4.5.2 Generalized Least Squares for Uncertainties Method

The second method utilizes a form of linear regression modeling to replace highly uncertain TBR points in the LiPbBa ternary with better estimated TBRs that possess much lower uncertainties. Ordinary least squares (OLS) estimates an unknown parameter with the use of a linear regression by minimizing the sum of the squares between the observed response (the TBR) and the values estimated by a linear function based on a set of explanatory variables (the concentration of the elements in the ternary) [133]. The setback of OLS is that it assumes that the variance of all of the observed responses is the same no matter what the values of the explanatory variables associated with the responses are. Results estimated with any Monte Carlo calculation, and particularly the Serpent EPT method, have variable degrees of uncertainties. Therefore, OLS renders invalid at estimating unknown TBRs since the regression it creates weighs all observed TBR points equally when in fact, more accurate points must be weighted more heavily. By weighing points based on their variances, a regression can be created around points with higher weights as it is done with generalized least squares (GLS). Just like OLS, GLS estimates unknown parameters from observations with a linear regression model, but also accounts for the inequality of the variance found in the observations. The mathematical derivation of GLS will not be explained here but can be found in Ref. kariya2004generalized.

TBR results that exhibit high uncertainties can be treated with GLS by removing only that point and creating a linear regression around its vicinity. The number of values utilized in creating the regression around the missing TBR cover an area that is same size as the triangles simulated with EPT. This means that the missing point is located approximately in the center of a triangle that varies by 20% concentration for each element. A visualization of this is given by Fig. 4.11. By applying GLS, the following linear regression can be created:

\[ T = T_0 + (Li - Li_0)x_{Li} + (Pb - Pb_0)x_{Pb} + (Ba - Ba_0)x_{Ba} \]  \hspace{1cm} (4.5)

where \( T \) is an array representing the TBRs of all the points surrounding the missing point. The other side of the equal sign represents a linear function where \( Li, Pb, \) and \( Ba \) are the concentrations of each element that constitutes all the points that surround the missing
Figure 4.8: Points remaining for uncertainty cut-off cases with (a) 30 points/triangle, (b) 50 points/triangle, (c) 70 points/triangle, (d) 90 points/triangle, (e) 110 points/triangle.
Figure 4.9: TBR results for uncertainty cut-off cases with (a) 30 points/triangle, (b) 50 points/triangle, (c) 70 points/triangle, (d) 90 points/triangle, and (e) 110 points/triangle.
Figure 4.10: TBR relative uncertainty results for uncertainty cut-off cases with (a) 30 points/triangle, (b) 50 points/triangle, (c) 70 points/triangle, (d) 90 points/triangle, and (e) 110 points/triangle.
Figure 4.11: Example of GLS application to a point in a closeup of the LiPbBa ternary. The point to be replaced is shown by the larger purple circle. The area of points used in the GLS calculation is outlined by the black triangle.

point, and $\text{Li}_0$, $\text{Pb}_0$, and $\text{Ba}_0$ are the concentrations of the elements that make up the chosen missing point. This means that for each element, an array is created with values obtained from the difference between the concentration of a surrounding point and the concentration of the chosen point. The array for each element has a corresponding slope in the function represented by $x_{\text{Li}}$, $x_{\text{Pb}}$, and $x_{\text{Ba}}$, and an intercept given by $T_0$. GLS will solve for the slopes and intercept of the linear regression. The value of the intercept is of most importance as it represents the missing TBR. That is, when the $\text{Li}$, $\text{Pb}$, and $\text{Ba}$ concentrations are equal to the concentrations of the missing point ($\text{Li}_0$, $\text{Pb}_0$, and $\text{Ba}_0$), everything vanishes except for the equality $T = T_0$, demonstrating that the TBR located at the missing point is equal to the intercept. Moreover, GLS will compute an estimated uncertainty (square root of variance) of the intercept. Uncertainties calculated with GLS are weighted by the mean squared error, resulting in conservative values that account for the method’s validity to accurately generate results. The script that performs GLS was written with Matlab and can be found in Appendix F.

GLS was implemented to every point whose result had a relative uncertainty that was above a chosen threshold. Six cases were created by choosing different thresholds, which are outlined in Table 4.5. The cases in the first column of the table are labeled with letters from A to F. The uncertainty thresholds in the second column range from $2.5 \times 10^{-2}$ to $9 \times 10^{-3}$. Uncertainties above a certain threshold, found in the third column of the table, will have their point replaced by those calculated with GLS. Uncertainties below the threshold (column four of table) remain intact. For example, the threshold of Case C is $1.5 \times 10^{-2}$, with GLS applied to 2,187 values out of the 5,151. Unlike the uncertainty cut-off method, all the points, whose uncertainties are above a specific threshold, are replaced by a new point calculated with GLS. Therefore the number of points that make up the LiPbBa alloy
TBRs will remain 5,151. Additionally it must be emphasized that when GLS is applied to a chosen missing point (above the threshold), only that point is temporarily removed from the data. It does not matter if surrounding points used in the matrixes of Eq. 4.5 also fall above the threshold; GLS accounts for the variance of each value and will create lower weights for these points compared to points with lower variances. Furthermore, a matrix consisting only of points obtained through the Serpent EPT calculation is employed in every GLS calculation. This means that new values calculated with GLS are not used in additional GLS calculations for other points of the ternary. Once all the new values are obtained, ternary plots are created by utilizing Delaunay triangulation and linear interpolation as described in the previous section. The results of the six cases examined (Case A-F) are plotted in Fig. 4.12, and their uncertainties are plotted in Fig. 4.13. It can be seen by the plots in Fig. 4.12 that as the uncertainty threshold becomes lower and GLS replaces more points, the new values remove deviations that were previously located in the periphery of each subdivided triangle simulated, where perturbations are greatest. Additionally, the lines for the specific TBRs in the plots are much smoother compared to the original results plotted in Fig. 4.6(a). This is particularly seen with cases E and F, where the number of points replaced with GLS is more than half. Nevertheless, the TBR curves for these cases are not completely smooth, exhibiting a few peaks due to differences between values calculated with Serpent EPT and those created from the application of GLS. If the threshold was increased even further to allow more points to be recalculated with GLS, the lines will smooth out even more. However, increasing the threshold will replace over 60% of points with GLS and lead to the loss of integrity in the original results.

Table 4.5: List of points removed/remaining for each uncertainty cut-off case.

<table>
<thead>
<tr>
<th>Case</th>
<th>Uncertainty Threshold (×10(^{-2}))</th>
<th>Points Above Threshold (GLS)</th>
<th>Points Below Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2.5</td>
<td>1633</td>
<td>3518</td>
</tr>
<tr>
<td>B</td>
<td>2.0</td>
<td>1879</td>
<td>3272</td>
</tr>
<tr>
<td>C</td>
<td>1.5</td>
<td>2187</td>
<td>2964</td>
</tr>
<tr>
<td>D</td>
<td>1.0</td>
<td>2561</td>
<td>2590</td>
</tr>
<tr>
<td>E</td>
<td>9.5</td>
<td>2599</td>
<td>2552</td>
</tr>
<tr>
<td>F</td>
<td>9.0</td>
<td>2633</td>
<td>2518</td>
</tr>
</tbody>
</table>

One can easily see that uncertainties in the plots from Fig. 4.13 are significantly lower compared to original Serpent EPT results once GLS is applied. About 61%, 70%, and 78% of the results in cases A, C, and E, respectively, have uncertainties that are less than 0.005. Interestingly, the maximum uncertainty for Case C-F, found in the upper left corner of the ternary plots, is larger than for cases A and B. The points that contain these uncertainties had lower uncertainties to begin with, less than the threshold of cases A and B. Thus, these points remain intact for the first two cases but for the rest are recalculated with GLS. GLS has trouble estimating the points in this region, specifically where Ba concentration is 0%, because the formula utilized in the Matlab script to calculate the triangular area that contains all of the points used in Eq. 4.5, creates smaller areas around these regions of the plot. Hence, a smaller number of points are utilized in the
Figure 4.12: TBR results for GLS case (a) A \((2 \times 10^{-2} \text{ threshold})\), (b) B \((1.5 \times 10^{-2} \text{ threshold})\), (c) C \((1 \times 10^{-2} \text{ threshold})\), (d) D \((9.5 \times 10^{-3} \text{ threshold})\), and (e) E \((9 \times 10^{-3} \text{ threshold})\).
Figure 4.13: TBR uncertainty plots calculated with GLS for Case (a) A (2×10^{-2} threshold), (b) B (1.5×10^{-2} threshold), (c) C (1×10^{-2} threshold), (d) D (9.5×10^{-3} threshold), and (e) E (9×10^{-3} threshold).
GLS formulation such that the uncertainty of the result produced, which includes the mean squared error, is higher. When a greater number of surrounding points were implemented, the uncertainties calculated by GLS decreased; The largest uncertainty of 0.0354 (97% Li, 3% Pb, 0% Ba) was lowered to 0.012. The rest of the points with higher uncertainties in the range of 0.031-0.01, are found around the perimeter of the entire ternary where GLS was not effective in reducing uncertainties to the same magnitude as other points. This is also due to the fact that areas created in these regions which contain points needed in GLS calculations are smaller. Additionally, the entire region surrounding these points was highly uncertain to begin with, and thus, created a poor estimate of points for GLS to use. Again, if larger areas that include better estimated points were included in the GLS calculation, the results would have been more precise. Most of the points around the outer periphery of the entire ternary are of little interest for optimization studies discussed later in the chapter and thus, were not recalculated. Only one specific region in the periphery is nontrivial and is found at the starting point of the 1.05 TBR curve where Ba is 0%. In this case, the formula that determines the area of points used for GLS was slightly altered to include enough points for calculating the linear regression. Furthermore, the optimization methodology described later in the chapter is a multi-level approach that focuses on specific areas of the ternary. As a result, additional simulations were performed in this region for more accuracy. In contrast to the outer edges of the ternary, the GLS method performs very well in regions inside the ternary such as the those located at the outer periphery of the subdivided triangles from Fig. 4.4(d). The uncertainties calculated in these areas are smaller than the surrounding regions which contain the original results calculated by EPT with Serpent. Another trend worth noticing in Fig. 4.12, is the blotchiness found below Li concentrations of 14%. This behavior is most likely due to a combination of smaller areas of points estimated for use in GLS, and higher uncertainties found in the original results, which create skewed results after GLS is applied. Nevertheless, the focus of the rest of the work in the chapter is not in this region, so it was left as is. Further in-depth analysis can be performed around regions of interest, if needed.

It was determined that Case E and F achieved the best results by removing deviations in the TBR and reducing uncertainties below 0.05. As a result, applying GLS to around half of the points obtained from Serpent EPT yields results closer to what the real values would look like. It also allows the integrity of the original Monte Carlo results to be maintained better than with the uncertainty cut-off method. Out of the two methods, GLS was chosen for use in future simulations.

4.5.3 Validity of GLS

The GLS methodology was validated by running several additional simulations as seen in Fig. 4.14, which outlines all locations of these extra simulations. The triangles simulated have compositions that span 10% for each element. Smaller regions were chosen to produce more accurate results, specially in triangles located around the center of the ternary where the highest relative perturbations simulated are smaller than any other perturbation simulated so far. The supplementary simulations were particularly chosen in regions where the TBR curves from the original Serpent EPT results had large deviations. These are the regions that GLS was able to either remove completely or significantly improve. A side by
side comparison of the ternary incorporating GLS Case C and of the ternary with extra simulations added to the original results, is outlined in Fig. 4.15 (uncertainty results are not shown for the ternary of the new case since it looks very similar to Fig. 4.6(a)). The scale of the Serpent EPT results without GLS is still skewed due to the hot spot found in the upper left corner of the ternary. Nevertheless, the regions where new simulations were conducted removed a lot of the deviations. The TBR curves display a positive approximated linear relationship moving from the lower left of the ternary to the upper right. The same type of behavior is found in the plot with GLS. Overall, the GLS plot displays the same trends as the plot without GLS. In addition, it gets rid of high deviations found anywhere in the ternary, not just in regions where the supplementary calculations were made. To validate GLS even further, comparisons were made with certain points between the GLS case and the case with the extra simulations, specially for points where the results in the original Serpent EPT simulation were extremely imprecise. These values are found in Table 4.6. The table compares the results from the Serpent EPT original calculations, with values from the additional simulations and ones obtained after employing GLS. The values obtained with GLS are pretty similar to those calculated in the supplementary simulations, and differ by less than 1%. This validates the effectiveness of GLS, specially for points whose results originally had large deviations. For example, in the first row on Table 4.6, the TBR that was first calculated was 0.796. With GLS, the value was 14% higher at 0.923, and for the extra simulation, the result was very similar to the one calculated with GLS at 0.929. Not every single result calculated with the GLS method will be as accurate as the ones shown in the table. Nevertheless, by looking at the comparison between Fig. 4.15(a) and Fig. 4.15(b), it is concluded that for the most part, GLS can predict the behavior of the ternary successfully in a quick and effective way, without wasting computational time and memory. Doing this comparison further validated the implementation of GLS for simulations with future alloys.

4.5.4 Particle History Comparison

The idea behind simulating triangles 10-21 in Fig. 4.5(d) with $1 \times 10^9$ particles histories, compared to $5 \times 10^8$ particle histories for the rest of the ternary, was to try to reduce the uncertainty in the results as much as possible. However, this came at a cost of the CPU time, which in many of these triangles was greater than 100 hours. To see if the CPU time could be lowered while maintaining the same level of uncertainties in the results, triangles 17-21 were executed with the EPT method in Serpent with a number of particle histories that was an order of magnitude lower. A comparison of CPU times is outlined in Table 4.7. For every simulation, decreasing the number of particle histories by an order of magnitude subsequently lowered the CPU time by about an order of magnitude. To see if the lower time affected the uncertainty in the results, the triangles for this region of the ternary were plotted and compared for the two cases (Fig. 4.16). The highest uncertainty, greater than 0.45, is found in the case with $1 \times 10^8$ particle histories, exhibiting a hot spot concentrated near low Pb concentrations. The other region of high uncertainty, at around 0.3, is seen close to 60% Li and low Ba concentrations. In comparison, the maximum uncertainty of results from simulations with $1 \times 10^9$ particle histories is close to 0.35 and found along the 20% Pb concentration line. Similarly to the case with a lower number of particle histories, this case has uncertainties of 0.3 found at a region of low Ba concentration.
Figure 4.14: Plot of original TBR results obtained with EPT in Serpent. Triangles are outlined in areas where deviations occur. Extra simulations were executed in these regions.

Figure 4.15: Comparison of TBR results in a ternary with (a) additional simulations added to the areas of deviation in original EPT results and (b) GLS applied to uncertainties greater than $9.5 \times 10^{-3}$ (Case C).
Table 4.6: Comparison of results from original ETP, additional EPT, and GLS applied to original values.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Original EPT</th>
<th>Supplemental EPT</th>
<th>GLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>Pb</td>
<td>Ba</td>
<td>TBR</td>
</tr>
<tr>
<td>20</td>
<td>62</td>
<td>18</td>
<td>0.796</td>
</tr>
<tr>
<td>24</td>
<td>58</td>
<td>18</td>
<td>0.927</td>
</tr>
<tr>
<td>26</td>
<td>55</td>
<td>19</td>
<td>0.981</td>
</tr>
<tr>
<td>28</td>
<td>55</td>
<td>17</td>
<td>1.077</td>
</tr>
<tr>
<td>35</td>
<td>19</td>
<td>46</td>
<td>0.872</td>
</tr>
<tr>
<td>38</td>
<td>39</td>
<td>23</td>
<td>1.319</td>
</tr>
<tr>
<td>41</td>
<td>18</td>
<td>41</td>
<td>0.969</td>
</tr>
<tr>
<td>43</td>
<td>39</td>
<td>18</td>
<td>1.093</td>
</tr>
<tr>
<td>44</td>
<td>18</td>
<td>38</td>
<td>1.082</td>
</tr>
<tr>
<td>48</td>
<td>18</td>
<td>34</td>
<td>1.235</td>
</tr>
<tr>
<td>51</td>
<td>19</td>
<td>30</td>
<td>1.127</td>
</tr>
<tr>
<td>57</td>
<td>22</td>
<td>21</td>
<td>1.447</td>
</tr>
<tr>
<td>63</td>
<td>21</td>
<td>16</td>
<td>1.458</td>
</tr>
<tr>
<td>63</td>
<td>20</td>
<td>17</td>
<td>0.875</td>
</tr>
<tr>
<td>66</td>
<td>19</td>
<td>15</td>
<td>1.13</td>
</tr>
</tbody>
</table>

Additionally, in mid Pb and Ba concentrations, hot spots are found containing uncertainties higher than in the case with 1×10^8 particle histories.

To further the analysis, GLS was implemented to results that contained uncertainties greater than 9.5×10^{-3} for both cases and its effectiveness was compared. Fig. 4.17 shows a side by side comparison of the entire ternary, before GLS is implemented, with the results of 1×10^8 particle histories for triangles 17-21 plotted in Fig. 4.17(a) and 1×10^9 particle histories for the same triangles plotted in Fig. 4.17(b). Concentrating in these regions, one can see higher deviations at low Pb concentrations in the case with the smaller number of particle histories. Both cases exhibit high deviations around 20% Pb. When GLS is applied to results, they end up being quite similar as shown in Fig. 4.18. GLS was very effective

Table 4.7: Comparison of CPU time taken to run simulations with 1×10^8 and 1×10^9 particle histories.

<table>
<thead>
<tr>
<th>Triangle #</th>
<th>CPU Time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10^8 histories</td>
</tr>
<tr>
<td>17</td>
<td>13.8</td>
</tr>
<tr>
<td>18</td>
<td>10.6</td>
</tr>
<tr>
<td>19</td>
<td>11.3</td>
</tr>
<tr>
<td>20</td>
<td>8.5</td>
</tr>
<tr>
<td>21</td>
<td>9.6</td>
</tr>
</tbody>
</table>
at reducing the high deviations at low Pb concentrations of the case with $1 \times 10^8$ particle histories. The uncertainties for the case with $1 \times 10^9$ particle histories was shown in Fig. 4.13(e) and is looks very similar to the case with $1 \times 10^8$ particle histories. Overall, running simulations with a particle history of $1 \times 10^8$ as opposed to $1 \times 10^9$ will significantly reduce the CPU time by an order of magnitude while producing relatively similar results, specially when adjusted with GLS. Consequently, it is recommended to run these simulations with $1 \times 10^8$ particle histories to save computational time.

### 4.5.5 GLS effectiveness on Smaller Triangle Subdivision

Generalized least squares has proven to accurately and effectively estimate results that were originally uncertain. It also allowed the number of particle histories in the Serpent simulations to be reduced, as described in the previous section. To further reduce the CPU time of simulations, it was of interest to try changing the number of subdivided triangles in the ternary from 25 to 16 as shown in Fig. 4.4(c). The number of perturbed points per triangle was increased from 231 to 352 so that the interval between each perturbation is 1% for each element. This interval is the same as the ternary simulated with 25 triangles, which allows for better comparison. Additionally, GLS has the ability to create a more accurate linear regression with more points, and thus, calculate TBRs with better precision. The simulations were tested with $1 \times 10^8$ particle histories to minimize CPU time. Although the highest uncertainty of the TBR calculated with EPT was smaller for the case with only 16 triangles, the entire ternary as a whole contained higher uncertainties than the case with 25 triangles as seen in Fig. 4.19(b). Because of the higher range of absolute perturbations included per triangle, the results are less accurate (Fig 4.19(a)). The number of points whose uncertainties were greater than $9.5 \times 10^{-3}$ was 3,774 out of 5,151 total points simulated. Results from the application of GLS to these points are shown in Fig. 4.20.

![Figure 4.16: Comparison of TBR uncertainties from EPT Serpent calculations only for triangles 17-21 when simulated with a number of particle histories of (a) $1 \times 10^8$ and (b) $1 \times 10^9$.](image-url)
Figure 4.17: TBR (before applying GLS) comparison of triangles 17-21 when simulated with a number of particle histories of (a) $1 \times 10^8$ and (b) $1 \times 10^9$.

Figure 4.18: TBR (after applying GLS) comparison of triangles 17-21 when simulated with a number of particle histories of (a) $1 \times 10^8$ and (b) $1 \times 10^9$. 
Applying GLS to so many points was able to produce much better results. However, the curvature of the TBR lines that is seen at low Ba concentrations displays a rounder shape than the 25 sub-triangle ternary, and begins at higher Li concentrations and further away from the triangle’s periphery. The uncertainties found in this region are some of the highest found in the ternary, and hence, erroneously predict the actual behavior of the alloy. This becomes an issue in the optimization studies reported in the next section and can create inaccuracies in the results. Additionally, the CPU time of running 25 triangles with $1 \times 10^8$ particle histories is 400 hours compared to 340 hours for simulations of 16 triangles utilizing the same number of particle histories. The difference of 60 hours is not enough to justify a case that has much more imprecise results, and requires 73% of them to be replaced by implementing GLS. Increasing the number of particle histories for the 16 sub-triangles case to obtain better results would substantially increase the CPU time, which negates the reason behind running a smaller number of triangles in the first place. As a result, and because of time constraints, no further studies and analyses were conducted to compare triangle size. It was decided to continue to utilize 25 triangles per ternary for this alloy, LiPbBa, and any other alloy of interest simulated in the future. Future work can look into combinations of number of particle histories and number of triangle subdivisions to minimize CPU time but also obtain decent results.

### 4.6 Composition Optimization

#### 4.6.1 Optimization Scheme and First Iteration

Now that results were obtained for the entire LiPbBa ternary through Serpent simulations with EPT and the application of GLS to replace imprecise results, an optimization scheme can be created. As described in Section 4.2.5, the TBR chosen for this study is
Figure 4.20: Results of the (a) TBR and (b) relative uncertainty after GLS is applied to TBR values with uncertainties greater than $9.5 \times 10^{-3}$. The simulations performed with Serpent EPT were done for 16 subdivided triangles of the ternary.

Table 4.8: Optimal composition for each iteration.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Li %</th>
<th>Pb %</th>
<th>Ba %</th>
<th>TBR</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17.0</td>
<td>76.0</td>
<td>7.0</td>
<td>1.045</td>
<td>$3.341 \times 10^{-3}$</td>
</tr>
<tr>
<td>2</td>
<td>10.5</td>
<td>87.5</td>
<td>2.0</td>
<td>1.050</td>
<td>$2.251 \times 10^{-3}$</td>
</tr>
<tr>
<td>3</td>
<td>9.375</td>
<td>88.625</td>
<td>2.0</td>
<td>1.050</td>
<td>$2.473 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

1.05, which is in between the upper and lower constrains determined in Chapter 3. The optimal composition should achieve this TBR while minimizing the lithium concentration due to the high chemical reactivity of lithium. Additionally, an EMF constraint $\geq 1.1$ was imposed by utilizing the results obtained from the previous Chapter (see Section 4.2.5 for an explanation). A plot of the EMF for LiPbBa obtained with MCNP simulations from Chapter 3 is shown in Fig. 4.21. The plot includes the contour of the imposed 1.1 constraint that is utilized in these optimization studies. Three iterations were performed to find a highly precise alloy composition that met the TBR criteria with the imposed Li and EMF constrains. The first iteration involves the initial simulations of all 25 subdivided triangles with each element’s concentration ranging 20%, as previously described. Additionally, it includes the application of GLS to replace uncertain results. Once GLS is applied to the data set, the first optimization search is performed to find the concentration that meets the criteria just described. Instead of finding the composition that has exactly a TBR of 1.05, a range of TBRs was selected between 1.045 and 1.054, since it will equate to 1.05 when rounded. Searching for TBR within a range as opposed to a specific value allowed minimizing the lithium concentration to a greater degree. After scanning through all 5,151 points, the optimal composition found for this iteration is outlined in Table 4.8.
4.6.2 Second Iteration

For the second iteration, a smaller triangle was created with a range of 10% concentration for each element, and that was centered around the optimal concentration obtained from the first iteration. Even though this is a smaller area than the triangles simulated earlier, the number of points in the triangle is kept constant at 231, with an interval of 0.5% concentration between each point. The hope of closing in on a smaller area is to refine the results and reduce their uncertainties. The results from the second iteration, added to the values of the first iteration from Case C in 4.12(f) (GLS applied to points with uncertainties higher than $9.5\times10^{-3}$ in iteration 1), are plotted in Fig. 4.22. The plot is of the actual points before implementing triangulation and interpolation which demonstrates how much more condensed the area of the second iteration is in relation to the first. Although the size of the triangle is smaller in this second-level iteration, the maximum relative perturbation depends on the location of the triangle with respect to the ternary. In the case of Ba, the largest relative perturbation for this simulation is the same as those in the first iteration where the minimum Ba concentration perturbed is 0%. Nevertheless, the absolute perturbation in this iteration is half of the first iteration and thus, it was able to generate more accurate results. Only 25 out of the 231 perturbed points had results with uncertainties greater than 0.05, and were found in the outer periphery of the simulated triangle’s area. This can easily be demonstrated in Fig. 4.23(a) where the second iteration’s relative uncertainties calculated straight from Serpent EPT are added to the results in Fig. 4.13(e) from the first iteration. The second iteration triangle simulated is outlined in white on the figure.

To determine if CPU time could be reduced, the second iteration was also simulated with $1\times10^8$ particle histories. The highest uncertainty in this simulation was almost doubled
Figure 4.22: Combination of TBR results of second iteration and Case C of first iteration (Table 4.5). The interval between in the second iteration is smaller so points are more condensed.

Figure 4.23: Comparison of uncertainty results of second iteration when simulated with a number of particle histories of (a) $1 \times 10^9$ and (b) $1 \times 10^8$. The plots show the second iteration, outlined by the white triangle, combined with Case C of the first iteration.
in comparison to the simulation with $1 \times 10^9$ particle histories. However, only 4 points contained higher uncertainty values than the results from the simulation with a higher number of particle histories. The total number of points with uncertainties greater than 0.05 increased from 25 to 44, but are only found in the right outer edge of the triangle, seen in Fig. 4.23(b), whose regions are of less interest when performing optimization. The CPU times differ by an order of magnitude from 312 hours to 32 hours. This is a huge difference considering that the lowest uncertainty is less than an order of magnitude different with $5.969 \times 10^{-5}$ for the case with $1 \times 10^9$ particle histories and $2.053 \times 10^{-4}$ for the case with $1 \times 10^8$ particle histories. If GLS is applied to the combined values from the first two iterations, the results end up being very similar, as shown in Fig. 4.24 for the TBRs, and Fig. 4.25 for the uncertainties. Focusing in on the region of interest at around 10-15% Li, and 0-5% Ba, one can see that the curves in both plots follow a linear relationship but become flat on the lower left region, at about 5-6% Ba. If one looks closely, that flat region is found at a lower Li concentration (around 12%) in the plot of $1 \times 10^9$ particle histories (Fig. 4.24(a)), compared to the plot of $1 \times 10^8$ particle histories. This could make a difference in terms of optimization. However, one is better off performing a third-level iteration to obtain a more accurate composition. Regarding the relative uncertainties of this region in Fig. 4.25, both cases have values below 0.01. One interesting aspect found in both plots of the TBR results compared to Fig. 4.12(e), is that the curves extend beyond 80% Pb, even though this iteration did not simulate points beyond that Pb concentration. The results found beyond 80% Pb where the curves are flat are ambiguous, even if better predicted with GLS. Subsequently, it cannot be easily deciphered if the curves should be continuing the linear relationship that is viewed in the rest of ternary. As a result, an additional simulation was created in this iteration with a triangle of the same size placed right next to the previous one simulated. This is illustrated in Fig. 4.26, where the first triangle discussed is outlined and transparently shaded in red-orange while the new triangle to be simulated is outlined and transparently shaded in black. Based on the comparison of number of particle histories just analyzed, it was decided to utilize $1 \times 10^8$ particle histories in this new simulation, to lower the CPU time. This second simulation is referred to as Case 2.2 while the previous is referred to as Case 2.1.

Fig. 4.27(a) shows the results of both cases in this iteration combined with Case C from the first iteration. Fig. 4.27(b) shows all of the results from both iterations combined first, before GLS is applied to points with uncertainties greater than $9.5 \times 10^{-5}$. Focusing in on the areas of the second iteration, the main difference between the two plots is the reduction of curvature found at Ba concentration of $\approx 10\%$, located on the upper right vertex of the triangle simulated in Case 2.1. The other major difference is found at very low Ba concentrations, where the TBR curves round upward in Fig. 4.27(a) in points with uncertainties higher than the GLS threshold. Utilizing GLS in those points removes a lot of the higher uncertainties found in Fig. 4.28(a). However, if one looks very closely, tiny points of higher uncertainties, at $\approx 0.15$, are found around this region in Fig. 4.28(b). Even with a smaller area simulated, this location is still quite sensitive because it is near 0% Ba and thus, the collision history between a ternary alloy with a few percent of Ba and a binary alloy with only LiPb, is probably a lot different. Serpent EPT cannot account for this change and as already discussed, calculated values in the periphery of the ternary are very uncertain.
Figure 4.24: Comparison of TBR results of second iteration when simulated with a number of particle histories of (a) $1 \times 10^9$ and (b) $1 \times 10^8$. Results from the first two iterations are combined before GLS is applied to points with uncertainties $> 9.5 \times 10^{-3}$.

Figure 4.25: Comparison of relative uncertainties of second iteration when simulated with a number of particle histories of (a) $1 \times 10^9$ and (b) $1 \times 10^8$. Results from the first two iterations are combined before GLS is applied to points with uncertainties $> 9.5 \times 10^{-3}$. 
Figure 4.26: Combination of TBR results of the second iteration triangle outlined (and transparently shaded) in dark orange-red and Case C of first iteration (Table 4.5). A new suggested case to be simulated is outlined (and transparently shaded) in black.
Nevertheless, the difference in this region between the results of the first iteration (Fig. 4.12(e)) and Fig. 4.27(b) are quite drastic, with values of the second simulation depicting much more precise behavior.

After results are obtained, a second optimization search is performed again. The range of TBRs selected for this iteration was narrower, spanning between 1.048 to 1.052. It is most likely only necessary to iterate through the new results from Cases 2.1 and 2.2, as opposed to the entire ternary. Nevertheless, optimization was tested in three different ways:

1. by scanning the points in the triangles of the two cases of the second iteration,
2. by scanning results of the entire ternary after combining the results from both iterations and applying GLS,
3. by scanning the results of the entire ternary after applying GLS to the results from the first iteration, combining those values with results from the second iteration, and applying GLS a second time.

As predicted, the optimized composition found, as given in Table 4.8, was the same in all three cases. This point is located towards the bottom right edge of the triangle in Case 2.2. Compared to the first iteration, the Li concentration was lowered by 6.5%, while the Pb concentration increased by 8.5% so that its (n,xn) reactions can provide additional neutrons to Li for tritium production. The uncertainty for this point obtained from the Serpent EPT calculation was $3.5 \times 10^{-2}$, which is higher than other uncertainties calculated, but still low enough (less than 0.05) for the result to be considered in the optimization study. Because of the high uncertainty, it was important to double check the optimization after applying GLS to the results. It is recommended to validate the optimum composition in the second-level iteration with GLS method when the uncertainty is greater than $1 \times 10^{-3}$. Finally, the EMF values utilized for the constraint are calculated in intervals of 5% concentration for each element. When it came to applying the constraint at such low Li and Ba concentrations, the interval between EMF values was too large to precisely determine if the constraint was met. Due to the linear relationship found...
Figure 4.28: Comparison of second iteration TBR relative uncertainties for (a) results straight out of Serpent EPT combined with GLS Case C from first iteration and (b) results of first and second iteration first combined, then GLS applied to values with uncertainties $>9.5 \times 10^{-3}$.

in this region, as seen in Fig. 4.21, values were interpolated in the 1.1 EMF curve around compositions of interest to be able to apply the constraint more accurately.

4.6.3 Third Iteration

The optimized composition went through a last refinement iteration by simulating an even smaller triangular area with compositions ranging 2.5%, as shown by the blue triangular outline in Fig. 4.29. Zooming in this closely creates a very small range of absolute perturbations from the reference point which is placed at the center of the triangle, close to the optimized composition found in the second iteration. Additionally, the small area enables the optimization to be focused around the point of interest and fine tune the optimal composition, while lowering the uncertainties of the results. The number of perturbed points for this simulation was kept at 231, meaning that the interval between each point was 0.125%. Because it was assumed that uncertainties would be low in such a small area, it was decided to use $1 \times 10^8$ particle histories instead of $1 \times 10^9$ particle histories. One should be able to obtain results with the lower number of particle histories that have similar precision but calculated in much less time. Similarly to the second iteration, this iteration simulated two cases. The first, named Case 3.1, is a triangle that is centered around the optimized point of the previous iteration. The second, Case 3.2, is a triangle placed right next to Case 3.1 that covers a wider range of combined lower Li and Ba concentrations to ensure that all points in the 1.05 TBR curve are accounted for. Case 3.2 was calculated with 231 perturbed points and $1 \times 10^8$ particle histories.

The results in both cases simulated had uncertainties lower than 0.05, and thus confirmed that the lower number of particle histories simulated was enough to yield precise
Figure 4.29: Plot of first two iteration results with GLS implementation (Fig. 4.27(b)). Suggested cases for third iteration are outlined. Case 3.1 is outlined in blue while case 3.2 is outlined in red.
results. Out of the 431 results of both simulations combined, only 6 points had uncertainties greater than $9.5 \times 10^{-3}$, found in the outer edges of the triangles. Due to the low uncertainties in the results, the optimization search, for a TBR between 1.048 and 1.052, only required the points in the two cases to be scanned, rather than the whole ternary after GLS is implemented. Nevertheless, the optimization was performed for the set of values found in the third iteration only, and also for the values in all iterations combined with GLS applied to results with uncertainties greater than $9.5 \times 10^{-3}$. The point optimized in both instances was found inside the area of Case 3.2. The composition and value for the optimized point is given in Table 4.8. The result demonstrates, like the previous iteration, that if the region of interest is close to the periphery of the ternary, a triangle must be simulated in close vicinity to the edge, in order to ensure that an optimized composition is found. If it wasn’t for the addition of Case 2.2 in the second iteration and Case 3.2 in this third iteration, the optimized compositions given in Table 4.8 would not have been found. Compared to the second iteration, the optimized composition in this iteration lowers the lithium concentration by 1.125% and increases the Pb concentration by the same amount.

Plots of the combined TBR results from all the three iterations, with GLS implemented to values with uncertainties greater than $9.5 \times 10^{-3}$, are displayed in Fig. 4.30(a). The plot of the relative uncertainties corresponding to the TBR results, is shown in Fig. 4.30(b). The smaller uncertainties calculated by the third simulation are clearly visible from surrounding uncertainty values, specifically below the areas simulated. Subsequently, TBR curves at 1.02 and 1.05 mold themselves around the perimeters of the triangles in Case 3.1 and 3.2. In reality, the curves probably continue to decrease in an exponential manner until they reach 100% Pb. This means that there is a possibility that compositions with lower Li and Ba concentrations can achieve TBRs of 1.05. However, the EMF, which also decreases rapidly in this location, does not permit the Li concentrations to decrease without falling below its constraint. Therefore, the composition obtained in this iteration is considered to be optimized such that it achieves a TBR of 1.05, while meeting the EMF constraint, and minimizing Li concentration.

The alloy in this particular case was challenging to optimize due to the higher uncertainties found in perturbations close to the periphery of the ternary. There is a strong relationship between Li and Pb, due to the high (n,xn) reactions in Pb providing neutrons for tritium production in Li. Small perturbations in the Ba concentration will alter the synergistic relationship between Pb and Li, which creates noticeable differences between particle tracks simulated with Monte Carlo. As result, EPT calculated with Serpent cannot properly account for the changes in behavior between collision histories at very low Ba concentrations, resulting in inaccurate TBR values. This is why it was necessary to include three iteration levels with each level zooming in on the region of interest. Because this alloy is most likely one of the more complex cases, it is determined that three iterations are enough for all other alloys. A flowchart of the optimization scheme for a general alloy was created and is presented in Fig. 4.31. The first iteration is presented in the red, the second in orange, and the third in yellow.
Figure 4.30: Third iteration results for (a) TBR and (b) relative uncertainty. To plot results, the values of all three iterations were combined followed by GLS applied to uncertainties $> 9.5 \times 10^{-3}$.

4.7 EPT and Optimization of LiSnZn

The optimization scheme in Fig. 4.31 was tested on another alloy of interest, LiSnZn. Results are outlined in the following sections.

4.7.1 First Iteration

For the first iteration, the LiSnZn ternary was split into 25 triangles, identically to LiPbBa. Each triangle was simulated with $1 \times 10^8$ particle histories. The number of perturbed compositions per triangle was 231. Results of the TBR from the EPT calculations with Serpent are given in Fig. 4.32, and are compared with the MCNP results from Chapter 3. None of the results for this alloy overestimated the TBR which would have created hot spots in the ternary and skewed the range of the TBR scale. The largest deviations are found along 20% concentrations for Zn and Sn, respectively. The perimeters of various subdivided triangles run along these compositions, which is where the largest perturbations simulated are located. As already discussed, the larger the perturbation in EPT, the greater the uncertainty in the results. This can also be seen in the plot of the TBR relative uncertainties found in Fig. 4.33, where the perimeters of every triangle, specially at 20% Sn and Zn concentrations, contain higher uncertainties than their surrounding areas. The highest uncertainties are located at low Li concentrations and high Zn concentrations. This is most likely due to the EPT method not being able to correctly account for the change in particle collision behavior where the Zn concentration is close to 100%. For the same reason, the efficacy of EPT is abated in left and right edges of the ternary where either Sn or Zn concentrations are close to 0%. The effect is observed by the curvature of the TBR lines plotted around these areas, where in reality, as demonstrated in the MCNP results, these lines should extend from edge to edge of the ternary without any curvature. In any case,
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Figure 4.31: Flowchart of Optimization with Serpent EPT for a single ternary alloy.
most of the uncertainties calculated for this alloy are less than 0.1, lower than those found in LiPbBa. The uncertainty limit with the application of GLS to about half of the points in the results was $5.5 \times 10^{-3}$, also lower than the limit for LiPbBa. The TBR and relative uncertainty ternaries after utilizing GLS for results greater than that specific uncertainty limit are plotted in Fig 4.34. The implementation of GLS was able to remove a lot of the deviations found in the original results, and straighten the curvature of the TBR at low Sn concentrations. Uncertainties were significantly reduced, with most falling below 0.0075. Even the largest uncertainties, found in the upper left region of the plot, are less than 0.05. This region of high uncertainty is similar to what was seen with LiPbBa GLS results, and is very sensitive due to the high Li concentrations that control the TBR. Moreover, the formula in the coded script that selects the area of points to be utilized in the GLS calculation is not able to generate a large enough area at regions close to the periphery of the ternary. As a result, the number of points used to create a linear regression are not enough to accurately predict the correct TBRs, specially in this sensitive region. This will be the case for all alloys calculated. Nevertheless, most alloys of interest will not be optimized in this location and thus, the deviation is not of major concern.

The optimization scheme previously described was utilized for LiSnZn. The same criteria was implemented requiring a TBR between 1.045 and 1.055, an EMF constraint (from results in Chapter 3) of 1.1, and a minimized Li concentration. TBR results after implementing GLS were scanned and the composition that met all the criteria is given in Table 4.9. This composition is located where the 1.05 TBR line in Fig. 4.34 begins to curve upwards.

It is interesting to point out that the CPU times of simulations performed for this alloy were less than the CPU times of LiPbBa simulations. A comparison of times between triangles 17-21 simulated in each alloy is given in Table 4.10. For triangle 17, the CPU time in the LiSnZn case is almost half of the CPU time in the LiPbBa case. The difference between times decreases as triangle number increases. It is predicted that the reason for

Figure 4.32: Comparison of LiSnZn TBR results with (a) Serpent using EPT and (b) MCNP
Figure 4.33: Uncertainties for TBR results of LiSnZn simulated with Serpent EPT.

Figure 4.34: First iteration results for (a) TBR and (b) relative uncertainty, after GLS was applied to uncertainties are $> 5.5 \times 10^{-3}$. The areas that will be simulated in the second iteration are shown in the triangles outlined in red and blue in (a).
Table 4.9: Optimal composition for each iteration. The uncertainties for the first two iterations are calculated after GLS is implemented.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Li %</th>
<th>Sn %</th>
<th>Zn %</th>
<th>TBR</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64.0</td>
<td>30.0</td>
<td>6.0</td>
<td>1.045</td>
<td>2.4×10^{-3}</td>
</tr>
<tr>
<td>2</td>
<td>63.5</td>
<td>35.5</td>
<td>1.0</td>
<td>1.048</td>
<td>2.3×10^{-4}</td>
</tr>
<tr>
<td>3</td>
<td>63.5</td>
<td>35.5</td>
<td>1.0</td>
<td>1.048</td>
<td>1.077×10^{-4}</td>
</tr>
</tbody>
</table>

Table 4.10: Comparison of CPU time taken to run simulations in LiPbBa versus LiSnZn

<table>
<thead>
<tr>
<th>Triangle #</th>
<th>LiPbBa</th>
<th>LiSnZn</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>13.8</td>
<td>7.9</td>
</tr>
<tr>
<td>18</td>
<td>10.6</td>
<td>6.9</td>
</tr>
<tr>
<td>19</td>
<td>11.3</td>
<td>7.5</td>
</tr>
<tr>
<td>20</td>
<td>8.5</td>
<td>6.5</td>
</tr>
<tr>
<td>21</td>
<td>9.6</td>
<td>7.2</td>
</tr>
</tbody>
</table>

longer times in the LiPbBa case is due to the significant effect Pb has on tritium reactions in Li, which might create more complex collision histories throughout the simulation as opposed to the LiSnZn case, whose results mostly depend on Li (n,t) interactions. This can be studied more closely in future work as more alloys are simulated.

4.7.2 Second and Third Iterations

The triangles that were simulated in this iteration are shown in Fig. 4.36(a). The triangle centered around the optimized point is outlined in red. Because the optimized point for the first iteration is close to the periphery where Zn concentrations are low, a second simulation was executed for the triangle outlined in blue. All of the new results were scanned to find the optimized composition. This was verified by performing a search of the TBRs in the entire ternary after results from the first two simulations were combined, and GLS was applied to values with uncertainties greater than 5.5×10^{-3}. The optimized composition, whose TBR was between 1.048 and 1.052, after scanning the entire ternary, is outlined in Table 4.9. Interestingly, this composition is slightly different from the one obtained by only examining the new results. The Sn concentration is the same, but the Li concentration decreased to 63%, and the Zn concentration increased to 1.5%. The uncertainty of the optimized value gathered from the second iteration cases was on the higher end at approximately 3×10^{-2}. Consequently, it was determined that the composition optimized after applying GLS was more accurate. The results of the first two iterations with GLS implementation are given Fig. 4.35. Compared to first simulation, the Li concentration only decreased by 0.5%. However, Sn went up by 5.5% and Zn went down by 5%, meaning that higher amounts of Sn can aid in minimizing Li concentrations.

As outlined in the optimized scheme of Fig. 4.31, two simulations were crated
for the third iteration. The simulation outlined in red in Fig. 4.35 is centered around the optimized point from the previous iteration. The second simulation, outlined in blue, is located next to edge of the ternary. The search for the optimized composition was only performed on TBRs of these two simulations since the majority of the uncertainties were in the order of $10^{-4}$. The optimized composition is given in Table 4.9. This composition is exactly the same as the composition optimized in the previous iteration. The results after applying GLS in the second iteration were enough to correctly estimate the optimized composition. Nevertheless, the low uncertainty obtained for the EPT Serpent calculation of the third iteration result reinforced the GLS estimate of the second. This alloy was much easier to optimize than the previous due to reduced complexity in the behavior of the TBR, which mostly depends in Li, more so than the other two alloy components. To summarize the LiSnZn alloy case, the TBR and uncertainty are plotted in Fig. 4.36 for all three iterations combined, and with GLS applied the results (uncertainties greater than $5.5 \times 10^{-3}$).

4.8 Conclusions

This chapter introduced a novel Monte Carlo methodology that calculates the response of composition perturbations in a fixed source problem. The perturbation approach in Serpent is similar to the techniques utilized for variance reduction. Probability density functions of parameters of interest are biased and sampled as accepted or rejected events to
account for the bias on the probability. A collision history is created from these events to compute perturbed fluxes which are then utilized to calculate the response. In the case of this work, the methodology implemented for fixed source problems, known as exact perturbation theory, can calculate the tritium breeding ratio response, caused by a perturbation in the composition of the lithium-based ternary alloy. The one setback of this method is its inability to correctly depict the behavior of the particle history found in large relative perturbations. This leads to high uncertainty in the results. Consequently, the number of simulations performed for a ternary, so that uncertainties are reasonable, was determined to be 25. The 25 triangles simulated within the ternary ranged by 20% concentration of each element in the alloy. The number of points simulated per triangle was 231. Results of Serpent calculations with EPT predicted the correct basic behavior of the alloy. Nevertheless, regions of high uncertainties created deviations throughout the ternary, and this issue was accounted for in two ways. The first method eliminated the highest uncertainties found in every triangle simulated within the ternary. This reduced the maximum uncertainty, but not by enough (less than 0.05), and created large gaps between points such that the true behavior of the ternary could not be correctly characterized. The other method involved implementing a generalized least squares method to TBR values with high uncertainties by removing the point from the results, and creating a linear regression that was the same size of triangles simulated around that point. By doing this, the uncertain point can be replaced with a new more accurate TBR value and corresponding uncertainty. This method proved to be fairly successful by reducing uncertainties to 0.03 or less and removing areas of high deviation. The only regions where this method was unsuccessful were in those located close to the periphery of the ternary resulting from smaller areas calculated which contained a lower number of points that were applied to the GLS method. In addition, these areas had higher relative perturbations, and hence, resulted in high uncertainties when calculated in Serpent.
with EPT. For optimization purposes additional simulations must be performed, specially if simulated around regions close to the periphery of the ternary. The use of GLS can remove imprecise regions so efficaciously, that the number of particle histories simulated in Serpent could be reduced by an order of magnitude. Simulations with $1 \times 10^8$ particle histories, compared to $1 \times 10^9$ particle histories, reduced CPU time by an order of magnitude, while demonstrating similar results.

The optimization scheme included three levels of iterations. The first iteration is previously described, simulating the 25 triangles within the ternary and applying GLS. Afterwards, a search is carried out to find a composition with a TBR between 1.045-1.055 that meets the imposed EMF constraint of 1.1, while minimizing the Li concentration. The second iteration simulates two smaller triangles with compositions ranging 10% as opposed to 20%. One of the triangles simulated surrounds the optimized composition of the first iteration, and the second triangle is located right next to it. The second simulation for this iteration is only performed if the area of interest is found near the periphery where the TBR results are imprecise. Optimization for the second simulation is similar to the first, except for reducing the range of possible TBRs to be 1.048-1.052. Once the composition is optimized a second time, a last iteration is executed. This iteration is the same as the second but reduces the triangle size simulated even further, with each element’s concentration ranging by 2.5%. Results for the LiPbBa alloy found the optimized composition after the third iteration to be 9.375% for Li, 88.625% for Pb, and 2.0% for Ba. The alloy in this particular case was challenging to optimize due to the higher uncertainties of perturbations found close to the periphery of the ternary. There is a strong relationship between tritium reactions in Li and multiplication reactions Pb. Small perturbations in the Ba concentration will alter the synergistic relationship between Pb and Li, which creates noticeable differences between particle tracks simulated with Monte Carlo. As result, EPT calculated with Serpent cannot properly account for the changes in behavior between collision histories at very low Ba concentrations, resulting in inaccurate TBR values. This is why it was necessary to include three iteration levels, with each level zooming in on the region of interest.

The same optimization scheme was validated with a new alloy, LiSnZn. This alloy was much easier to optimize, and found the optimized composition only after the second iteration, at 63.5% Li, 35.5% Sn, and 1.0% Zn. Nevertheless, including a third iteration is ideal due to higher uncertainties calculated in the second iteration. In this particular case, the uncertainty of the second iteration was on the order of magnitude of $10^{-2}$. The TBR for this alloy primarily depends on Li densities and not on the densities of the other two elements. As a result, the complexity of the collision history within Monte Carlo simulations was lower compared to the LiPbBa case. In conclusion, the EPT methodology simulated with Serpent has proven to be successful, specially when combined with statistical methods like GLS to reduce uncertainties. Utilizing this methodology, any alloy can be simulated with much more detail than previous MCNP simulations whose interval between points was 5%, and each simulation required to be performed individually. Additionally, with EPT, any alloy can be optimized to find the desired composition under selected criteria.
Chapter 5
SMORES code implementation

The study of fusion reactor blankets discussed previously involved a transport simulation utilizing Monte Carlo techniques for a given composition of a ternary alloy to calculate the tritium breeding ratio (TBR) [40] and Energy Multiplication Factor (EMF) [103]. Once this was done, a new composition was created and the process was repeated. Although this method was successful, it proved to be inefficient in terms of computational time and manpower. As a result, a new approach that utilized perturbation theory was created with the Serpent Monte Carlo code [91] in Chapter 4, but still required multiple runs per alloy. Alternatively, deterministic methods could be used to solve specific types of optimization problems by incorporating first order generalized perturbation theory. In the case of fixed source problems, the code SWAN [63], a 1D deterministic code, was written in the 1970s to solve optimization problems for fusion reactors. One of the types of optimization problems the code could solve exactly fits the scenario of the lithium-based ternary alloy fusion blanket: find an alloy composition that maximizes the energy multiplication factor (a design goal) while limiting the tritium breeding ratio to an exact value, or an inequality of a value. Unfortunately, the code SWAN was written around three decades ago and does not compile on most modern systems. The code went through a number iterations and the latest, called SMORES [55], is found in version 6.1 of the SCALE package [22] with its implementation altered to optimize problems for fission systems. The goal is to change SMORES to solve problems for fusion reactors similarly to what was done in the SWAN code. This would allow only one calculation per alloy that would solve for an optimal composition that maximizes EMF while restraining the TBR. Additionally, each blanket layer can be optimized individually in the same calculation. The following sections will describe the methodology of SWAN, its similarities and differences to SMORES, and the implementation of fusion systems into the current version of SMORES.

5.1 SWAN Methodology

This section will focus on the methodology originally found in SWAN since it pertains to fusion systems with a fixed source. The complete methodology of SMORES can be found in [55]. Some of the differences between SMORES and SWAN will be pointed out to address what needs to be altered in the current version of the code.
The theory behind SWAN was described in Section 2.3 which involves either maximizing or minimizing a linear functional with the option to include an additional functional that acts as a restrain. In this particular case we are trying to maximize the energy multiplication factor of the fusion blanket while restraining the TBR, both defined in Sections 2.4 and 3.2.1. Any system that will be optimized must be clearly defined by the user. This includes the radius of each zone in the system, the materials that define the zone, candidate materials that may be added to the zone during optimization, and the zones that need to be optimized. Candidate materials are materials which are not originally part of a zone that is of interest for optimization, but are added through the optimization process. Zones can be as small as an interval, or as large as the entire system. This type of information is necessary to be able to correctly model the physics of the problem and know exactly what needs to be optimized.

The optimization procedure of SWAN is iterative and follows a series of steps. Before optimization begins, the code calculates the forward and adjoint flux with a 1D deterministic transport code, and a given reference density distribution. It then passes the information to the optimization module called SWIF, which utilizes those fluxes to solve the effectiveness functions, derived in Eq. 2.33, for all the materials in the system whose compositions are being perturbed. Third, it checks the optimality conditions such as the one defined in Eq. 2.42. If the condition is not met, the density of each variable composition is changed with given parameters defined by the user. The new densities are also calculated in such a way that all the constraints (based on density limits) and restraints (based on some type of linear or weight functional) defined are not violated. Once a new density distribution is calculated, the code loops back and begins the process all over again and iterates until the optimal condition is finally met. A flowchart that outlines these steps is displayed in Fig. 5.1. The colored sections of the flowchart will be described in more detail, particularly the effectiveness functions, calculation of new compositions, and convergence criteria.

5.1.1 Effectiveness Functions

The effectiveness functions govern the optimization module. The functions predict the change of some type of response of interest due to a unit change in the density of material $i$ in zone $z$. This is defined in Eq. 2.33, but will be reiterated here:

\[
E_i = \frac{\delta F_i}{\delta N_i} = \left( \left\langle \phi, \frac{\delta \Sigma_{t,i}}{\delta N_i} \right\rangle - \left\langle \phi^\dagger, \frac{\delta \mathbf{L}}{\delta N_i} \phi \right\rangle \right)
\]

(5.1)

To implement the effectiveness function into SWAN, the second term of the right hand side of the equation is divided into two separate components, $AC_i$ and $BC_i$, and the first term on the right hand side is noted as $CC_i$:

\[
E_i(z) = -A_i(z) + B_i(z) + C_i(z)
\]

(5.2)

where,

\[
AC_i(z) = \int_r dr \int dE \int d\hat{\Omega} \left[ \phi^\dagger(r, E, \hat{\Omega}) \Sigma_{t,i}(r, E) \phi(r, E, \hat{\Omega}) \right]
\]

(5.3)
Figure 5.1: Flowchart of Optimization Module (adapted from SWAN manual [22])
\[
BC_i(z) = \int_z dr \int dE \int d\Omega \int d\Omega' \left[ \phi^i(r, E, \hat{\Omega}) \Sigma_{b,i}(E \rightarrow E', \hat{\Omega} \rightarrow \hat{\Omega}') \phi(r, E, \hat{\Omega}) \right]
\]

(5.4)

\[
CC_i(z) = \int_z dr \int dE \left[ \Sigma_{b,i}(r, E) \phi(r, E, \Omega) \right]
\]

(5.5)

The AC, BC, CC equations are solved for 1D systems. Additionally, the changes in \(\delta\Sigma_{b,i}\) and \(\delta L\) in Eq. 5.1 are only caused by the perturbation of \(\delta N_i\) [16]. Therefore, \(\delta\Sigma_{b,i} = \delta N_i \Sigma_{b,i}\) and \(\delta L = \delta N_i L\), which means that the unperturbed cross sections can be used in Eq. 5.3-5.5. SWAN employs discrete ordinates to computationally solve the above equations. It expands the angular flux and adjoint distributions into spherical harmonics, to account for the angular variable. Moreover, the scattering cross section is treated by expanding it into Legendre Polynomials. Derivations for the discretized equations can be found in Ref. Greenspan 1973 swan.

5.1.2 Convergence Criteria

After the calculation of the effectiveness functions, if the user indicates to perform optimization, the next step in Fig. 5.1 is to check the convergence criteria. The convergence criteria are based on the optimum conditions described in Eq. 2.42 which keeps the functional of the response at the extremum with a small change in density. This usually implies that the substitution effectiveness function (SEF), \(Q_{m,i}\), for a variable material should be close to zero (or a constant). The way SWAN implements this condition is by comparing the maximum SEF of a material in all the zones to the minimum SEF of the same material in all zones such:

\[
\frac{|Q_{m,i}^\text{max} - Q_{m,i}^\text{min}|}{|Q_{m,i}^\text{max}|} = \text{CONV}_{m,i} \leq \epsilon_i \quad i = 1, 2, \ldots I - 1
\]

(5.6)

where \(Q_{m,i}^\text{max}\) and \(Q_{m,i}^\text{min}\) are the maximum and minimum SEF functions of all the zones for material \(i\), respectively. The ratio on the left hand side of the equation is referred to \(\text{CONV}_{m,i}\). The number for \(\epsilon\) for convergence is chosen by the user. If the optimization problem includes a functional for the restrain, it might be more accurate to calculate the convergence based on the ratio of \(Q_{m,i}\) and \(Q_{r,i}\). This is calculated as:

\[
\frac{\text{CONV}_{m,i}}{\text{CONV}_{r,i}} \leq \epsilon_i
\]

(5.7)

where \(\text{CONV}_{r,i}\) is the result of Eq. 5.6 for the SEF of the functional that is restrained. The user has a the option to choose which convergence criteria, if any, to use in the problem.

5.1.3 Calculation of Composition Variation

If the convergence criteria test from the previous section fails, a new density distribution must be calculated to sample in the next iteration. The calculation of the density
variation was originated by Abagyan [6] and adopted for the SWAN. There are three steps to calculating a density variation: 1. Determine A_{n}^{i} and B_{n}^{i} coefficients 2. Calculate variation and new density distribution, and 3. Readjust density if it is above or below its limits. The coefficients A_{n}^{i} and B_{n}^{i} help determine the new density distribution. The density change of material i in iteration n is calculated as:

$$\delta N_{n}^{i} = N_{n}^{i}(z) - N_{n-1}^{i}(z) = A_{n}^{i} Q_{m,i}^{n-1}(z) + B_{n}^{i} Q_{r,i}^{n-1}(z)$$

(5.8)

where Q_{m,i} and Q_{r,i} are the substitution effectiveness functions from Eq. 2.39. Plugging the above equation into Eq. 2.41, the change of the functional for the restrain, gives:

$$\delta F_{r}^{n} = \sum_{i=1}^{I-1} \int dr [A_{n}^{i} Q_{r,i}^{n-1}(z)Q_{m,i}^{n-1}(z) + B_{n}^{i} Q_{r,i}^{n-1}(z)Q_{r,i}^{n-1}(z)]$$

(5.9)

To solve for B_{n}^{i} the restrain functional is set to 0. Thus:

$$B_{n}^{i} = -A_{n}^{i} \left[ \frac{\int dr Q_{r,i}^{n-1}(z)Q_{m,i}^{n-1}(z)}{\int dr (Q_{r,i}^{n-1}(z))^2} \right]$$

(5.10)

Eq. 5.8 can now be re-written by replacing B_{n}^{i} with the above equation:

$$\delta N_{n}^{i} = A_{n}^{i} \left[ Q_{m,i}^{n-1}(z) - \frac{\int dr Q_{r,i}^{n-1}(z)Q_{m,i}^{n-1}(z)}{\int dr (Q_{r,i}^{n-1}(z))^2} Q_{r,i}^{n-1}(z) \right]$$

(5.11)

This equation can be used to solve for A_{n}^{i} as follows:

$$A_{n}^{i} = a_{n}^{i} / \left[ Q_{m,i}^{n-1}(z) - \frac{\int dr Q_{r,i}^{n-1}(z)Q_{m,i}^{n-1}(z)}{\int dr (Q_{r,i}^{n-1}(z))^2} Q_{r,i}^{n-1}(z) \right]$$

(5.12)

where z_{m} is the zone in which max density change occurs. The value of a_{n}^{i} is indicative of \delta N_{n}^{i}, and represents the maximum density change for the specified material and iteration. This value is specified by the user in the input. The A_{n}^{i} coefficient can also be calculated by specifying either the maximum absolute or relative change in the function to be optimized, \delta F_{m}. The derivation for this coefficient can be found in the SWAN manual [63]. Once the coefficients are calculated, the new densities can be obtained. If any density is above or below the limits imposed by the user, the best option is to adjust the value of the A_{n}^{i} coefficients to restore the density of the zone which exceeded the limit back to its limit. This option is the most useful if a restrain is imposed on the system since it allows the restraint to be preserved. Otherwise, the user can also choose to bring back an exceeded density to its limit without changing the A_{n}^{i} coefficients. This option is better if there is no restraint.

5.1.4 Differences between SWAN and SMORES

The SMORES code is basically an implementation of SWAN, but constructed for critical systems. It follows the same type of flow: obtain adjoint and forward solutions to the transport equation and pass that information to the optimization module, SWIF, which then follows the flowchart in Fig. 5.1. Nevertheless, there are a few differences in both versions.
One of the major recent advances of the code was the processing of cross sections to use in both the transport code and optimization. SWAN employed pre-processed multigroup cross sections and thus did not properly account for resonance self-shielding. As a result, the answer obtained through the optimization was not the true optimum. When the code was adapted into SCALE, this discrepancy was resolved and now cross sections are processed at the beginning of every iteration, which account for resonance self-shielding. This might make more of a difference in fission systems but can still be applicable to fixed source systems as well. Aside from the cross sections, the main difference in the two codes is the type of system the equations are being solved for. SMORES runs the 1D transport code, XSDRNPM [57] in critical mode solving the homogenous transport equation as opposed to solving the inhomogenous transport equation for fixed source problems. The same thing occurs for the effectiveness functions in the optimization module which includes the transport operator. Luckily, XSDRNPM already has the option to solve problems for fixed sources. However, SWIF was completely changed to only solve problems for critical systems and does not have any traces of the original equations utilized in SWAN. The goal would be to incorporate the missing pieces of SWAN for fixed source problems back into SMORES. This way, the code could optimize the composition of each of the blanket layers by just running one simulation per alloy. The process for this type of implementation has been started, and would be continued in future work. This process is outlined in the following section.

5.2 Implementation of Fixed Sourced Problems into SMORES

No robust code is available at the moment that performs optimization for fixed source problems such as shields or fusion systems. Two options are available to solve this issue: 1. Write a brand new code, and 2. Use an existing code and alter it. The framework of SMORES is the same as SWAN’s, and thus it makes sense to use this already existing version and alter certain subroutines of the code to adapt it to solve problems of different nature. There are two main components that need alterations. The first is for XSDRNPM to solve the inhomogenous transport equation with a fixed source rather than solving the equation for a fission system. Similarly, the second change is related to effectiveness functions; because these functions include the transport operator, they must be altered for a problem with a fixed source. Work for the first component has already begun and will be outlined in the following section. Time constraints did not allow this work to be completed. Hence, a second section is added to detail the steps one can take to proceed altering the code, specifically components of the optimization module.

5.2.1 Current implementation

This section will describe what has already been done specifically to allow SMORES to optimize fixed source problems. Before the optimization module is called, SMORES must solve the forward and adjoint transport equations for their respective fluxes with XSDRNPM. Currently, SMORES internally generates an XSDRNPM input that is used to run a $k$ calculation. Additionally, the user input does not include any fixed source specification. Therefore, the first goal in modifying SMORES was to change the input to
include a fixed source specification and definition. It was also necessary to change specific subroutines of the code so that they read in the new information, and correctly add it to the internal XSDRNPM input.

Fig. 5.2 shows a standard SMORES sample input. Although SMORES does not support problems without fissionable materials, the figure models an inertial confinement fusion reactor for consistency with this work. The input file in the figure models a 1D model of the Inertial Fusion Energy (IFE) reactor, shown in Fig. 5.3. The model is based on the 3D Monte Carlo model described in Chapter 3. It contains a tiny volumetric fusion source in the center of a void chamber surrounded by xenon to absorb outgoing X-rays and ions from the source. Following the central chamber are three blanket layers divided structurally by HT9 (composed of iron (85.9%), chromium (12.1%), and the rest is carbon, silicon niobium, molybdenum, and tungsten with density of 8 g/cm3), and ending with a graphite shield (Table 5.1).

The first section in the input on Fig. 5.2 identifies all the mixtures in the fusion reactor. Each of the blanket layers has its own defined mixture, made up of pure lithium. The other two candidate materials, lead and barium, are specified in the input with very low concentrations so that they are identified, but added after the first iteration of optimization to maximize the energy multiplication factor. This section of the input does not need to be altered in any way. Next in the input is the geometry optimization section that describes the system’s geometry. This section, outlined by the red rectangle in Fig. 5.2, defines every zone in the system. For each zone, the corresponding material, its outer radius, the number of mesh intervals within the zone, if its material is varied during the optimization, and the maximum volume fractions of the material (which can include the fractions of all individual compositions of the material), are listed. Here, new information was added that allows the user to indicate which type of source, if any, is found for each zone listed. This indication is based on the XSDRNPM input, which requires the user to designate the mesh interval where either a volumetric or surface source is found. Therefore, if only one mesh interval contains a source, the zone defined in the SMORES input should only include that mesh. In the case of an adjoint source, multiple consecutive meshes might contain sources that can be combined and specified by one zone. The source specification was implemented as two entries following the input of the radius for each zone. The updated geometry section with the new information is shown in Fig. 5.4. A forward source must be indicated after the radius for each zone as either: 0 = no source, 1 = volumetric, or 2 = surface. The same is done in the next entry for the adjoint source. The two entries for all the zones are outlined by a purple rectangle in Fig. 5.4. In the case of the ternary alloy blanket, the forward source is found in the first mesh of the geometry as a very tiny volumetric source that is seen as point by the blanket volume. Therefore, it is defined as a zone with one mesh and a forward source of 1 (the forward source specification on the input in Fig. 5.4 is highlighted in blue). On the other hand, the adjoint sources are defined based on the functionals that are optimized and restrained. Only one entry is needed if a restraint is included in the problem because the restraint adjoint source must be in the same zones as the optimum adjoint source. The units for these sources depend on the parameter of interest. The lines of the input that define the blanket regions with their adjoint sources are highlighted in yellow.

\(^1\)Only half the sphere is defined in XSDRNPM due to symmetry.
Table 5.1: Composition and dimensions of the blanket components.

<table>
<thead>
<tr>
<th>Layer #</th>
<th>Material</th>
<th>Thickness (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>Breeder/Coolant</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>Breeder/Coolant</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>Breeder/Coolant</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>HT9</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>Graphite</td>
<td>100</td>
</tr>
</tbody>
</table>

in Fig. 5.4.

It was necessary to alter the SMORE’s source code to account for the changes in the input. The subroutines that were altered are outlined below:

- **datin.f90**: This subroutine, called from the SMORES driver, was not altered for the purposes of the source specification, but it is important to note it here and describe its function. The purpose of this subroutine is to read information from the SMORES input that is needed by XSDRNPM, such as the information in the geometry section. It then calls the subroutine xsdrna.f90 to use all the information gathered and create the XSDRNPM input file.

- **rdgeom.f90**: This subroutine, called by datin.f90, reads in the input geometry section and stores the entries of the input into variables. Lines of code were added to read in the source specifications and stored them in two variables: iqpm and aqpm for the forward and adjoint sources, respectively. Counters were also created to keep track of the total number of forward and adjoint sources. The variables and the counters are globally stored in All_Parameters_M.f90. Lastly, statements were included to output information about the source along with the other geometry specifications.

- **Recreate_Input.f90**: When datin.f90 calls rdgeom.f90, it does not read the geometry data from the original input but rather from input written to a scratch file by the subroutine Recreate_Input.f90. Thus, Recreate_Input.f90 was modified to include the source specification parameters to be read and copied to the scratch input file.

- **rdzon.f90**: This subroutine is called by datin.f90 after rdgeom.f90. It transfers the geometry information and stores it in a scratch file. Additional lines allow the source specification data in the scratch file to be stored with other information.

- **zondat.f90**: This subroutine reads the geometry data stored in the scratch by rdzon.f90 and puts it in arrays. New arrays (iqpm for forward and aqpm for adjoint) were created to store the source specification data. Furthermore, the subroutine scans the geometry input and checks for any user errors. Additional lines of code were included to output an error if the source specification is anything other than 0, 1, or 2.
Figure 5.2: Standard SMORES input modeled with an IFE reactor.
Figure 5.3: 1-dimensional chamber model of IFE reactor.

Figure 5.4: Geometry section of SMORES input with added source specification. The zone with a volumetric forward source is highlighted in blue. The zones with a volumetric adjoint source are highlighted in yellow.
• `xdrna.f90`: This subroutine reads in all the data passed by `datin.f90` and utilizes it to create a formatted XSDRNPNM forward or adjoint input file that is executed through the SCALE driver. Changes in the call of `xdrna.f90` from `datin.f90` now include the two arrays, `iqpm` and `aqpm`, that store zone dependent source information for the forward and adjoint sources, respectively. Once the information is passed, `xdrna.f90` translates the source specified by zone to corresponding sources designated by mesh interval. It then uses this information to create data block 3, line 30$, of the XSDRNPNM input.

Now that the source locations are specified, the next step involved the addition of source definitions in the input for every forward and adjoint source specified in the geometry section. To do this, new sections were created after the geometry section that allows the user to define each source individually. The forward section begins and ends with the keywords `read fwsrc`, and `end fwsrc`. This section is shown in Fig. 5.5 with the keywords highlighted in yellow. In between these two keywords the source is specified in neutrons/second for each energy group. The number of energy groups is based on the chosen cross-sectional library; in the case described here, it is the ENDF/B-VII library for shielding with 200 neutron energy groups and 47 gamma groups [76]. The format for this section is in free form rather than FIDO, which means that every energy group must be specified individually, even when the source is zero in consecutive energies. As a result, the total number of entries in Fig. 5.5 is 247.

Similarly to the forward source, the adjoint source section starts with the keyword `read adjsrc`, followed by all the sources related to the functional that is maximized/minimized, and ends with the keyword `end adjsrc`. In the case of the fusion blanket, sixteen adjoint sources must be defined, one for each mesh specified in Fig. 5.4. The number of entries in each adjoint source is based on the number of energy groups in selected library, and is the same as the forward source. In this case, each adjoint source will have 247 entries. Each entry will depend on the functional considered. For example, if the adjoint source is related to the EMF, it would be defined as the group-wise average heating numbers divided by flux in MeV-barns. Instead, if the functional to optimize was the TBR, the adjoint source would be the group-wise $\gamma_{n,t}$ cross section in barns. An example of this section with two EMF adjoint sources defined for the first and last blanket meshes is shown in Fig. 5.6. The first source is highlighted in yellow, while the last source is highlighted in green. In between both sources in the figure, a line is used as a place holder for the fourteen additional sources that should be included in between but was chosen not to in the figure to take up less space.

Currently, only adjoint sources for the functional to be optimized can be defined. If the user includes a functional with a restraint, a third adjoint case of XSDRNPNM must be ran internally through SMORES. Therefore, an additional section with adjoint source definitions for the restraint parameter must be added to the user input. The section would start with the keyword `read adjres`. The number of adjoint sources for the restraint parameter is the same as for the optimal parameter. Everything that will be described in the next section regarding to the subroutines that read the adjoint source and store its values, equally applies to the restraint adjoint source. Thus, it can be assumed that the information described for the subroutines in the following bullets regarding the optimal parameter adjoint sources can apply exactly to adjoint sources for the restraint. These are outlined below:
Figure 5.5: Example of the forward source section of new SMORES input.
Figure 5.6: Example of the adjoint source section of new SMORES input. First source is highlighted in yellow. Last source is highlighted in green. The line in between both sources signifies the fourteen additional sources that would be defined (omitted to take up less space).
- **Key_Find.f90** and **Recreate_Input.f90**: Key_Find rewrites the input file so that the "read" keywords start in new lines. This means that the source keywords must be included. Similarly, Recreate_Input writes the entire input into a scratch file, which now includes the new sections that define the source.

- **datin.f90**: As previously described, this subroutine reads input data and calls on subroutines to process the data so that it can be written to an XSDRNPM input. It reads the input file by scanning the keywords for each section, and calls a corresponding subroutine to interpret that section's data. Additional code was created to read the forward and adjoint source section keywords. When it does, it calls a brand new subroutine, defined below.

- **source.f90**: A new subroutine that reads and stores forward or adjoint source definitions into an array (the entire routine can be found in Appendix G. It is called by datin.f90, which passes two parameters to it: 1. a boolean that specifies whether the sources in the section are forward or adjoint, and 2. an empty array whose dimensions are (# of energy groups × # forward/adjoint sources). Once the information is passed to source.f90, the subroutine first determines what type of source it is dealing with, forward or adjoint. Secondly, it calls the integer global variable that indicates the total number of forward/adjoint sources defined by the user. It also grabs the global variable that specifies the number of energy groups from the chosen library. Next, it iterates through the total number of sources and for each source an inner loop goes through the number of energy groups. For each energy group in the inner loop, the value of the source is recorded into the column and row of the array that was passed from datin.f90. By the end of the subroutine, the array, which now includes all the source information, and is passed back to datin.f90. Other features include finding and outputting errors when the number of sources defined in the source sections is not equal to the total number specified by the user in the geometry section. The code will also give an error when the number of values defined per source does not equal the number of energy groups specified by the chosen cross sectional library.

- **xsdrna.f90**: This subroutine, previously mentioned, creates an XSDRNPM forward or adjoint input file. datin.f90 passes all the information that this subroutine needs, including the source arrays recorded in source.f90. Once passed, the source array is formatted and written into block 3, line 31 of the XSDRNPM input. Additionally, it alters block, line 18, entry #10 to specify that the problem is for a fixed source rather than a k calculation.

In summary, the changes outlined above allow the user to specify and define forward and adjoint sources in the input. Additionally, it enables the source code to read and correctly interpret the source information so that it is included in the forward and adjoint XSDRNPM inputs. Nevertheless, additional work is necessary to fully adapt SMORES to fixed source problems. This work will be completed in the future, and is outlined in the next section.
5.2.2 Future Work

The last section listed the modifications already implemented into SMORES. Nevertheless, there is still a lot of work to complete before SMORES can be executed with fixed source problems. This involves additional changes to the input file, editing more subroutines in the SMORES functional module, and making changes to the optimization functional module, SWIF. The following sections provide a brief explanation, and recommends changes if this work is continued.

Input File Modifications

All of the changes previously made to the SMORES code and its input file allow the 1D deterministic code, XSDRNPM to run problems with fixed sources. Nothing has yet been done to the optimization module and its corresponding section in the input file. The optimization specification section beginning with the keyword `read optimize`, was shown in the input of Fig. 5.2. Recommended changes for this section and other additions are described next.

1. Add the restraint adjoint source definition section to the input, and include this information in corresponding subroutines, as described in the previous section.

2. The first parameter specified in the optimization section of the input is the type of optimization. Before this, the user should identify if the optimization is for a fixed source problem or a $k$ eigenvalue problem. This can written with an integer identifier such as 1 corresponding to $k$ optimization and 2 corresponding to fixed source optimization.

3. With regards to the first parameter mentioned in the previous point, new optimization types should be added to the already existing ones. As an example in Fig. 5.2, an equal volume effectiveness calculation (EVREF) was requested [55]. New types of functions can include: optimize a functional without a restraint (OPF), optimize a functional with imposed restrained (OPR).

4. If either OPF or OPR options are chosen, it should be followed with a statement that indicates if the functionals should be maximized or minimized. If OPF is chosen, there should be one entry (functional to optimize), while OPR should have two entries (functional to optimize and functional to restrain). They can be indicated by integers, 0 for minimize and 1 for maximize.

5. If either OPF or OPR options are indicated, after the declaration above, the user should indicate the number of linear functionals. Maximum number should be 2. There is something similar to this in the SWAN input in Ref. greenspan1973swan

6. The second to last keyword in the first block of the current optimization section allows the user to input the $k_{eff}$ for a minimum critical mass calculation. For fixed source problems, the user can enter the restraint in place of the $k_{eff}$. For example, if the restraint is a TBR of 1.02, then 1.02 would be entered.
7. A new section should be made for adjoint sources of fixed source calculations. This section can start with the keyword **read adjoint**. Here, the user can specify the materials of the adjoint sources. Additionally, the user should list the reaction rate (MT) number of both, the optimal and restraint adjoint sources, for each material indicated. See Table M4.B.1 in the SCALE manual for ENDF MT reaction types [76].

**Modifications to Subroutines of SMORES**

In addition to the changes made in the SMORES subroutines described in Section 5.2.1, the following subroutines might be of interest to review and alter:

- **readsw.f90**: This subroutine reads in the input parameters that are needed in the SWIF module. It only reads the first input section and calls on `rdwif.f90` to read the rest. Both of these subroutines must be checked so that the parameters in the current version of the code do not need any new information for fixed source problems. If new parameters are necessary, they must be added here.

- **updtbn.f90**: This subroutine reads in the new densities calculated in the optimization module. It calls on `cntlbn.f90` to update the input files of the modules that process the materials information and cross sections. There might not be a need to fix the code at all since both fixed source and criticality problems calculate new densities. Nevertheless, the code should be reviewed once all fixed source data is implemented to ensure that new densities are being passed successfully.

- **doswif.f90** and **nexswif.f90**: These subroutines are directly called by the driver, SMORES, to read and gather information from a direct access file. They call on other subroutines such as `cpyflx.f90` and `cpxsdn.f90` to copy information from the XSDRNPM output. The gathered information is copied into a file called `XTROUT` containing flux and geometry information, to be utilized by SWIF. `doswif.f90` is called in the first iteration, while `nexswif.f90` is called from the second plus iterations. These files need to be checked in case there is any missing information that is needed from the XSDRNPM output.

**Modifications to Subroutines of SWIF**

There have not been any changes made to the functional module SWIF. The recommended changes are outlined below:

- **driv.f90**: This subroutine checks the type of optimization calculation. Extra code must be included to accommodate the new parameters described in Section 5.2.2. The convergence criteria, which is based on $k_{eff}$ optimization is checked in this subroutine. A different convergence criteria is needed for fixed source problems and can be found in another subroutine, `newden.f90`. This criteria originated from the SWAN subroutine under the same name and was never deleted. For fusion and other fixed source systems, `driv.f90` can be altered so that it calls on `newden.f90` to check the convergence. Another option would be to directly include the convergence criteria of `newden.f90` in `driv.f90`. 
• setup.f90 and unit3.f90: These two subroutines read information from the XTROUT file. If doswif.f90 and nexswif.f90 (see previous section) are modified to include parameters for fixed sources, then these two subroutines will probably need to be modified as well. Furthermore, setup.f90 calls on all the subroutines that calculate the effectiveness functions, new densities, etc. If new subroutines are created, their calls can be added here.

• effect.f90: This subroutine calculates the effectiveness functions. Presently, it only supports the calculation of functions for homogenous problems. A few lines of code are needed to incorporate Eq. 5.2 for inhomogenous systems. The new code must grab problem-specific cross sections to calculate the reaction rate in Eq. 5.5. The cross sections are specified by the MT numbers in the input file as described in Section 5.2.2 (point 6 on the list).

• newden.f90: As previously discussed, this subroutine checks the convergence criteria and calculates the new density compositions. The convergence criteria is implemented from the SWAN code, which can be utilized to check convergence in fixed source problems. The calculation of the densities has been modified from the original subroutine in SWAN to account for errors. This part will probably not need any additional changes but must be reviewed nonetheless.

• awrite.f90 and cwrite.f90: These subroutines create different arrays that are used in the output and must include new information related to fixed source problem calculations.

• asource.f90: In fixed source problems, the adjoint source changes in every iteration of SMORES as the densities of the variable materials are recalculated. This means that the adjoint source array, to be utilized by the adjoint XSDRNPM calculation, must be updated in every iteration. A new subroutine should incorporate this by gathering the microscopic adjoint source cross sections from effect.f90, and multiply them by the new densities from newden.f90. The result can be stored in an array that is eventually transferred back to the SMORES functional module along with the rest of the updated optimization data.

5.3 Conclusion

This chapter outlined an alternative implementation of perturbation theory for the optimization of fixed source problems with deterministic codes. Currently, there is no code available that can do this. Nevertheless, it was discovered that the SCALE package includes a code, SMORES, that solves optimization problems for critical systems. The framework of SMORES originated from SWAN, a code developed specifically to solve problems for fusion blankets. Consequently, one can naturally alter the SMORES code to allow it to solve optimization problems utilizing the inhomogenous transport equation and operator. Modifications to the code and the input had been made. The code can now read in both forward and adjoint fixed source specifications and definition, and transfer this data to the 1D deterministic code, XSDRNPM. This work will not be continued in this dissertation due
to time constraints, and thus, suggestions for future implementation to the code were listed. The finished version of the code will have the ability to optimize the composition of the lithium-based ternary alloy blanket for IFE reactors with just one execution. Furthermore, the composition of each blanket region will be optimized individually to create the most efficient system. This type of calculation can run at a fraction of the time it takes to run a Monte Carlo simulation. However, it cannot fully model the system in three dimensions which leads to higher uncertainties in the results. The best solution would be to create a hybrid optimization method that combines this method with the methods described in Chapter 4. SMORES, the deterministic code, is first executed to obtain an estimate of the optimal composition. Using this result, a Serpent Monte Carlo simulation can be performed by simulating a region around the optimal composition to determine a more accurate result. Utilizing the deterministic code in the first iteration as opposed to Monte Carlo (described in Chapter 4) removes the hassle of simulating the entire ternary for each alloy and reduces the number of simulations from 29 to four (one for the deterministic iteration, and three Monte Carlo runs for each blanket result). A flowchart of this method is shown in Fig. 5.7.
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Figure 5.7: Flowchart of hybrid optimization method. Deterministic steps are defined in orange. Monte Carlo steps are defined in green.
Chapter 6

Review of Chemical Reactivity Experiments for Lithium Ternary Alloys

6.1 Introduction

Lithium is often the preferred choice as breeder and coolant in fusion blankets as it offers high tritium breeding, excellent heat transfer and corrosion properties, and most importantly, it has a very high tritium solubility and results in very low levels of tritium permeation throughout the facility infrastructure [86]. However, lithium metal vigorously reacts with air and water and exacerbates plant safety concerns [34]. Consequently, Lawrence Livermore National Laboratory (LLNL) is attempting to develop a lithium-based alloy—most likely a ternary alloy—which maintains the beneficial properties of lithium (e.g. high tritium breeding and solubility) while reducing overall flammability concerns for use in the blanket of an Inertial Fusion Energy (IFE) power plant [39, 111]. The IFE engine employs inertial confinement fusion (ICF) through the use of lasers aimed at an indirect-driven target composed of deuterium-tritium fuel. The fusion driver/target design implements the same physics currently operating at the National Ignition Facility (NIF). The IFE plant uses lithium in both the primary coolant and blanket; therefore, lithium-related hazards are of primary concern. Reducing chemical reactivity is the primary motivation for the development of new lithium alloys, and it is therefore important to come up with proper ways to conduct experiments that can physically study this phenomenon. This paper will begin to explore this area by outlining relevant past experiments conducted with lithium/air reactions and lithium/water reactions. Looking at what was done in the past will then give us a general idea of how we can setup our own experiments to test a variety of lithium alloys.

6.2 Lithium Reactions with Air

High energy reactions of lithium with air can occur during an accident. Such accidents involve a rupture or leak in plant components, which results in the release of
lithium into the containment atmosphere. The following sections outline past experiments conducted with lithium reacting with air and with LiPb reacting with air.

6.2.1 Handford Engineering Development Laboratory (HEDL) Experiments

HEDL conducted tests in the late seventies and early eighties to examine the effects of lithium reactions with a multitude of materials [74, 112]. Those of interest here are nitrogen, dry air and moist air. Tests were conducted in which 10 kg pounds of lithium at a chosen temperature were transported to a preheated reaction pan with an exposed surface area. The reaction pan was enclosed by a carbon steel containment vessel with a controlled atmosphere. Fig. 6.1 shows the geometry of the facility. Results from experiments in which lithium was exposed to a limited amount of normal humidity air showed that the original lithium pool temperature does not have an effect on the maximum pool and flame temperatures reached in the reaction. Two of the experiments showed that half of the lithium reacted with nitrogen while the other half reacted with oxygen. The maximum pool temperature in these cases was 1000°C. The largest aerosol product formed from these reactions was Li$_2$O. A much larger scale experiment with a total of 45.4 kg of lithium and unlimited amount of air produced different results, yielding 94% of lithium oxide and 29.4% of lithium carbonate aerosol. Aerosols were created when lithium would randomly ignite and burn in normal humidity air. Lithium carbonate aerosol was more stable than lithium oxide or hydroxide. Additionally, at high temperatures when there is enough oxygen available to react, lithium-oxygen reactions overrode lithium nitrogen reactions. Experiments were also performed with moist air, showing a more rapid oxidation of lithium, igniting and burning with a yellow-red flame. Lithium interactions with moist air added an additional component from the lithium-water vapor interaction producing lithium hydroxide.

In addition to experimenting with air, lithium was combined with isolated components of air to examine its reaction. Lithium-oxygen reactions showed the formation of an oxide film. When lithium was combined with nitrogen, a buildup of nitride was observed, which reduced the reaction rate. Additionally, the heat of reaction was lower than that in air and therefore the reaction was less vigorous than that of lithium with air. When lithium reacted with carbon dioxide at a low temperature, below 300°C, only a surface reaction was observed. However, at high lithium temperatures, above 500°C, lithium reached temperatures higher than its melting point and was ignited and produced a flame of about 1400°C.

HEDL conducted tests with LiPb and air. These tests were performed to model reactor accident scenarios. LiPb alloy pool reaction tests with air were performed to predict accidents where the lithium alloy leaks from the blanket to form a pool that will be exposed to an atmosphere of either air, nitrogen, or carbon dioxide. LiPb reacted the least with nitrogen; it did not form any aerosols or combustible gas and produced only a slight amount of heat. The alloy had similar results when reacting with air when the initial temperature of the pool was of 450°C. However, with a pool temperature of 750°C, lithium and lead aerosols were released. The reaction with limited quantities of carbon dioxide was exothermic at an initial alloy temperature of 450°C. It is assumed that aerosols would have formed if a larger amount of carbon dioxide was used.
Figure 6.1: Geometry of HEDL lithium-atmosphere reaction experiments [74].
6.2.2 MIT Liquid Lithium Reactions with Oxygen-Nitrogen Mixtures

The first experiments conducted at MIT were performed in 1984 to study lithium-nitrogen reactions [113]. A diagram of the experimental set-up is shown in Fig. 6.2. Purified nitrogen flowed constantly from a tank (tank 1) on to a preheated reaction site and preheated. At the reaction site, the gas reacted with pure liquid lithium at specified temperature. The generated aerosols passed through the heat exchanger and the filter and were stored in a separate tank (tank 2). Pressure gauges on tanks 1 and 2 recorded the respective losses and gains of pressure. Thermocouples recorded gas temperatures; from this, the ideal gas law was used to calculate losses and gains (in moles). The difference between the amount of gas accumulated in tank 2 and the amount lost from tank 1 equals the amount of gas lost to the lithium-nitrogen reaction. This information, plus the time from the internal clock in the data acquisition system, allowed the reaction rate to be calculated. There were at least five types of uncertainties in this experiment, and they were accounted for in the results. The first was related to the accumulation of a nitride layer, which slowed the reaction rate. This, however, is a common part of the lithium-nitrogen reaction. Secondly, uncertainties were observed due to the increase of the lithium pool surface area caused by the spreading of molten lithium along the walls of the container due to the high surface tension of lithium, and by a non-flat surface of lithium during the reaction. As a result, the reaction rate increased. The third uncertainty was from the impurities found in both nitrogen and lithium. Additionally, there was human errors stemming from readings, recordings, and measurement. Other uncertainties accounted for was due to insufficient gas flow at high temperatures, causing reaction rates to depend on the amount of gas flow. In addition, the lithium pool temperature experienced drastic changes at high temperatures caused by vigorous reactions, and therefore caused uncertainties in measurements.

In 1986, experiments at MIT were conducted to examine the kinetics of lithium-nitrogen and oxygen reactions. The experiments were designed to understand how lithium reacts with air under a non-humid environment. The experiments were conducted under dry conditions first to understand the kinetics of lithium with mixed nitrogen and oxygen. Afterwards, water vapor could be added, and its role as a catalyst of the reaction rate could be obtained. Experiments using the nitrogen and oxygen mixtures were conducted at temperatures ranging from 350°C to 1100°C, while the pure nitrogen experiments were done at a range of 450°C to 700°C. The flow was kept constant with a rate of 2.0 to 3.5 liters per minute. Some of the experiments over 900°C needed higher flow rates of 5.5 liters per minute to gather measurements that were independent of gas flow. The area of the lithium pool surface was only 3.88 cm² in order to prevent a large release of energy in the case of an accidental fire. Pressures and temperatures were monitored every 3 seconds. This experiment was found to be one of the most thorough regarding lithium/air type reactions and thus will be discussed in detail in the following sub-sections.

Experimental Process

A diagram of the setup is illustrated in Fig. 6.3. Tanks 1 and 2 were filled with nitrogen and argon, respectively, and released to the atmosphere several times in order to purge out impure gases and have the purity of each gas reach 99.9% or higher. The
Figure 6.2: Experimental set-up for MIT 1984 lithium-nitrogen experiments [113].

oxygen fractions that were bled into tank 1 to combine with nitrogen varied from 5 to 20%. Oxygen was not bled into tank 1 right away to avoid a decrease in pressure from unavoidable leaks, rather it was done when lithium in the reaction chamber was heated to a desirable temperature. The lithium was held in a stainless steel container. Above the container there was a cap; a nickel o-ring was inserted in the gap between the container and cap. The container where pure lithium (after inspected) was inserted contained pure argon gas. Although as many impurities as possible were extracted from the lithium, some still remained. Impurities were problematic in experiments performed in the low temperature range (≤500°C) because they increased the melting temperature of the lithium. To ensure all the lithium was melted, it was heated up to about 600°C first, and then brought down to the desired temperature. Nevertheless, it was predicted that these impurities could affect the consistency of the reaction rate. This was not a problem in the high temperature cases since the impurities would most likely have sunk to the bottom of the container.

To conduct the experiment, valves were opened so the gas could flow from tank 1, through the reaction chamber, to the second tank. The gas flow to the second tank was stopped at the time in which the gas composition after the reaction took place could be measured. By knowing the final gas composition, one could decipher the amount of oxygen and nitrogen that reacted with the lithium in the container.

During the experiment some inaccuracies were observed and accounted for. The first and largest occurred at lower temperatures due to impurities found in the lithium. This impurities increased the lithium melting temperature from 185°C to about 400°C. The second inaccuracy encountered was the spreading of the reaction products along the walls of the container, increasing the reaction rates. Surface irregularities observed in the temperature range from 400°C to 700°C also increased the reaction rates up to 20%. Additionally, a third error was observed regarding the accuracy of the oxygen composition; the maximum difference in the oxygen fraction of the mixed gas was about 20%. This occurred in the cases with the least amount of oxygen. To maintain the assumption that the same fraction of nitrogen and oxygen was consumed for a reaction after the data points were collected, a valve located in front of tank 2 was closed to store only the gas that had just passed through the container. This prevented any form of error that might have arisen if the valve was left open.
Figure 6.3: MIT 1986 lithium-nitrogen/oxygen experimental setup [113].
The fourth major source of error that occurred in low temperature cases was the formation of a lithium nitride layer which considerably lowered the reaction rates. A lithium oxide layer was also formed but unlike lithium nitride, it could easily be scraped off. Only a few data points could be obtained in such cases since the reaction product prevented additional reactions. The fifth source of error was related to the gas-flow dependency of the reaction rates with oxygen at temperatures above 900°C. One solution was to increase the flow rate of the gas mixture from 3.5 liters/min to 5.5 liters/min. Nevertheless, when temperatures were high, enough oxygen would react with lithium that the rates were gas-flow dependent. Error propagation was performed on some of these errors (oxygen composition, surface area enlargement, and surface irregularities) and calculated to be 28%.

**Experimental Results and Analysis**

The first measurement was conducted after the full flow rate was established to prevent measuring temperatures from the lithium flame or from radiative heat generation during the reaction process. Results for nitrogen reactions agreed with the previous 1984 experiment. All the lithium in the lithium-oxygen reaction was consumed. Part of the container melted due to the temperature of the lithium flame which was probably higher than the 316 stainless steel melting temperature (1300°C). The environment in this type of reaction was very corrosive.

For the lithium-mixed gas experiments three compositions were used: 1) 80% N₂, 20% O₂; 2) 90% N₂, 10% O₂; 3) 95% N₂, 5% O₂. The reasoning behind utilizing multiple concentrations was to observe how the reaction rate changes as the fraction of oxygen in the mixed gas decreases. To obtain the reaction rates, first, the decrease in nitrogen and oxygen pressures in tank 2 from the reactions was calculated. Once those pressures were known the ideal gas law could be employed to calculate the number of moles of N₂ and O₂ consumed, which were divided by the time of the reaction to obtain the reaction rate. Lithium nitride was formed in the surface of the pool with lithium oxide on top. Lithium oxide was a white, powder-like substance which could easily be scraped off. At high temperatures, lithium oxide is more likely to be formed as aerosols.

Results demonstrate that the lithium-nitrogen reaction rates decreased due to the presence of oxygen. One parameter studied in the analysis was the nitrogen inhibition factor, defined as the ratio of the lithium-nitrogen reaction rate with the presence of oxygen to the lithium-nitrogen reaction rate without oxygen presence. The inhibition factor was dependent on both oxygen concentration and lithium pool temperature. Within temperatures of 800°C and 1000°C the inhibition factor increased which means that lithium-nitrogen reactions were strong enough that nitrogen was competing with oxygen to react with lithium. Contrarily to lithium-nitrogen reactions, lithium oxygen reactions were gas-flow dependent; most of the oxygen was consumed by the reaction at high temperatures, and the reaction rate would reach a finite value that corresponded to the concentration of oxygen in the mixture. It was also discovered that lithium oxygen reactions are dependent on the temperature of the lithium pool. As previously discussed, lithium nitride and oxide were the two major reaction products. At temperatures lower than 800°C, lithium nitride formed at the pool surface, and lithium oxide formed on top of it. At higher temperatures, most of the layer was lithium nitride since lithium oxide formed aerosols. The behavior of the reaction is mostly
dominated by the parabolic law, found when the rate controlling the reaction is diffusion of
one of the reactants through a surface film; in this case the surface film is identified as the
reaction product layer. Additionally, the results showed cracks forming during the reaction.
More cracks formed at higher oxygen concentrations and higher lithium pool temperatures.
Cracks increased the reaction rate, and therefore offset the reduction of the reaction rate
from the formation of the nitride layer. It was concluded that the reaction rate at lithium
pool temperatures lower than 800°C were controlled by the thickness of the nitride layer,
while at high temperatures three factors controlled the reaction rate: 1) thickness of nitride
layer; 2) concentration of oxygen; and 3) cracks on the surface of the pool.

6.3 Lithium Reactions with Water

For reactions with water, the past experiments involving reactions of LiPb will
be examined as opposed to the reactions of pure lithium. This is because lithium alone is
less dense than water unlike the alloys that will be used in future experiments and LiPb.
Therefore, the setup of LiPb experiments will more likely resemble the type of experiments
we want to perform. Past studies investigated reactions of LiPb with both water and vapor.

Five possible contact modes of lithium with water were determined:

1. Pressurized injection of water into the lithium.
2. Pouring the lithium alloy into water.
3. Pouring the water into the lithium alloy so it is layered on top.
4. A lithium alloy pool surrounded by a steam environment.
5. Lithium alloy spray into a steam environment [34].

6.3.1 Small Scale Experiments

Small scale experiments were run for LiPb and water interactions to determine the
rate of hydrogen production. If the hydrogen production rate is known, proper dynamic
mixing models can be used to estimate the amount of hydrogen produced during accident
conditions. Experiments included dropping droplets of the alloy into water and vice versa,
injecting the alloy into water, or even passing steam over the alloy. A few conclusions were
derived from these experiments [69]:

1. The amount of hydrogen produced is loosely dependent on temperature but largely
dependent on the contact area between the metal and water.
2. The contact area is dependent on the amount of force used to bring the water and
alloy together.
3. If the species react chemically, it prevents an explosive pressure rise.
4. The hydrogen reaction rate of lithium/water reactions is higher than that of LiPb/water
reactions.
6.3.2 Large Scale Experiments

BLAST Experiments

Large scale experiments are able to properly simulate the contact modes previously described. One accident case that was found to be investigated was a steam-generator-tube rupture. Contact of water and steam with LiPb can create both a chemical and thermal reaction. The BLAnket Safety Test (BLAST) simulated a large break by injecting sub-cooled-to-saturated water, at a maximum pressure of 10 MPa, into a stagnant pool of 470 kg of LiPb [34]. The tests were conducted to examine how the pressure changes when a significant amount of LiPb reacts with water at different injection temperatures. The main parts of the experimental model are the reaction vessel with the injector, the expansion tube, and the expansion vessel. A diagram of the setup is given in Fig. 6.4. The maximum amount of water that can be injected is 5 kg with a maximum temperature of 300°C at 10 MPa. The pressure history in the reaction and expansion vessel were recorded along with the pressure and temperature in the injection, expansion and safety vessel.

The results from this experiments show an increase in pressure in the reaction vessel with a peak at the beginning. After depressurization, the pressure rises again. In the experiment where the rupture disk did not fail, BLAST 4, water injection automatically stopped once the reaction vessel reached the injection pressure. This is due to the lack
of pressure difference between the injector and reaction vessel. It is interesting to note that for the expansion vessel, the gradient is the same as the reaction vessel after 500 ms. The reason for this was divided into three phases: 1. At $t < 1$ ms, pressurization of the injected water is mainly due to system compressibility and reaction vessel geometry. 2. At $t < 250$ ms, a pressure increase in the reaction vessel forces the reaction products into the expansion tube. Water vaporization, hydrogen production, and geometries of the reaction and expansion vessels affect the pressure. 3. At $t > 250$ ms hydrogen production dominates the pressurization in the system which affects the reactor vessel, expansion tube, and expansion vessel. It was concluded that the injection pressure limits the pressure in the reaction area.

Later experiments of this nature were conducted including radioactive species to examine which and how much radioactive materials were released. About 0.5-0.55 moles of hydrogen were released per mole of water injected. Solid aerosols included potassium, bismuth, lithium thallium, tellurium, and lead. Mercury gas was also released.

**Hanford Engineering Development Laboratory Experiments**

HEDL large scale experiments consisted of injecting steam at 7 g/s into an insulated reaction container with a 200 kg pool of 500°C LiPb for 325 seconds [69]. The experimental facility is outlined in Fig. 6.5. A reaction vessel was placed within a vessel containing an argon atmosphere. A condenser, attached the reaction chamber, condensed steam to allow the release of hydrogen to the containment atmosphere where it was measured with a hydrogen monitor. Five thermocouples measured the temperature of the LiPb pool. After 240 seconds into the experiment, the LiPb pool reached its maximum temperature of 870°C. All of the steam reacted with lithium. Most of the hydrogen released occurred during those first 240 seconds. First, steam reacted with lithium to form LiO$_2$ along with hydrogen. After lithium started to be depleted, the steam reacted with LiO$_2$ to form LiOH. Consequently, LiOH reacted with lithium to form additional hydrogen. Reaction products were found on top of the pool. It was also concluded that both lithium and water were entirely mixed in the reaction chamber since both completely reacted with one another. Chemical analysis of the reaction products showed that only 0.37% of the total amount of lithium remained by the end of the experiment. Moreover, the amount of hydrogen released was measured as 0.56 mole per mole of lithium that reacted.

A similar experiment was conducted with pure lithium and steam. In this case, 320°C steam was injected at 2.6 g/s into a reaction vessel for 510 seconds. The reaction vessel contained 10 kg of lithium at 580°C. Similar to the previous experiments, both components were well mixed throughout the experiment. The main reaction products in this case were Li$_2$O and LiH. It was found in this case that the rate of heat production was three times greater than that of the LiPb/water reaction.

**University of Wisconsin Experiments**

The experiments performed by the University of Wisconsin (UW) consisted of pouring water into a LiPb pool. This case is most likely linked to an accident scenario where water comes into contact with lithium, forming of stratified layers with different densities
These large-scale experiments were run to determine the rate of hydrogen production. The setup consisted of a stainless-steel cylindrical vertical column containing the reactant and products, shown in Fig. 6.6. About 20-65 g of liquid metal in the lower portion was inserted through a drilled cavity. On top of the liquid metal pool was a butterfly valve which kept the liquid metal, below the valve, and water, above the valve, separated. The amount of water held above the valve was around 1 liter. After the metal and water were heated to the desired temperatures, the valve was opened to let the water pour into the liquid metal pool. A closed volume was purposely designed to collect and measure the amount of hydrogen. The size of the liquid cavity was designed such that the contact area between metal and water was kept relatively constant through the experiment. The liquid metal was heated by two semi-cylindrical electrical heating units that formed an annulus around the lower portion of experimental apparatus. The metal temperature ranged from 350°C to 650°C. The temperature of the water ranged from 60 to 90°C and was controlled by a water cooling circuit. The cooling circuit contained a temperature controller that exhibited both heating and refrigeration units. This arrangement allowed the water to be heated to the desired temperature before the experiment was actually performed. A temperature control loop was also in the upper region of the apparatus to remove heat formed during the reaction. To ensure that the contact area between the two components was made up of liquid metal and water vapor, the initial temperature of the water was chosen such that film boiling (i.e., a thin layer of steam and hydrogen covering the liquid-metal surface) occurred at the surface of the alloy. The experiment was performed under an argon atmosphere. Argon was also used with a pressure equalization line to remove the pressure difference between the water and liquid metal sections before they were combined while they were in the process of heating up. This pressure equalization line would allow argon to flow from the gas region on top of the liquid metal pool to the gas region above the water column, and out of the
system. A pressure transducer and three thermocouples measured the two variables of the experiment. One thermocouple was located at the bottom of the apparatus to measure the temperature of the liquid metal. The other two were placed in wells connected to the top portion where the water was, in order to measure the bulk water temperature and the temperature of the gas above the water. Once the experiment was conducted and the bulk water temperature, the gas layer temperature, and the system pressure were recorded, a computer program analyzed these data and solved for the pressure and mass of hydrogen generated from the reaction. Since the gas from the reaction was composed of a mixture of argon and hydrogen, by knowing the argon mass, the program was able to derive the hydrogen mass. Details on how this was done are explained in the referenced paper [69].

At the beginning of the experiment, the combination of unequal boiling and condensation rates, and the delay of the gas thermocouple made it exceedingly difficult to accurately measure the partial pressure of hydrogen. Measurements were much more precise after thermodynamic liquid-vapor equilibrium was reached, which occurred after 100-150 seconds. Therefore, the results of this experiment were only accounted for after 200 seconds. Hydrogen pressure corrections were made on the results due to additional deficiencies in the gas thermocouple.

Results concluded that the extent of the reaction between the metal and water was not dependent on initial water temperature. What affected the rate of hydrogen production was the diffusion in the metal sample and the temperature of the liquid metal. Using the
data from the experiment, a kinetics model was developed to calculate the hydrogen mass produced and subsequently the reaction rate. The model assumed that the reaction was determined by the rate of diffusion of lithium atoms and products such as Li₂O and LiOH at the liquid metal surface. More detail on the model is outlined in the reference [69]. From the calculations, it is clear that the amount of hydrogen generated was a function of the initial temperature of the lithium alloy and that the reaction rate was linear. When water first interacted with the lithium, all the lithium atoms at the surface were quickly consumed in the reaction. After this point, the rate of the reaction was dependent on the diffusion of lithium atoms to the surface and of lithium hydroxide away from the surface. Additionally, it was determined that the amount of hydrogen generated in moles was equal to half of the moles of lithium consumed. One thing to note was that only the initial temperatures of the water and liquid metal were accounted for as variables in the experiment; other variables such as the volume of the water and pressure of the system could be changed and evaluated to see if they affect the reaction rate. If this type of experiment were to be replicated, changes should be made to make the results more accurate, such as changing the location of the thermocouples.

6.4 Experimental Recommendations

The first thing to consider when deciding how to conduct this type of experiment is whether it will be small-scale or large-scale. Past small-scale experiments were instructive, but a lot were performed before conducting large-scale experiments, or to use the data to create computational models. In the same way, we may benefit from conducting simple small-scale experiments already existing, such as a type of bomb-calorimetry experiment. Additionally, they could serve as initial verification of modeled estimates of thermodynamic and simple kinetic data, and the use of commercial, off-the-shelf equipment should allow these experiments to be conducted relatively quickly and inexpensively. Ultimately, though, large-scale experiments seem more appropriate for our purpose, as they would better depict how the alloys would behave in the actual reactor environment. Both air and water reactions should be considered when examining the potential chemical reactions of the lithium alloy. The MIT lithium/nitrogen and oxygen experiments can be used as a model when looking at the reaction of the lithium-alloy with air. One of the advantages of the experimental setup is the option to see how humidity from the gases affects the reaction rate. The way the reaction rates are calculated, i.e., utilizing two tanks to calculate how much is lost from one and gained from the other, is straightforward. Additionally, the use of an updated data acquisition system will allow the results to be obtained more easily. The study outlined all the uncertainties encountered in the experiment, such as impurities in the lithium and the accumulation of the nitride layer. Before conducting the experiment, an effort can be made to account for all the inaccuracies, but if this is not possible, awareness of them should be made when taking measurements. The MIT experiment can be used as a guide but essentially the setup can be redesign with different materials, sizes of containers, and placement of thermocouples and pressure transducers to fit our needs and get the most accurate results. For experiments involving water reactions, the type of accident
scenario must be considered. In our case, the only place where water is found is in the steam generator. Therefore, we would most likely want to perform experiments involving a steam generator tube rupture similar to the BLAST experiments, or the HEDL steam injection experiments. The experimental setup of the BLAST studies is simple and straightforward. Similar to the lithium alloy/gas experiments, the BLAST setup can be used as a template for our own experiments while designing the experimental facility that meets our specific needs. If other types of lithium alloy/water interactions are to be considered, we can look into other past experiments, i.e., the UW pouring experiments, as a guide.
Chapter 7

Policy Issues Related Inertial Fusion Energy Reactors

The policy issues related to the dissertation work are broken up into two sub-categories: safety of fusion reactors and nuclear security of fusion reactors. The LiPb below discuss these topics and present solutions or recommendations for each.

7.1 Safety of Fusion Reactors

The primary issues associated with the safety of lithium-containing fusion reactors are: 1. lithium chemical reactivity. 2. tritium release. 3. waste and disposal of blanket materials. These issues will be discussed in detail in the subsequent sections.

7.1.1 Lithium Chemical Reactivity

Lithium is extremely chemically reactive because it is an alkali metal in nature [77]. Its high reactivity with air and water is a crucial problem in a reactor environment [34]. For example, high energy reactions of lithium with air can occur during an accident. Such accidents involve a rupture or leak in plant components, which results in the release of lithium into the containment atmosphere. Lithium also interacts with concrete due to its moisture content and leads to degradation of the concrete containment. In the worst case scenario a breach in the containment can occur which will result in the release of highly radioactive tritium gas into the environment. In addition to the moisture in the concrete, any other plant component containing water such as heat exchanger, or a small amount of moisture found anywhere within the plant can violently react with lithium. As a result, the structural integrity of such components is highly compromised. Extreme exothermic reactions of lithium with either air, water, or concrete can lead to lithium fires.

Although pure lithium exhibits many attractive properties making it a superior choice for fusion blanket’s material, it is the reactivity concerns that led the research community to look for alternatives. This work investigates the use of lithium-based ternary alloy for fusion reactors in the hopes that candidate alloy can maintain the beneficial properties of lithium while reducing the chemical reactivity concern. Chapter 6 explores some of ways
past experiments on lithium reactivity were conducted and gives recommendations for future experiments with the new ternary alloys. Future work will involve conducting these experiments. Any alloy that shows poor performance based on the experiments will not be considered.

7.1.2 Tritium Release

The worst type of accident scenario that can occur in a fusion facility is some type of breach in the containment structure causing tritium gas to travel out of the containment and into the surrounding atmosphere. Additionally, tritium has the ability to permeate through plant components and structures and escape into the environment during regular operation. Since tritium is an isotope of hydrogen, it is nearly impossible to remove it from the environment [5], and therefore, it is highly probable that it will be absorbed in the surroundings and by the public. The health hazards that follow from the ingestion and absorption of tritium by an individual are nontrivial. As a result, tritium doses that can be absorbed by an individual through different pathways are accounted for in regulations enforced by the Nuclear Regulatory Commission (NRC) and Environmental Protection Agency (EPA). The National Emission Standards for Hazardous Air Pollutants under Title 40 Code of Federal Regulations (CFR) Part 61 requires that doses emerging from airborne radioactive isotopes from nuclear facilities during normal operation do not exceed 0.1 millisieverts (mSv) per year [4]. Additionally, contaminants found in drinking water are regulated through the EPA’s Safe Water Drinking Act. The dose limit for drinking contaminated water is 40 microsieverts (µSv) per year, and was adopted into the National Primary Drinking Water Regulations under 40CFR141.16 [130]. The total annual dose limit to members of the public from all types of radiation exposure is 1 mSv per year. This limit is proposed by the NRC per recommendation by the International Commission on Radiological Protection (ICRP) and was included in 10CFR20.1301 [31].

The Department of Energy (DOE) came up with documentation (DOE-STD-6002-96) that presents requirements and recommendations for fusion reactors [4, 5]. The DOE Fusion Safety Standards has the same dose requirements for airborne, waterborne, and total dose as discussed in previously. Furthermore, a stricter total fusion radiological release requirement of 0.1 mSv per year was recommended. For accident scenarios, the NRC imposes under 10CFR100.21 (Reactor Site Criteria) that the total dose received by members of the public must not exceed 250 mSv within any 2-hour period of a release [5]. The DOE Fusion Safety Standards acknowledges that limit, but proposes an even lower limit for fusion of 10 mSv, for the same 2-hour period [5]. This is based on the requirement that design and operation of fusion facilities are carefully constructed to eliminate the need of any off-site evacuation during abnormal conditions.

The lithium-based ternary alloys examined in this work were analyzed to ensure that they do not exceed the accident dose limit proposed by DOE Fusion Safety Standard of 10 mSv. This not only includes tritium releases, but also any other highly-mobile isotope found in the alloy. All the information utilized for the analysis was based on the most conservative assumptions. More details on the calculations and its results can be found in Chapter 3. Any candidate alloy that did not meet the dose requirement or was deemed unsafe was eliminated from the selection. The flexibility of having the choice to select
materials that are the safest is an advantage of fusion reactor design compared to fission reactors. Moreover, the biological risks associated with the types of radioactive gases emitted from fission reactors, which are more hazardous than tritium, are not present in fusion reactors.

In addition to accident dose calculations, it is important to ensure that the amount of tritium released from the alloys to the environment during normal operation does not exceed the limits proposed by the NRC. The best way to do this is by evaluating the solubility of tritium in the alloy. If tritium is soluble in the liquid alloy, it will have more difficulty permeating nearby structures and escaping into the environment. The results from the work in Chapter 3 were part of a collaboration with Lawrence Livermore National Lab (LLNL) to come up with best ternary alloys based on multiple characteristic. One of the characteristics investigated under LLNL’s project involved studying tritium permeation by conducting hydrogen solubility experiments. A colleague at LLNL is currently conducting these experiments at LLNL and will publish his findings.

7.1.3 Waste and Disposal of Blanket Materials

Any nuclear facility requires that its radioactive waste is properly disposed of. The waste created by any facility will have varying levels of radioactivity and decay heat. Therefore, the NRC has classified waste into different categories based on their levels of radioactivity, and requires the correct type of disposal for each type. This is found under 10CFR61 [32]. For example, high level waste (HLW) is made up of spent fuel from fission reactors containing isotopes that are highly radioactive and very hot. Any waste that isn’t either HLW or transuranic waste, also from fission fuel, is classified as low level waste (LLW). LLW is composed of isotopes with much lower levels of radioactivity, and can be disposed by either shallow land burial or near surface burial. To determine the correct type of disposal requirements, LLW is divided into three different classes. Class A wastes are those with the lowest radioactivity out of all three types of LLW and requires near surface burial. Class B wastes, with higher radioactivity and heat content, are also buried near the surface but are covered to reduce surface radiation. Class C is the most radioactive of the three types of waste and requires burial at greater depths than Class A and B [143]. The waste in Class C has longer-lived radionuclides that do not decay to safe levels within 100 years and can still be potentially hazardous. After proper cooling, Class C waste can be buried five meters underground with proper natural or engineered barriers.

Fusion reactors do not produce any HLW or transuranic waste since it does not use any type of fissionable material. Therefore, all of the waste created in fusion systems can be stored as LLW [143]. Some of the products created in this type of system are long-lived radionuclides and will require deeper burial as identified by Class C, LLW. As a result, the fusion community came up with the waste disposal rating (WDR), a metric that determines whether waste can be disposed as Class C. The WDR is a ratio and if it is less than unity, the material of interest can be disposed of as Class C waste. The work in Chapter 3 calculates the WDR for candidate alloys to ensure that they can properly be disposed. If any of the candidates contained a WDR that was greater than one, it was eliminated from the selection.

Another approach considered to handle the discharged reactor materials is recycling. Unlike disposal, recycling involves taking the products discharged from the fusion
reactor and reprocessing them such that they can be reused in the reactor, or utilized for other purposes [28]. The recycling of radioactive material is done after the component is allowed to be cooled for a certain period of time so that the radiation emitted is reduced to adequate levels. The cooling time is aimed to be as short as possible so as to reduce the material inventory that is stored before recycling. A material’s feasibility of recycling is determined by measuring its gamma contact dose rate. The proposed limits are below 10 \( \mu \text{Sv/hr} \) for hand-on recycling, and below 10 mSv/hr for remote handling [49]. The results in Chapter 3 evaluate the ability to recycle the fusion blanket’s alloy by means of remote handling. Because the alloy is in liquid form, hands-on recycling is not feasible.

Although the work presented in Chapter 3 analyzes an alloy’s ability to meet waste disposal and recycling limits, no comparison was made between the two to see which one is more advantageous. Ideally, both methods would be beneficial. Recycling would allow the original alloy’s components to be extracted so that it can be reused in the blanket. Other isotopes found in the discharged blanket material might be useful for other purposes. Nevertheless there will be specific blanket byproducts that will have no use whatsoever. After being separated from the useful component, this material can be properly disposed via shallow land burial.

7.2 Nuclear Security of Fusion Reactors

The main concern regarding the nuclear security of any type of nuclear facility is the proliferation risks associated with any material generated in the reactor. The following sections examine the risks involving the production of weapons-grade material in fusion facilities, and evaluates the need to monitor the production of tritium and the use of lithium, both of which are found in thermonuclear weapons.

7.2.1 Proliferation Risks in Fusion Reactors

Most nuclear fusion reactor designs do not include any type of fission process or material that could potentially create weapons-grade material. Nevertheless, there is the possibility of utilizing the neutrons from fusion reactions to irradiate fissionable material and thus create weapons-grade uranium and plutonium. Robert J. Goldston of the Princeton Plasma Physics Laboratory has evaluated the proliferation risks for fusion power plants [54]. His work was based on magnetic confinement fusion reactors, but can easily be translated to inertial confinement power plants. He concluded that the risk associated with proliferation in fusion reactors can be divided into three cases: 1. Use of an undeclared facility by a State or non-state actor to generate clandestine fissile material, 2. The same the first case but produced in a facility that is declared and safeguarded, and 3. Undisclosed production of fissile material in a declared facility. Case 3 is known as a breakout scenario, where the State or non-state actor openly generates material for weapon’s purposes and violates international agreements, if agreements were made in the first place.

To covertly produce weapons-grade material in an undeclared facility, it would most likely be the goal for such facility to be as small as possible so it is not as easily detected. Kuteev conducted a study to figure out what is the smallest possible size of a
fusion system to create fissile weapons material [85]. It was determined that the smallest reactor would create about 3.5 kg of $^{239}$Pu or $^{233}$U per year, which is less than half of what the International Atomic Energy Agency (IAEA) defines as a significant quantity (SQ). This does not mean that the State or organization with this facility would not be able to be successful and generate a substantial inventory of weapons-grade elements. In any case, even the smallest facility creating fusion with either magnets or lasers is quite complex and requires a multitude of components, including tritium reprocessing facilities, that its construction and operation would still be visible. Financially, producing fissile material in a fusion facility is much more expensive compared to other means, including building a small research fission reactor (many found in universities). Moreover, tritium can permeate through reactor components and easily escape into the environment, allowing it to be detected many kilometers away. For these reasons, it would be quite difficult to secretly build a fusion facility and go completely unnoticed.

Case 2 involves the covert production of fissile material in a declared and safeguarded fusion reactor. Unlike case 1, the reactor is not specifically built to create weapon’s grade material so fissionable material must somehow be added to the reactor blanket. In the case of liquid coolant such as LiPb, it was found that the best way to introduce fissionable material would be in the form of TRISO particles (a tiny sphere with fuel in the center) [127] that could be inserted into the coolant and later be mechanically extracted. In one year, the use of 1 mm in diameter TRISO particles would create 8 kg of $^{239}$Pu or $^{233}$U per one cubed centimeter of coolant, which is considered a SQ by the IAEA. To prevent this from happening, detection techniques should be implemented to yearly inspections conducted by IAEA. $^{238}$U, a precursor to plutonium production, can be detected within minutes. With regards to thorium fission, one of its products, $^{232}$U, can be detected within seconds after the reactor has been operating for six months. With yearly inspections, the IAEA should be able detect any fissionable material found within the fusion facility and take the necessary measures.

The last case that Goldston considers is the breakout scenario, in which a state declares that it will no longer abide by IAEA safeguards and begins to produce material for weapons as quickly as possible. This is a concern with fission reactors as exemplified by North Korea’s resignation from the Non-Proliferation Treaty (NPT) in 2003 to carry out a weapon’s program which subsequently led to its first weapon test in 2006. The production of substantial amounts weapons material in a fission reactor could be undertaken in secret before the breakout scenario occurs. By the time the State announces breakout, it might be too late to take much action. In contrast, the case for a breakout occurring in a fusion reactor is much different. One scenario would involve creating an entirely new blanket to be replaced with the one existing at that time. The blanket, however, is specifically designed to create a self-sustaining fusion system which might not be possible if the make-up of the blanket material is completely altered. A more reasonable scenario would be to use TRISO particles in the blanket, as discussed previously, but to circulate them more rapidly. The amount of time that it would take to change blanket configurations and introduce these particles would be around a month. Goldston estimated that to effectively generate a significant amount of weapons material, about 500 tonnes of fissionable elements should be present in the TRISO particles inserted into the coolant. This could only be possible if the TRISO
particles are manufactured clandestinely much before the breakout occurs. The resulting amount of either $^{239}\text{Pu}$ or $^{233}\text{U}$ produced by 500 tonnes of fuel would be around 20 kg of per week, much higher than the SQ considered by IAEA. Nevertheless, it is very difficult and expensive to process TRISO particles in order to extract the fissile material. Extracting fissile material out of a TRISO particle involves multiple steps including both physical and chemical processes which are currently still being investigated. Furthermore, unlike a fission reactor, fusion facilities could be intercepted to stop the production of weapons grade material not long after the breakout. For example, the laser system of the inertial confinement fusion reactor discussed in this thesis could be disabled to prevent additional fusion reactors from occurring. In the case of magnetic fusion, the power input and power conditioning equipment that provides electricity to the magnets can be shut down [53]. Other components can also be deactivated, such as heat removal systems, all without creating a massive amount of nuclear contamination.

A breakout scenario would be much more difficult to intercept if the reaction was a fusion-fission hybrid. This means that the reactor includes an additional blanket containing fissionable material. Such a design is being proposed by China, who is currently developing a fusion reactor with a subcritical blanket consisting of transuranic spent fuel [148]. The inclusion of fissionable material in the reactor allows for clandestine production of a significant amount of weapons material before the breakout occurs. There is still, however, a chance to stop additional production of weapons material by disabling the fusion reactions as it was mentioned above. If the fission blanket remains subcritical after the breakout scenario and the fusion reactions are discontinued, the reactor should eventually shut down. This would halt any efforts to continue development of a State’s weapons program.

### 7.2.2 Use of Lithium and Tritium from Fusion Reactors for Weapons

Every type of nuclear weapon designed to this date requires fissionable material. In any case, lithium and tritium are found in certain types of weapons. Tritium is utilized in boosted fission weapons, which increases the efficiency from a pure fission weapon [100]. It also helps miniaturize the weapon such that in can be mounted in a ballistic missile. Additionally, both tritium and lithium are found in thermonuclear weapons. Tritium is located in the primary stage of the weapon, whose function is the same as in the boosted fission design. On the other hand, lithium deuteride can be found in the secondary part of the bomb. Here, lithium creates tritium with neutrons from fission reactions. Tritium will then fuse with deuterium and create energy and additional neutrons [100]. Thermonuclear weapons are the most efficient type of nuclear bomb and produce the greatest yield of energy. Since the first design in the 1950s, various followed with the goal to miniaturize the weapons as much as possible [117].

Tritium is only found in small traces in the atmosphere and has a short half-life of 12.3 years. This, plus tritium’s high mobility makes it unattainable naturally. Because tritium is necessary to create fusion reactions, all fusion reactor designs include a lithium containing blanket region that produces tritium. The lithium-based ternary alloy studied in this work creates thousands of grams of tritium, enough to power a multitude of either fission boosted or thermonuclear weapons. Clandestine production of tritium depends on how much tritium the blanket is producing. Fusion blankets only designed to produce enough tritium
to fuel the reactor will not have any additional quantities to use in a weapon unless it is not desired to keep the reactor running. A lot of blanket designs purposely breed enough tritium to supply fuel to future reactors [7]. In this case, the extra supply of tritium could instead intentionally be created for nuclear warheads. To hinder wrongful production of tritium in a declared facility, the IAEA should only allow a certain amount of tritium to be stored in an inventory; this will at least prevent storage of a large excess supply that could be used for numerous weapons. Additionally, detection methods can be implemented to check for any covert production of tritium hidden within the power plant. In the case that the facility is undeclared, the same argument discussed in the previous section applies, regarding the ability to easily locate a fusion facility due to its large size, and the financial disadvantage of utilizing a fusion reactor for the purpose of only breeding materials for weapons.

The case of lithium is a bit different since it is not created in a fusion reactor, but rather needed in the reactor from the beginning of operation. Nevertheless, a state with a fusion facility could be covertly storing a lithium inventory for use in nuclear weapons or to sell to others. This would prove to be more difficult with liquid breeders such as LiPb and the alloys discussed in this paper due to lack enrichment. Natural lithium is only enriched with 7.5% lithium-6, but most thermonuclear weapons require at least 40% of this isotope [138]. Thus, an additional enrichment facility is needed, which could potentially be discovered through IAEA inspections if it is nearby a declared fusion plant. Ceramic and molten salt blankets, on the other hand, require enrichment and would have the capabilities to secretly enrich lithium to the desired amount [24]. These types of inventories, if hidden properly, would be quite difficult to find and detect. Consequently, it is extremely important to maintain vigilance over lithium enrichment facilities and their operations.

The last case to consider is the theft of either or both lithium and tritium from fusion power plants. This would be quite difficult to achieve if the material is contained properly within the plant and if there is high security and surveillance available. The IAEA has addressed the issue of theft in various ways. For example, it has created the Incident Trafficking Database (ITDB) which aids participating States and organizations to prevent the trafficking of nuclear material [14]. The scope of the ITDB includes receiving and distributing information related to the possession of nuclear material acquired through theft, with or without crossing international borders. Additionally, many international legal frameworks are available to address this issue. In particular, the Convention on the Physical Protection of Nuclear Material (CPPNM) (INFCIRC/274) emphasizes the importance of detection and response to criminal and unauthorized acts. Article 5 of this document addresses what actions to take in the event of theft or robbery of nuclear material. Other documentation regarding theft can be found summarized in Ref.IAEAITDB. Lastly, the possibility of diversion of certain kinds of nuclear material during exportation is handled by the Nuclear Suppliers Group (NSG) [140]. The material it oversees includes the exchange of both enriched lithium and tritium between two groups.

### 7.2.3 General Recommendations Regarding Proliferation in Nuclear Reactors

As the development of fusion reactor designs continues, it is important to meet current protocols so that proliferation with these new technologies is prevented. First, existing
IAEA safeguard protocols can be implemented to fusion reactors with regards to detecting clandestine fusion facilities and covert operations of weapons-grade plutonium/enriched uranium in declared facilities. The comprehensive safeguard agreements (CSAs) of INF-CIRC/153, specifically Paragraph 39, provide enough information that can be translated to include fusion reactors. Additional protocols (APs) should be implemented so that any operations in a nuclear fusion facility that is not similar to those currently taking place in fission reactors are added to each corresponding State. For a State to include APs, it should already have established CSAs under INFCIRC/153 [12] and accept all provisions of INFCIRC/540 [13].

The articles within the NPT are broad enough with regards to production of weapons grade material, that they can be applicable to fusion facilities without amendment. Specifically, Goldston mentions that the first sentence of Article III, Paragraph 1 of the NPT [114] is already worded in such a way that includes fusion reactors within the context even if they do not inherently contain fissile material since they can still be utilized for production of fissile materials. Specifically, the first and second paragraph of Article III [114] emphasizes safeguarding fissile material produced in a nuclear facility or outside the facility. A fusion power plant can be regarded as a nuclear facility, allowing the NPT to remain intact.

Currently, fusion technology is still under development. The fusion community predicts that self-sustaining fusion can be achieved within the next fifty years. When construction of fusion plants begins in the future, it is necessary to incorporate materials within these plants that could be potentially used in nuclear weapons into IAEA safeguards and the NPT. The two materials that correspond to this are lithium and tritium. With regards to lithium, the IAEA must make amendments to INFCIRC/153 to include specific quantities of both natural and enriched lithium that must be met by facilities. Additionally, it must propose a limit on lithium enrichment. Most thermonuclear weapons require at least 40% enrichment of lithium-6. Thus, the limit proposed on INFCIRC/153 should be 39% at most. Additionally, the maximum quantity of lithium stored within a facility should be determined after thorough research and development, and added to INFCIRC/153. Next, CSAs for States with fusion reactors will be created so that the IAEA can conduct annual inspections and collect lithium samples for enrichment measurements. Lithium enrichment facilities should also be inspected. Moreover, lithium quantities must be accounted for in yearly inspections to guarantee that they meet the limit stated by INFCIRC/153. APs regarding fusion plants should include a State’s provision of information about all aspects of the nuclear fuel cycle, including how lithium is obtained and if enrichment is required. Moreover the State must provide information about, while also providing IAEA short-notice access to, all buildings on site. Obtaining access to all buildings will allow the agency to determine if any excess lithium is being covertly stored within the facility.

The US fusion community has concluded that the typical amount of tritium stored in an inventory located within the facility is less than 200 grams [142]. This quantity, after validated with further research and development, can be added to INFCIRC/153. The addition of a tritium inventory limit will allow CSAs to be established for States operating fusion reactors so that their inventories fall below the limit. The CSAs should also require the State to provide evidence regarding the required tritium breeding ratio that must be achieved.
in their reactor blanket. The information provided determines the total tritium inventory which includes the quantity of tritium needed to account for losses and radioactive decay between production and use, the supply tritium inventory for start-up of other reactors, and an additional stored inventory necessary for continued reactor operation under emergency conditions. The total tritium quantity stored must fall below the 20 gram limitation, and must be reported at beginning of operation along with all the evidence that supports its result. In its yearly inspection, the IAEA will guarantee that the quantity of tritium stored in the facility's inventory does not exceed the total reported. The APs discussed in the previous paragraph apply to tritium in the same manner. This includes information provided by that State about how tritium is handled and stored after plant operation, and information on, and IAEA short-notice access to, all buildings on site to ensure that no secret tritium inventories are found throughout the facility.

Once fusion power plants becomes a reality, amendments to the NPT regarding lithium and tritium should be considered. The end of Article III, Paragraph 1 states that safeguards must be applied to all source or special fissionable material within a State's territory [114]. Although its statement is not exclusive to only fissionable material, it might be wise to include special fusion material, i.e., lithium and tritium. This should also be added to the second paragraph of the same article. This small amendment can be requested by any State per Article VIII. If fusion technology is in the interest of many States by that point in time, there shouldn't be much difficulty for Parties of the NPT to include fusion material in the documentation.

The importance of detecting clandestine activities regarding the production of fissile isotopes such as uranium and plutonium should be emphasized over that of tritium and lithium. All nuclear bombs require a fission reaction to be present to successfully detonate it, no matter if tritium and lithium are present or not. A bountiful production of lithium and tritium without fissile material means that there are other motifs for this material, most likely selling it to other groups. For now, actions can be taken by utilizing the ITDB and CPPNM, and by the NSG.

The lithium-based ternary alloys analyzed in this dissertation contained only natural lithium, which means that in this case, lithium does not meet the required enrichment necessary in a thermonuclear weapon. Any type of enrichment facility discovered through satellite imaging and other means should raise a red flag. There shouldn’t be any storage of pure lithium found anywhere on site due its high chemical reactivity with air (Chapter 6), increasing the difficulty of proper storage. IAEA inspections could easily locate pure lithium inventories, due to its special form of storage, usually inside a container filled with oil. Additionally, the minimum tritium breeding ratio constraint for a self-sustaining reactor is 1.02, much lower than magnetic confinement fusion systems. A lower tritium breeding ratio translates to a much lower inventory. Presently, there is no plan to include an additional reservoir of tritium to start-up other reactors, reducing the total inventory even more. As a result, any variational increase of tritium quantities in its inventory should be faster and probably easier detect. In conclusion, the inertial fusion energy reactor with lithium-based ternary blankets will continue to achieve and sustain proliferation-resistant nuclear systems.
7.2.4 Obtaining Lithium and Tritium Currently

In the present day, fusion technology is still in the developing stages and it will probably still take a few decades to build the first fusion commercial power plant. This means that there has to be other measures currently taken by States or non-state actors to obtain lithium and tritium for use in nuclear weapons. The latest was reported on March 9th, 2017 by the Wall Street Journal [138]. North Korea attempted to sell some form of lithium metal to "unidentified buyers." Lithium is found terrestrially through lithium brines, spodumene, and clay deposits [77]. North Korea is believed to have natural deposits of lithium in its soil. Similarly to centrifuges used for enriching uranium, methods for enriching lithium such as chemical exchange do not require extremely large facilities that could be as easily spotted. By producing lithium enriched with lithium-6, tritium can then be easily produced through neutron reactions. If a State like North Korea is creating weapons-grade uranium and plutonium, it would not be difficult to use the same facility to irradiate lithium and create tritium. The latest nuclear test conducted by North Korea in September of 2016 is believed to have created the largest yield to date, most likely by utilizing tritium in a boosted fission weapon. Additionally, obtaining both lithium and tritium could lead to the production of hydrogen bombs, which North Korea claims to have [41]. More importantly, they claim their weapon is miniaturized so that it can be hoisted on to a missile. The latest news on North Korea’s attempts to sell lithium presents a security threat in two forms: 1. the proliferation of North Korea’s illicit nuclear weapons program, and 2. the proliferation of weapons grade material to unidentified national buyers. With regards to the second point, the Nuclear Supplier’s group should try to investigate if any of the buyers of lithium from North Korea are part of the group and if so, it should take necessary measures under their guidelines. It is most important to address the first point, whose solution would apply to the second. So far the solution to deal with North Korea’s expanding weapon’s program has been to impose economic sanctions, with the harshest given by the U.N. after the last weapons test in 2016 [137]. Imposing different types of sanctions to try to stop the State’s capacity to develop weapons and missiles has not been very successful. The nation seems to find ways to adapt to the sanctions, find workarounds, and does not care if its population suffers due to the lack of economic development. Previous presidential administrations, including Clinton, Bush and Obama, tried to negotiate with North Korea if and only North Korea gives up its nuclear weapons. We have seen that North Korea is not willing to do that, specifically after it withdrew from the NPT [72] and Six Party Talks in 2008 [43]. North Korea has sent a clear message to the world that they are not willing to give up their weapon’s program since its first test in 2006. Possessing nuclear weapons and missile capabilities allows North Korea to provide a deterrent against any aggression from the US and other top world nations; it is their key to survival. Giving up their weapon’s program makes the country more susceptible to be attacked by powerful nations. In addition, the rest of the world would begin to lose interest in the country. Therefore the chances of North Korea giving up this powerful capability are slim to none. Per George Perkovich, Vice President for Studies at the Carnegie Endowment for International Peace, it is recommended for the US to take two actions [125]. The first, is for the US, along with its allies (South Korea, Japan, etc) to acknowledge that North Korea, at least in the short term, is not willing to give up its nuclear weapons. Once this is established, the second recommendation is for the US to negotiate
limitations on how far North Korea can advance its weapon's program, i.e. the size of the nuclear arsenal, range of missile systems. The limitations will provide North Korea with enough of a deterrent to protect themselves against powerful countries so that it doesn't feel threatened against attack. It also provides security for the rest of the world knowing that North Korea will not continue to advance their program to the point that it becomes a large offensive capability. The US should be prepared to give monetary compensation to North Korea for not extending their weapon’s program beyond its necessary amount to provide a deterrent. Negotiations between the US and North Korea cannot be bilateral due to the United State's ties with its allies. Ultimately, these recommendations must be accepted by all other countries, specifically those that were part of the Six Party Talks. Critics may say that North Korea might still try to continue to advance its weapons program even with this type of deal due to its history of noncompliance. Nevertheless, if this type of action is not taken, the situation will be worse in the long term. Doing nothing or trying to stop their weapon’s program altogether will lead to North’s Korea nuclear weapon’s proliferation at a much faster rate and with more urgency than by limiting its actions and rewarding it for it with money. Military engagements would lead to a full-scale war and/or North Korea’s attempt to use a nuclear weapon.
Part III

Concluding Remarks
Chapter 8

Conclusions and Future Work

8.1 Summary and Conclusions

The work on this dissertation began as a joint effort with Lawrence Livermore National Laboratory to study and find attractive lithium-based ternary alloy candidates that will replace pure lithium in an inertial fusion energy reactor blanket. Lithium is an ideal choice as a breeder and coolant because it produces tritium, creating a self-sustaining system [86]. Additional reactions in the blanket can also transfer heat, and later convert it into electricity. The downfall of lithium and the reason alternatives are being investigated is due to its chemical reactivity [34]. Pure lithium is highly reactive with air and water which can degrade the surrounding components in the reactor. Reactions with the concrete containment can eventually create a breach, exposing the environment to highly radioactive and mobile tritium. Some alternatives have already been under analysis before this work, including binary alloys such as LiPb [10]. Regardless, this alternative abates some of the beneficial properties of lithium such as low corrosion, high thermal conductivity, and most importantly low tritium permeation. For this reason, lithium-based ternary alloys are considered in this work; these alloys should maintain the advantageous attributes of pure lithium as best as possible while minimizing the lithium concentrations to limit the chemical reactivity. This work is specifically focused on the neutronic properties of the alloy and the safety and environmental aspects.

The analysis of the neutronic properties, specifically tritium breeding ratio (TBR) [40] and energy multiplication factor (EMF) [103], of various alloys and selection of top candidates based on their performance was examined in Chapter 3. The TBR is defined as the ratio of tritium produced in the blanket to tritium consumed in the target. The EMF is defined as the ratio of the power deposited in the blanket and other regions of the fusion reactor chamber by neutrons, gammas, and alpha particles, to the power generated from fusion reactions. It was discovered that the performance of an alloy largely depends on nuclear properties of each of the elements in the alloy. The three main properties that can help infer the behavior of the ternaries are: 1. a low absorption cross section, 2. a large neutron multiplication cross section, and 3. a high (and positive) effective Q-value. A lot of the elements in the alloys exhibit two out of the three properties. For example, lead has a low probability of absorbing a neutron but when it does, it most likely will have an \((n,2n)\)
reaction. Zinc, on the other hand, also has a low absorption cross section, but generates a high amount of energy in its reactions. As a result, combining lead and zinc will cover all three characteristics making it promising when alloyed with lithium. Two of the elements of interest, barium and tin, exhibit all three properties and not surprisingly displayed some of the best behavior when combined properly with a third component such as lead or zinc. This type of preliminary analysis was able to infer the performance and behavior of the ternaries, thus reducing the number of alloys to simulate by more than 70%, saving time and effort. To easily classify alloys in the Monte Carlo analysis, the TBR and EMF were divided into three categories: aggressive, conservative and semi-conservative. The aggressive pushes the TBR and EMF to its limits at 1.02 and 1.2, respectively. The conservative is the opposite of the aggressive, having the highest TBR limit at 1.1, and lowest EMF limit of at 1.1. The semi-conservative reduces the TBR of the conservative from 1.1 to 1.05. Results revealed that a large number of alloys who had the proper combination of properties previously mentioned were able to meet the conservative and semi-conservative constrains for a wide range of lithium concentrations. Most of the alloys had difficulty achieving the aggressive criteria due to the high demand on the EMF. The TBR and EMF competed against one another; when the lithium concentration was increased, the TBR subsequently increased where as the EMF decreased. The 1.2 EMF required the lithium concentrations to be lower than 50%, which was too low to achieve the desired TBR of 1.02. Nevertheless, a few alloys did meet the aggressive criteria. These included those with multipliers like lead and bismuth, or alloys with an element that exhibits all three desirable properties such as tin and barium. Additional neutronic analysis was performed on one of the alloys, LiSnZn, for enrichment studies. The alloy, containing 65% lithium was enriched with $^6\text{Li}$ from 10% to 90% by increments of 5%. It was observed that the TBR increased up to around 40% enrichment, where it reached its maximum. It then began to decrease due to the lack of additional neutrons and tritium from reactions with $^7\text{Li}$. When the total lithium concentration is decreased, the effects of $^7\text{Li}$ are less pronounced and the peak TBR will be seen at higher enrichments. Moreover, the enrichment behavior will vary with each alloy due to the slight dependence on the other components of the alloy.

Chapter 3 selected eight candidate alloys (LiBaBi, LiPbBa, LiSnZn, LiCuPb, LiGaPb, LiSrPb, LiPbZn, and LiNaSn) from the neutronic analysis to perform activation analysis and observe some of the most important safety and environmental aspects to consider when designing a fusion reactor blanket. These included decay heat, contact dose rate, accident dose, and waste disposal rating. The safest alloy was found to be LiGaPb, which did not need any active cooling two weeks after shutdown, could begin its recycling process around the same time, and had an adequate accident dose. LiBaBi was concluded to be unsafe since it obtained the highest decay heats, contact dose rates, accident dose, and did not meet the waste disposal rating. In terms of the other alloys evaluated, most can be stored in dry containers around one year after shutdown, and can start the recycling process in small fractions around 9 years later. Overall, with the exception of LiBaBi, these alloys demonstrated that they can be considered as blanket candidates without posing any major environmental or safety concerns. Out of the eight alloys investigated the best four were determined to be LiPbBa, LiGaPb, LiSrPb, and LiPbZn.

The next two chapters focused on the optimization of of the neutronic properties
of ternary alloys. Although the preliminary analysis of Chapter 3 reduced the combinations of potential candidates to investigate by more than 70%, each alloy required 231 MCNP calculations so that the entire phase space of the alloy was accounted for and could be evaluated. This methodology, no matter how automated, demanded a lot of computational time and manpower. This led to investigating more adept ways to select the desired alloy compositions for each ternary without having to run so many simulations. Optimization methods are based on perturbation theory and sensitivity analysis. Recently, new methods were developed with the Monte Carlo code Serpent to calculate sensitivity functions [15]. This methodology can actually be simplified to run one calculation with a reference alloy composition and a multitude of perturbed compositions that calculate their respective TBRs. The downfall to using Serpent is the lack of joint neutron-gamma transport which does not allow the EMF to be obtained. Nonetheless, it was decided to investigate the optimization of TBR for a minimum lithium concentration using this new implemented methodology, called Exact Perturbation Theory (EPT). A ternary was divided into 25 simulations of smaller triangles covering close to 5,000 compositions. Based on the results, the composition with the lowest lithium concentration that met a TBR constraint of 1.05 with an imposed EMF of 1.1 from the previous MCNP analysis was chosen for a second and third iteration. By the third iteration, the TBR composition was optimized. This new methodology demonstrated to be very promising. However, the further the perturbations were from the reference point, the greater the uncertainty was. High uncertainties found in the first iteration produced inaccurate results. Due to the location of the reference points being around the center of each smaller triangle, the highest uncertainties were found to be around the triangle’s perimeter. This phenomenon was alleviated by either removing the most uncertain points altogether, or performing generalized least squares around each of the most uncertain points. The results demonstrated that the generalized least squares approach, specially when calculated for about half of the points in the first iteration, increased accuracy in the results. Consequently, the compositions for the second and third iteration were better determined. Moreover, when generalized least square results from the first iteration were plotted into the ternary, the entire phase space was depicted more accurately and deviations were almost gone. In summary, utilizing EPT can optimize the TBR composition of an alloy much more accurately and with better speed than by running individual MCNP simulations.

In addition to the EPT method, another optimization technique based on generalized perturbation theory was proposed. It involves either maximizing or minimizing a linear functional by observing the functional’s response through perturbations of material densities. There is also an option to include a restraint most likely in the form of another functional. In this particular case the EMF can be maximized with a restraint on the TBR. A code that does exactly this was developed in the 1970s [63], but is now too outdated to run on a modern computer. Different iterations of this code were created throughout time, with the latest being the SMORES [55] code found in the SCALE [22] package. SMORES is based on this exact methodology but can only solve homogenous problems for fission systems. Therefore, instead of writing a new code of this kind to solve fixed source problems, it was decided instead to change the source code of SMORES. The work that has been done thus far is described in Chapter 5. Due to time constraints, the implementation was not completed. The rest of Chapter 5 gives a description of all of the subroutines that should
be altered to successfully finish the implementation of inhomogenous cases into SMORES.

The rest of the work included in this dissertation involved additional topics that when combined with the previous topics discussed create a synergistic approach to identify the best possible ternary alloys. The reason these alternate alloys are being investigated in the first place is due to chemical reactivity concerns of lithium. For this reason it is crucial to perform chemical reactivity experiments on candidate alloys identified from the neutronics and activation analysis. These types of experiments happen to be large scale, time consuming, and costly. Consequently, it was not possible to include them within the scope of the work. In any case, the types of experiments that must be conducted to study chemical reactions should be determined. Chapter 6 reviews past chemical reactivity experiments conducted on pure lithium and LiPb. These included experiments for reactivity with both air and water. The review concluded that air reactivity experiments can be based on the MIT lithium/nitrogen and oxygen experiments with the use of an updated data acquisition system [113]. The past study outlined all of the uncertainties associated with the results and these could be accounted for before conducting the experiments to allow for more accurate results. As for the lithium experiments with water, the type of alloy and water interaction should be considered. This was determined to involve a steam generator tube rupture. It is recommended to use the BLAnket Safety Test (BLAST) experiments [34] as the basis for water reactivity experiments. Both air and water interaction experiments can look to the older experiments as a guide but essentially redesign them with different materials, sizes of containers, and placement of thermocouples and pressure transducers to fit the needs of the current situation.

The last chapter of this thesis examines two categories of policy issues related to fusion reactors: safety and nuclear security. When it comes to safety, the main concern which has been emphasized throughout this work is the chemical reactivity related to lithium and alloys containing it. This issue has already been addressed in the previous chapter regarding the necessary experimentation that will be conducted in future work. A second safety aspect discussed in this chapter and the policies pertaining to it was tritium release. To make sure the limits based on DOE policy were met, accident scenario doses were calculated in Chapter 3. Additionally, tritium permeation concerns will be addressed by colleagues at Livermore National Lab through hydrogen solubility experiments. Lastly, waste disposal criteria was reviewed and applied to fusion technology. The adherence of this criteria was viewed in Chapter 3 with the calculation of the waste disposal rating for candidate alloys.

Nuclear security was the second issue discussed in Chapter 7, and involved studying different scenarios that will impact the security of fusion reactors. The first type of scenarios discussed were related to the production of fissile material in the reactor for use in nuclear weapons and was divided into three cases: 1. Use of an undeclared facility by a State or non-state actor to generate clandestine fissile material, 2. The same case but produced in a facility that is declared and safeguarded, and 3. A breakout scenario. Next, the use of lithium and production of tritium from fusion facilities for use in boosted fission and thermonuclear weapons was discussed. The discussion focused on covertly storing tritium and lithium inventories, and the theft of these two elements from the reactor. From this analysis, it is recommended that the IAEA begins to incorporate additional protocols to prevent any covert operations in fusion reactors or breakout scenarios. Additionally, it is
recommended to include fusion reactors in the non-proliferation treaty (NPT) [114]. The
last section of this chapter examined the current ways in which state and non-state actors
are getting hold of lithium and tritium. Particularly, it focused on the current case of North
Korea selling a form of lithium to unidentified buyers. This presented a security threat in
two forms: 1. the proliferation of North Korea's illicit nuclear weapons program, and 2. the
proliferation of weapons grade material to unidentified national buyers. It is recommended
for the US to take two actions. The first is for the US, along with its allies (South Korea,
Japan, etc) to acknowledge that North Korea, at least in the short term, is not willing to
give up its nuclear weapons. Once this is established, the second recommendation is for the
US to negotiate limitations on how far North Korea can advance its weapon's program, i.e.
the size of the nuclear arsenal, range of missile systems.

8.2 Future Work

In order to continue identifying candidate alloys and their specific composition
successfully, optimization methods must be continued. The work described in Chapter 4
regarding the implementation of EPT into Serpent can be thoroughly expanded. Although
the number of triangles within the ternary was specifically chosen, parametric studies can
be performed to optimize this number so that efficiency is maximized and accuracy is main-
tained. The results testing the EPT method are only based on two alloys. Additional alloys
should be investigated to strengthen the validity of this implementation. More specifically, a
comparison of CPU time in each iteration for a various alloys should be made due to the big
difference found between the two alloys investigated thus far. Another aspect of this work
that requires improvement is automation of the entire process. Although most of the inputs
and analysis of outputs are created utilizing Python scripts, each iteration requires various
directories to be made and files to be copied so they can be analyzed. Ideally, a subroutine
can be created to automate the cumbersome tasks that are done between iterations. This
way, the user only really needs to run one or two scripts per iteration and the rest of the
work is done automatically. Doing this would speed up the process increasing efficiency, and
avoid any user-made mistakes. Similarly, scripts need to be written to automatically replace
specific lines within the EPT subroutines called within the Serpent source code. Right now
isotopes for the alloy have to be updated in these subroutines every time a new alloy is
chosen. Creating a script to automate this process would remove this time-consuming step.
Finally, a better implementation of the EMF into this methodology should be investigated.
Even though Serpent does not solve joint neutron-gamma transport problems, it is able to
do so separately and transfer information between one simulation to another. This should
be considered so that the EMF can be included within the optimization studies, and the
most adequate alloy composition can be chosen.

Chapter 5 has a lot of opportunities for future work and includes its own "future
work" section describing all the specific alterations that should be made to the SMORES
code. The modifications to still be made include alterations in the input file, subroutines
within the SMORES module, and the optimization module, SWIF. One can refer to the
section in the chapter for a detailed outline of all the tasks that need to be executed. The
deterministic methodology of SMORES is advantageous over Monte Carlo optimization be-
cause each case can be ran at a fraction of the time. However, the accuracy of results is lower than Monte Carlo method due to modeling in one dimension as opposed to three. If the implementation of fixed source problems in SMORES is proven successful, a joint optimization between SMORES and Serpent could be created. To do this, first, the deterministic code (SMORES) is executed to obtain an estimate of the optimal composition. Secondly, Serpent performs one EPT simulation centered around the region of the optimal composition given by SMORES, and proceeds to calculate a better accurate alloy concentration. Using the deterministic code removes the hassle of simulating the entire ternary for each alloy and reduces the number of simulations from around 29 to 2-4, depending if one decides to optimize the blanket as a whole, or each blanket region separately. A diagram of this was shown in Fig. 5.7 in Chapter 5.

The importance of determining the effects of chemical reactivity of these new lithium-based ternary alloys has been stressed many times throughout this dissertation. Therefore, it is crucial to conduct experiments based on the advice given in the previous section and at the end of Chapter 6. Lastly, it should be noted that all of the policy issues regarding the safety of fusion reactors have been addressed for the most part in this work. However, issues pertaining to natural security should always be kept in mind when selecting candidate alloys.
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Appendix A

Neutronic Blanket Functions

The primary functions of fusion reactor blankets are to utilize neutrons released by fusion reactions to breed tritium, and to convert the kinetic energy of these neutrons into heat, and are quantified through the tritium breeding ratio (TBR), and energy multiplication factor (EMF). The following two sections will describe these two metrics in detail.

A.0.1 Tritium Breeding Ratio

The tritium breeding ratio quantifies the blanket’s ability to produce an adequate amount of tritium that can be recycled and utilized as fuel. It is defined as the ratio between the amount of tritium produced in fusion system (most commonly the blanket), to the amount of tritium burned in the fusion plasma. To be able to create additional source material this ratio must be greater than one. Abdou [7] specifically defined this as the required TBR. The required TBR is function of plasma physics and operating parameters. There are three parameters that must be met by the required TBR. First, tritium is highly radioactive and decays at a rate of about 5.5 percent per year. Thus, the required TBR must account for these losses. Second, because tritium does not occur naturally on earth, enough must be produced to start up additional reactors. Third, a determined amount tritium must be kept in reserve in case it is needed due to any disturbances or accidents during plant operation, including malfunctions in the tritium processing system. Additional parameters must also be accounted for that will affect the required TBR. For example, the burn-up of tritium in the plasma will determine how often the fuel has to be replaced, and therefore affect the amount of tritium in a start-up reserve. Another factor is the type of tritium processing utilized which accounts for the time it will take to process the tritium, and any type of inefficiencies found within the processing system. Other parameters include the combination of the permeability of tritium and how easily the reactor components can trap the tritium such that it can not be easily recovered. As an example, if the burn-up of the fuel is very low (less than 5%), it will also affect the amount of tritium in reserve both for start-up and for accidents. The low burn-up and high reserve will therefore have a pivotal effect on the required TBR [11]. It is important to note that the tritium inventory should be kept as low as necessary due to tritium’s highly radioactive and mobile nature. Models have been created to quantify the required TBR and are found in Refs. [7, 118, 145].

The required TBR must be greater than unity. However, to achieve self-sufficiency
in the reactor the actual TBR that can be obtained from a operable blanket must be equal to or greater that the required TBR. Abdou calls this quantity the achievable TBR, and is mostly a function of the type of blanket and first wall design in the system [11]. Other factors that influence this quantity include other components that affect the plasma and its products, such as the hohlraum and xenon gas in the inertial fusion energy (IFE) system described in Chapter 1, and the confinement scheme. The achievable TBR can be calculated with either deterministic or Monte Carlo codes. Its calculation must account for uncertainties in the geometry and modeling of the code, and the uncertainties in the nuclear data utilized by the chosen code. Additional uncertainties in the calculated result will come from the system definition such as the defined thickness of the first wall, blanket, and structural components.

A.0.2 Energy Multiplication Factor

The energy multiplication factor determines how efficiently the energy released from fusion reactions is converted into heat. It is quantified as the ratio between the amount of energy created in the blanket to the amount of energy released from the fusion reactions. This ratio should be greater than unity. However, unlike the TBR, the EMF is not constrained by a specific number; rather, its goal is to be as high as possible. The more the blanket increases the kinetic energy of fusion neutrons through interactions, the more thermal energy that is available to be utilized for electricity. Therefore, the higher the energy multiplication factor, the higher the thermal output, and the lower the cost of electricity [103].
Appendix B

Source Reciprocity Relationship

If a neutron is introduced into a system at some time, \( t \), the flux will be increased and therefore affect the contribution to some type of detector response, \( R \). The change in the response caused by the introduction of the neutron in the system is the importance, \( \psi^\dagger(\mathbf{r},\hat{\Omega},E,t) \). The importance is only accounted for in times \( t_0 < t < t_f \), and thus is 0 when \( t > t_f \). In this particular case, the initial condition is defined as:

\[
\psi(\mathbf{r},\hat{\Omega},E,t) = S_o(\mathbf{r},\hat{\Omega},E) \quad \text{(B.1)}
\]

where \( S_o \) is defined by:

\[
S(\mathbf{r},\hat{\Omega},E,t) = S_o(\mathbf{r},\hat{\Omega},E)\delta(t-t_o) \quad \text{(B.2)}
\]

where \( \delta(t-t_o) \) is a dirac delta function. The adjoint source, \( S_o^\dagger(\mathbf{r},\hat{\Omega},E,t) \) can similarly be characterized as:

\[
S^\dagger(\mathbf{r},\hat{\Omega},E,t) = S_o^\dagger(\mathbf{r},\hat{\Omega},E)\delta(t-t_f) \quad \text{(B.3)}
\]

From the above equation, the response can then be expressed as the product of the adjoint source and forward flux at time \( t_f \):

\[
R = \left\langle S_o^\dagger(\mathbf{r},\hat{\Omega},E), \psi(\mathbf{r},\hat{\Omega},E,t_f) \right\rangle \quad \text{(B.4)}
\]

The response can also be interpreted as the contribution of neutrons originating from \( S_o \) weighted by their importances. Hence:

\[
R = \left\langle S_o^\dagger(\mathbf{r},\hat{\Omega},E), \psi(\mathbf{r},\hat{\Omega},E,t) \right\rangle = \left\langle \psi^\dagger(\mathbf{r},\hat{\Omega},E,t_0), S_o(\mathbf{r},\hat{\Omega},E) \right\rangle \quad \text{(B.5)}
\]

At a time \( t \) between \( t_0 < t < t_f \), the response will be defined by the contribution of neutrons with flux at \( t \) who originated from the original source, \( S_o \) (or fission sources in the case of a critical system), weighted by the importance of each neutron:

\[
R = \left\langle \psi^\dagger(\mathbf{r},\hat{\Omega},E), \psi(\mathbf{r},\hat{\Omega},E,t) \right\rangle \quad \text{(B.6)}
\]
Comparing Eq. B.5 and B.6 indicates that the $S_0^\dagger$ is equivalent to the importance function, $\psi^\dagger$ at time $t_f$.

Let's now focus on a general case in the time interval $(t_o, t_f)$ where both forward and adjoint sources are time-dependent rather corresponding to delta functions. By considering the relationships from the above equations, the overall response in this case comes from each neutron that originated within this time interval weighted by the expected contribution to adding a count to the detector measuring the response (importance). This is expressed as:

$$R = \int_{t_o}^{t_f} \left\langle \psi^\dagger(\mathbf{r}, \hat{\Omega}, E, t), S(\mathbf{r}, \hat{\Omega}, E, t) \right\rangle dt = \int_{t_o}^{t_f} \left\langle S^\dagger(\mathbf{r}, \hat{\Omega}, E, t), \psi(\mathbf{r}, \hat{\Omega}, E, t) \right\rangle dt \quad (B.7)$$

Once integrated this becomes:

$$\left\langle \psi^\dagger, S \right\rangle = \left\langle S^\dagger, \psi \right\rangle \quad (B.8)$$

which establishes the "source reciprocity relationship" found in Eq. 2.7.
Appendix C

Binary Plot Results
Figure C.1: TBR and EMF for various lithium-based binary alloys as a function of lithium concentration; the horizontal red line coincides with the minimum value for both TBR (1.02) and EMF (1.10), the shaded yellow area indicates the range of lithium concentration within which both constraints are met.
Figure C.1: TBR and EMF for various lithium-based binary alloys as a function of lithium concentration; the horizontal red line coincides with the minimum value for both TBR (1.02) and EMF (1.10), the shaded yellow area indicates the range of lithium concentration within which both constraints are met.
Figure C.1: TBR and EMF for various lithium-based binary alloys as a function of lithium concentration; the horizontal red line coincides with the minimum value for both TBR (1.02) and EMF (1.10), the shaded yellow area indicates the range of lithium concentration within which both constraints are met.
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MCNP Lithium-based Ternary Alloy TBR and EMF Results
Figure D.1: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.1: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.1: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.2: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.2: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.2: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.3: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.3: Ternary Plots for various ternary alloys (Continued); TBR plots are on left, EMF plots are on right.
Figure D.3: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.3: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.4: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.4: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.4: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.4: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.5: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.5: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.5: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Figure D.5: Ternary Plots for various ternary alloys; TBR plots are on left, EMF plots are on right.
Appendix E

EPT Serpent Subroutines

E.1 AGPTFunctionsInit.c subroutine

The following subroutine was written by Dr. Manuele Aufiero. The author of this dissertation has edited the isotope arrays to simulate a LiPbBa ternary alloy. If a different alloy is desired, the isotope arrays must be replaced.

```c
#include "header.h"
#include "locations.h"

#define FUNCTION_NAME "AGPTFunctionsInit:"

double Li6vec[AGPT_FUNCTIONS];
double Li7vec[AGPT_FUNCTIONS];
double Ba130vec[AGPT_FUNCTIONS];
double Ba132vec[AGPT_FUNCTIONS];
double Ba134vec[AGPT_FUNCTIONS];
double Ba135vec[AGPT_FUNCTIONS];
double Ba136vec[AGPT_FUNCTIONS];
double Ba137vec[AGPT_FUNCTIONS];
double Ba138vec[AGPT_FUNCTIONS];
double Pb204vec[AGPT_FUNCTIONS];
double Pb206vec[AGPT_FUNCTIONS];
double Pb207vec[AGPT_FUNCTIONS];
double Pb208vec[AGPT_FUNCTIONS];

void AGPTFunctionsInit()
{
    long i;
    FILE *filePert;

    /*****/
```
for(i = 0; i < AGPT_FUNCTIONS; i++)
{
    Li6vec[i] = 1.0;
    Li7vec[i] = 1.0;
    Ba130vec[i] = 1.0;
    Ba132vec[i] = 1.0;
    Ba134vec[i] = 1.0;
    Ba135vec[i] = 1.0;
    Ba136vec[i] = 1.0;
    Ba137vec[i] = 1.0;
    Ba138vec[i] = 1.0;
    Pb204vec[i] = 1.0;
    Pb206vec[i] = 1.0;
    Pb207vec[i] = 1.0;
    Pb208vec[i] = 1.0;
}

printf("Open filePert\n\n");
filePert=fopen("filePert", "r");

for(i = 0; i < AGPT_FUNCTIONS; i++)
{
    fscanf(filePert, "%lf", &Li6vec[i]);
    fscanf(filePert, "%lf", &Li7vec[i]);
    fscanf(filePert, "%lf", &Ba130vec[i]);
    fscanf(filePert, "%lf", &Ba132vec[i]);
    fscanf(filePert, "%lf", &Ba134vec[i]);
    fscanf(filePert, "%lf", &Ba135vec[i]);
    fscanf(filePert, "%lf", &Ba136vec[i]);
    fscanf(filePert, "%lf", &Ba137vec[i]);
    fscanf(filePert, "%lf", &Ba138vec[i]);
    fscanf(filePert, "%lf", &Pb204vec[i]);
    fscanf(filePert, "%lf", &Pb206vec[i]);
    fscanf(filePert, "%lf", &Pb207vec[i]);
    fscanf(filePert, "%lf", &Pb208vec[i]);
    if (feof(filePert))
        break;
}

fclose(filePert);

for(i = 0; i < AGPT_FUNCTIONS; i++)
    printf("%i\t%lf\t%lf\t%lf\t%lf\t%lf\t%lf\t%lf\t%lf\t%lf\t

E.2 AGPTScoreArbitraryFunctions.c subroutine

The following subroutine was written by Dr. Manuele Aufiero. The author of this dissertation has edited the isotope arrays to simulate a LiPbBa ternary alloy. If a different alloy is desired, the isotope arrays must be replaced.

#include "header.h"
#include "locations.h"

#define FUNCTION_NAME "AGPTScoreArbitraryFunctions:

extern double Li6vec[AGPT_FUNCTIONS];
extern double Li7vec[AGPT_FUNCTIONS];
extern double Ba130vec[AGPT_FUNCTIONS];
extern double Ba132vec[AGPT_FUNCTIONS];
extern double Ba134vec[AGPT_FUNCTIONS];
extern double Ba135vec[AGPT_FUNCTIONS];
extern double Ba136vec[AGPT_FUNCTIONS];
extern double Ba137vec[AGPT_FUNCTIONS];
extern double Ba138vec[AGPT_FUNCTIONS];
extern double Pb204vec[AGPT_FUNCTIONS];
extern double Pb206vec[AGPT_FUNCTIONS];
extern double Pb207vec[AGPT_FUNCTIONS];
extern double Pb208vec[AGPT_FUNCTIONS];

void AGPTScoreArbitraryFunctions(long zai, long mt,
    double E, double accrej, long part, long id)
{
    long j;
    double f;
    double relWgt;

    /********/
    for(j = 0; j < AGPT_FUNCTIONS; j++)
    {
        f = 1.0;

        /********/
        for(j = 0; j < AGPT_FUNCTIONS; j++)
        {
            f = 1.0;

        /********/
        for(j = 0; j < AGPT_FUNCTIONS; j++)
        {
            f = 1.0;

        /********/
        for(j = 0; j < AGPT_FUNCTIONS; j++)
        {
if (zai == 30060)
    f = Li6vec[j];
if (zai == 30070)
    f = Li7vec[j];
if (zai == 561300)
    f = Ba130vec[j];
if (zai == 561320)
    f = Ba132vec[j];
if (zai == 561340)
    f = Ba134vec[j];
if (zai == 561350)
    f = Ba135vec[j];
if (zai == 561360)
    f = Ba136vec[j];
if (zai == 561370)
    f = Ba137vec[j];
if (zai == 561380)
    f = Ba138vec[j];
if (zai == 822040)
    f = Pb204vec[j];
if (zai == 822060)
    f = Pb206vec[j];
if (zai == 822070)
    f = Pb207vec[j];
if (zai == 822080)
    f = Pb208vec[j];

if (f == 1.0)
    continue;

if (accrej == -1.0)
    f = 2.0 - f;

relWgt = (1.0 + RDB[part + PARTICLE_FIRST_AP + j]);
relWgt = relWgt * f;
relWgt = relWgt - 1.0;
WDB[part + PARTICLE_FIRST_AP + j] = relWgt;

return;
Appendix F

Generalized Least Squares Subroutine for Ternary Alloys

The following subroutine utilizes generalized least squares to create a linear regression around a point of interest in a ternary alloy. The new TBR of this point is given by y-intercept of the regression. The uncertainty of the result is also obtained. This code utilizes two prefabricated arrays. The first array lists all of the points simulated in the ternary with their corresponding TBR and EMF obtained from Serpent simulated with exact perturbation theory (Chapter 4). Each row represents the compositions of each element in the ternary, followed by the TBR and EMF. The second array has the exact same format as the first, but only include points that have uncertainties above a prescribed threshold. The scripts to create the arrays were written in Python and are not included here.

\[
\text{\% TBR\_known} = T_0 + (\text{Li}-\text{Li}_0)bb_1+(\text{Ba}-\text{Ba}_0)bb_2+(\text{Pb}-\text{Pb}_0)bb_3
\]
\[
\text{\%Point Li0,Ba0,Pb0 is the MISSING point (regression point)}
\]
\[
\text{\%Li,Bi,Pb are the other points around missing point (known_}
\]
\[
\text{\%TBR\_known = TBR from LiBaPb (other points around missing point)}
\]
\[
\text{\%T0} \Rightarrow \text{TBR that you want to find out}
\]
\[
\text{\%bbs} \Rightarrow \text{slopes that you need for regression (do not need this info for}
\]
\[
\text{\%anything else)}
\]
\[
\text{\%y = TBR column matrix for each comp}
\]
\[
\text{\%x = [li1,ba1,pi1]}
\]
\[
\text{\%[li2,ba2,pi2] ....}
\]
\[
\text{\%add a column of ones for first column of x}
\]
\[
\text{\%X = [ones(size(x)),x]}
\]
\[
\text{\%s} \Rightarrow \text{standard deviation column matrix for each comp}
\]
\[
\text{\%V = diag(s.^2)}
\]
\[
\text{\%[bb, stdx, mse] = lscov(X,y,V) }
\]
\[
\text{\% first bb} \# \text{ in matrix} \Rightarrow \text{TBR that you WANT}
\]
\[
\text{\% first stdx} \# \text{ in matrix} \Rightarrow \text{standard deviation of TBR (above)}
\]

%load array of all results
load lisnzn_new_3;
lines = size(tbr_un,1);

%load array of only results > uncertainty
load lisnzn_55e3_3;
uncerts = size(uncs);

newpts = zeros(size(uncs));

%loop through each point in uncertainty array
%and apply GLS to each point
for u=1:uncerts
    li_un = uncs(u,1);
    pb_un = uncs(u,2);
    ba_un = uncs(u,3);

    %create ternary area around point of interest
    if li_un == 14
        li_min = li_un - 13;
        pb_min = pb_un - 13;
        ba_min = ba_un - 14;
        li_max = li_min + 20;
        pb_max = pb_min + 20;
        ba_max = ba_min + 20;
    elseif li_un == 13
        li_min = li_un - 12;
        pb_min = pb_un - 14;
        ba_min = ba_un - 14;
        li_max = li_min + 20;
        pb_max = pb_min + 20;
        ba_max = ba_min + 20;
    else
        li_min = li_un - 14;
        pb_min = pb_un - 12;
        ba_min = ba_un - 14;
        li_max = li_min + 25;
        pb_max = pb_min + 25;
        ba_max = ba_min + 25;
    end

    li0 = li_min;
    pb0 = pb_max;
    ba0 = ba_max;

    %initialize arrays
    newarr = zeros(230,5);
o_uns = zeros(1,5);

%loop through ternary area
%if the point of interest is in array, put in its own separate array
%all other points within this area are added to a new array
%the concentrations in array are X-X0
  c = 1;
  while li0 <= li_max
    pb0 = 100 - li0 - ba0;
    while pb0 <= pb_max
      for i=1:lines
        if tbr_un(i,1) == li0
          if tbr_un(i,2) == pb0
            if tbr_un(i,3) == ba0
              if li0==li_un && pb0==pb_un && ba0==ba_un
                o_uns(1,1) = li0-li_un;
                o_uns(1,2) = pb0-pb_un;
                o_uns(1,3) = ba0-ba_un;
                o_uns(1,4) = tbr_un(i,4);
                o_uns(1,5) = tbr_un(i,5);
              end
            end
          end
        end
      end
      sar = size(newarr,1);
      ba0 = ba0 - 1;
      pb0 = 100 - li0 - ba0;
    end
  end
  ba0 = ba_max;
li0 = li0 + 1;
end
lim = c - 1;

%create matrices to use when calling MATLAB GLS
X = [ones(lim,1),newarr(1:lim,1:2)];
y = newarr(1:lim,4);
s = newarr(1:lim,5);
V = diag(s.^2);
[bb, stdx, mse] = ls cov(X,y,V);
std = stdx*sqrt(1/mse);

%add results of GLS to an array
newpts(u,1) = li_un;
newpts(u,2) = pb_un;
newpts(u,3) = ba_un;
newpts(u,4) = bb(1);
newpts(u,5) = stdx(1);
end

final = zeros(size(uncs));
nc = 1;

%make sure GLS TBR results > 0
for x=1:uncerts
    if newpts(x,4) >= 0
        final(nc,1) = newpts(x,1);
        final(nc,2) = newpts(x,2);
        final(nc,3) = newpts(x,3);
        final(nc,4) = newpts(x,4);
        final(nc,5) = newpts(x,5);
        nc = nc + 1;
    end
end

tbrol d = tbr_un;
tbr_un = zeros(size(tbr_un));

%create new array of all ternary results
%with new results obtained with GLS
for j=1:lines
    tbr_un(j,1) = tbrol d(j,1);
    tbr_un(j,2) = tbrol d(j,2);
    tbr_un(j,3) = tbrol d(j,3);
for y=1:size(final,1)
    if final(y,1) == tbrold(j,1)
        if final(y,2) == tbrold(j,2)
            if final(y,3) == tbrold(j,3)
                tbr_un(j,4) = final(y,4);
                tbr_un(j,5) = final(y,5);
            end
        end
    end
end
if tbr_un(j,4) == 0
    tbr_un(j,4) = tbroid(j,4);
    tbr_un(j,5) = tbroid(j,5);
end

display(uncerts);
display(nc);
final = final(1:nc-1,:);
%save array
filename = 'snzn_55e3_3';
save(filename, 'tbr_un');
clear all;
Appendix G

SMORES Source Subroutine

The new SMORES subroutine, source.f90, is presented below:

```fortran
subroutine source (tots,sou,adjoint)
!Author: AJolodosky

use All_Parameters, only : fs,as
use free_form
use fixit_C
use common_unit, only: outpt, i0, i1, i2, i3, i4

!variables
integer, intent(in) :: tots
real, intent(inout) :: sou(igm,tots)
logical, intent(in) :: adjoint
character(4) :: eword
character(8) :: sword
integer :: iret, i, g, snum, curr
real :: poop

iret = 0
    call scanon
write(outpt,*) adjoint
write(outpt,*) tots
if ( adjoint ) then
    snum = as
    sword = 'adjoint'
    write(outpt,*) as
else
    snum = fs
    sword = 'forward'
    write(outpt,*) fs
end if
```

do i = 1,snum
    if ( iret > 0 ) then
        curr = i - 1
        write(outpt,*) '**************ERROR***************'
        write(outpt,300) "With number of ",sword,"sources"
        write(outpt,100,advance='no') "Only",curr,&
        " instead of",snum
        write(outpt,200,advance='yes') ' ' 
        write(outpt,*) '**********************************'
        ierro = ierro + 1
        exit
    end if
end do

do g=1,igm
!
    !add value of input to new source array
    sou(g,i) = fread (i0,iret)
    !write(outpt,*) sou(g,i)
    if ( iret > 0 ) then
        if ( g < igm ) then
            write(outpt,*) '**********ERROR***********'
            write(outpt,400) "With ",sword,"source:" ,i
            write(outpt,100 ,advance='no') " Only",g, &
            " energy groups instead of",igm
            write(outpt,200,advance='yes') ' ' ,
            write(outpt,*) '**********************************'
            ierro = ierro + 1
            exit
        end if
    end if
end do

eword = aread(i4,iret)
write(outpt,* ) eword
end do

100 format (a,2x,i3,a,2x,i3)
200 format (a)
300 format (a15,a8,a)
400 format (a7,a8,a8,i2)
end subroutine source