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ABSTRACT: Iron is the most abundant transition metal in the Earth’s crust, and naturally occurring iron oxide minerals play a commanding role in environmental redox reactions. Although iron oxide redox reactions are well-studied, their precise mechanisms are not fully understood. Recent work has shown that these involve electron transfer pathways within the solid, suggesting that overall reaction rates could be dependent upon electron mobility. Initial ultrafast spectroscopy studies of iron oxide nanoparticles sensitized by fluorescein derivatives supported a model for electron mobility based on polaronic hopping of electron charge carriers between iron sites, but the constitutive relationships between hopping mobilities and interfacial charge transfer processes has remained obscured. We developed a coarse-grained lattice Monte Carlo model to simulate the collective mobilities and lifetimes of these photoinjected electrons with respect to recombination with adsorbed dye molecules for essential nanophase ferrihydrite and tested predictions made by the simulations using pump–probe spectroscopy. We acquired optical transient absorption spectra as a function of the particle size and under a variety of solution conditions and used cryogenic transmission electron microscopy to determine the aggregation state of the nanoparticles. We observed biphasic electron recombination kinetics over time scales that spanned from picoseconds to microseconds, the slower regime of which was fit with a stretched exponential decay function. The recombination rates were weakly affected by the nanoparticle size and aggregation state, suspension pH, and injection of multiple electrons per nanoparticle. We conclude that electron mobility indeed limits the rate of interfacial electron transfer in these systems, with the slowest processes relating to escape from deep traps, the presence of which outweighs the influence of environmental factors, such as pH-dependent surface charge.
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INTRODUCTION

Iron oxide, hydroxide, and oxyhydroxide minerals (collectively referred to as iron oxides) are abundant in soils, groundwater, and marine environments. They play important roles in biogeochemical cycling of many elements due, in part, to their redox reactivity. Ferrihydrite, a nanophase and poorly crystalline Fe(III) oxyhydroxide, plays an especially important role in controlling contaminant and nutrient availability. Arsenic, aluminum, and heavy metals can be adsorbed to or incorporated into ferrihydrite, sequestering them from the water supply. However, iron oxides readily undergo reductive transformations under appropriate conditions, altering the bioavailability of iron and such associated species.

The factors controlling the environmental reactivity of iron oxide nanoparticles have been examined by several groups. The rate of reductive dissolution can change based on the particle size, crystallinity, reactive surface area, and inclusion of other metals. Temperature-dependent studies found that the activation energy and rate-determining step in reductive dissolution of ferrihydrite did not change as a function of the particle size, arsenic doping, or differences in structure or composition. However, the rate and activation energy for reductive dissolution were in influenced by surface-bound Al, and the amount of aluminum substitution in Al-doped particles. The interpretation of these disparate observations and the establishment of a basis for predicting iron oxide reactivity require knowledge of the molecular mechanism for the process.

A widely accepted mechanism for the reductive dissolution of iron(III) oxide involves sorption of the electron donor, interfacial electron transfer, and release of the oxidized donor followed by the reduced iron(II) atom. However, there is now abundant evidence that, despite high resistivities, electrons transferred to iron(III) oxides are mobile within the crystal lattice. This behavior is explained by the small polaron model, in which an electron charge carrier is self-trapped at an iron site through a local lattice relaxation. This localized charge/distortion quasi-
particle can move through the lattice by thermally activated nearest neighbor hopping. Recently, Katz et al. reported ultrafast optical and X-ray studies of iron oxide nanoparticles that were sensitized by a fluorescein dye. That work supported the small polaron model and demonstrated electron hopping rates on a sub-nanosecond time scale, finding good agreement with predictions from simulation.

This mobility of charge-carrying electrons in iron oxides can have striking consequences. For example, exposure of magnetite and goethite nanoparticles to aqueous iron(II) leads to rapid atom exchange without a net redox reaction. Yanina and Rosso demonstrated that solid-state electron transport could couple redox reactions occurring on two different faces of hematite. Earlier studies of iron oxide reduction using pulse radiolysis concluded that electron migration could cause indefinite trapping of electrons. Thus, internal electron conduction could contribute to the overall reaction rates of iron oxide dissolution or recrystallization, but this contribution has never been quantified.

Our prior work using dye-sensitized iron oxides showed that, although a portion of the electrons transferred to iron oxide returned to the electron donor molecule within ~3 ns, a significant fraction remained within the nanoparticles for longer (i.e., at least microsecond) time scales. We postulated that accurate quantification of the longer time scale kinetics for recombination would allow for testing of models for electron mobility within iron oxides, thereby linking single electron-transfer steps to overall electron fluxes across the particle—dye interface and ultimately the rate of observable reactions. As precedence for this approach, quantification of injected electron signals in TiO$_2$ nanoparticles over microsecond and longer time scales was used to develop a mechanism for electron mobility in nanocrystalline electrodes that could predict device performance.

We developed a coarse-grained lattice Monte Carlo (MC) simulation to mimic the collective site-to-site diffusion dynamics of multiple electron polarons on a cubic lattice of a spherical particle. The model established two testable hypotheses that motivated the experimental design. First, the MC simulations clearly demonstrated a scenario in which a fraction of injected electrons were dynamically trapped within the nanoparticles and underwent slow recombination at rates that were determined by a random walk within the nanoparticle interior and impingement on surface dye-bound sites. This suggested that the recombination kinetics would exhibit a dependence upon the particle size. Second, the incorporation of a treatment of electrostatic interactions in the particles indicated that the electron trajectories could be electrostatically biased by the pH-dependent net surface charge through its control of the inner Helmholtz potential. Because iron oxide surfaces undergo protonation/deprotonation reactions as a function of pH, the simulation predicts that electron trajectories and, thus, the recombination rate should be pH-dependent.

We tested these hypotheses using optical transient absorption (TA) to quantify the lifetimes of electrons transferred to dye-sensitized ferrihydrite nanoparticles as a function of the particle size and solution pH, a parameter that also requires the role of the aggregation state to be examined. Penn and co-workers have developed a synthesis method that is proven to generate six-line ferrihydrite nanoparticles with mean diameters that can be tuned by synthesis conditions. These materials have been used in many prior studies of the ferrihydrite structure and reactivity. Because electron charge carriers in ferrihydrite do not have a strong optical signature, the recombination rate was quantified by monitoring the signal from the oxidized state of the surface-bound dye molecule.

By deducing electron recombination rates from the sub-picosecond time scale up to 400 μs as a function of the particle size and solution conditions, our work compellingly shows that the slowest recombination rates arise from injected electrons bound in deep trap states and that the presence of these deep traps outweighs the influence of environmental conditions at the interface. Longest lived injected electrons are trapped at unknown sites within 1 μs, and the rates of subsequent redox processes are likely dominated by rates of deep trap escape. This work is an important additional step toward the determination of the chemical and structural controls on a mineral redox reaction.

## MATERIALS AND METHODS

American Chemical Society (ACS)-grade chemicals were purchased from Sigma-Aldrich or Fisher. Two sensitizer dyes, 2,7′-dichlorofluorescein (27DCF) and 5(6)-carboxy-2,7′-dichlorofluorescein (CDCF), were purchased from Sigma-Aldrich. All solutions and suspensions were prepared with deoxygenated ultrapure water (18 Ωm) in a glovebox with a N$_2(g)$ + 5% H$_2(g)$ atmosphere.

**Nanoparticle Synthesis.** Ferrihydrite nanoparticles were synthesized following the procedure of Burleson and Penn. Sodium bicarbonate (0.48 M) was added via a peristaltic pump to an equal volume of 0.40 M ferric nitrate, with stirring, for a total addition period of 8–10 min. Particles were synthesized at 1, 40, and 80 °C using ice or hot water baths as needed, and all solutions were allowed to come to equilibrium temperature before synthesis began. Samples are named to indicate their synthesis temperature in degrees Celsius. For example, FHyd40 was synthesized at 40 °C. After the addition of base was complete, the nanoparticle suspensions were stirred for an additional 3 min. The 40 and 80 °C suspensions were then rapidly brought to room temperature in an ice bath. A microwave anneal step was performed as detailed by Burleson and Penn. The suspensions were again brought to room temperature in an ice bath and placed in dialysis tubing [Spectra-Por 7 dialysis tubing, molecular weight cut-off (MWCO) = 2000 g/mol]. The nanoparticles were dialyzed against ultrapure water for a total of nine water changes over several days. The minimum time interval between water changes was 3 h, and all samples were stored at 10 °C during dialysis to slow transformation to other mineral phases. Many surface oxygen sites on ferrihydrite can undergo protonation/deprotonation reactions, leading to a permanent positive surface charge for pH values below the point of zero surface charge (pH$_{zpc}$). Prior work with ferrihydrite nanoparticles that were synthesized using the same approach showed pH$_{zpc}$ 8.6.

**Nanoparticle Characterization.** **Mass Loading.** Mass loading of nanoparticles was determined by drying 1.000, 2.000, 5.00, and 10.00 mL of each suspension and massing the dried samples. The mass of the dry nanoparticles was plotted as a function of the suspension volume and fit with a linear trendline with a forced y intercept of zero. Mass loading in milligrams per milliliter was taken from the slope of this line.

**X-ray Diffraction (XRD).** Dried nanoparticle suspensions were ground with an agate mortar and pestle in preparation for XRD characterization. Samples were front-packed into a zero-background quartz holder. XRD patterns were collected using a PANalytical X’Pert Pro MPD θ–θ diffractometer with a cobalt Kα source and an X’Celerator detector over the range of 20–80°.
and compared to the International Centre for Diffraction Data reference powder diffraction file for six-line ferrihydrite (29-712).

**Particle Sizing.** One drop of diluted FHyd suspension was placed onto a 200 mesh Cu holey carbon grid (Structure Probe, Inc.) and allowed to dry. Nanoparticle lengths were measured from calibrated transmission electron microscopy (TEM) images collected on a FEI Tecnai T12 with a LaB6 source operating at 120 kV using a Gatan charge-coupled device (CCD) camera. Images were processed with a Gatan DigitalMicrograph, version 3.8.2. ImageJ was used to measure the lengths of 200–275 nanoparticles for each synthesis temperature. ImageJ is a public domain image processing and analysis program written by Wayne S. Rasband at the National Institutes of Health (NIH, Bethesda, MD, U.S.A.).

An aspect ratio of 1.3 was assumed for all FHyd particles based on measurements of both length and width taken in a previous work.

**Cryogenic Transmission Electron Microscopy (Cryo-TEM).** Cryo-TEM specimens were prepared on a Vitrobot (FEI Mark III). Cu lacy carbon grids (200 mesh, Structure Probe, Inc.) were charged in a Pelco glow discharger for 60 s. A total of 3 μL of suspension was placed onto an individual grid and blotted with filter paper for 1 s. The grid was then plunged into liquid ethane (−183 °C) and transferred to a storage box under liquid nitrogen (∼178 °C). All subsequent handling of the prepared grids occurred under liquid nitrogen to maintain cryogenic conditions. Samples were imaged on FEI Tecnai G2 Spirit BioTWIN TEM with a LaB6 source, equipped with a cryo stage and Eagle 2k CCD camera and operated at 120 kV.

**Ultraviolet–Visible (UV–Vis) Spectroscopy.** UV–vis spectroscopy was performed on an Ocean Optics USB4000 spectrometer using the SpectraSuite 2.0 software (Ocean Optics). Ferrihydride nanoparticle mass loadings for all UV–vis and TA spectroscopies were chosen to maintain an optical density (OD) of 0.7 absorption units at 430 nm in 2 mm path length quartz cuvettes for unsensitized (dye-free) particles and ranged from 0.700 to 0.944 mg/mL, depending upon the particle size.

**Dye Sensitization.** The ferrihydrite nanoparticles were sensitized by quickly adding a 1 mL suspension of nanoparticles at a mass loading of 0.700–0.944 mg/mL (depending upon the particle size) and pH 4 to a 1.7 mL vial containing a small volume (5–100 μL) of a 2.5 mM stock solution of sensitizer dye at pH 9. This method generated a suspension of sensitized nanoparticles with a final pH between 3.75 and 4.1, depending upon the amount of dye added. Representative UV–vis absorption spectra for FHyd40 nanoparticles sensitized by 27DCF and CDCF are given in Figure 1.

We found it challenging to prepare stable suspensions of FHyd-sensitized nanoparticles at pH values different from pH 4. At lower pH, the dye desorbed from the surface. This effect was reduced using the closely related dye, CDCF, which exhibited higher affinity to ferrihydrite and was more stable at lower pH. At higher pH, the suspensions aggregated, causing very poor TA data quality. This effect was slightly reduced using the lowest possible dye coverage (equivalent to ∼10% maximum coverage).

To achieve a different final pH, a small amount of either 4 M NaOH (1–5 μL) or 2 M HCl (1–4 μL) was added to either the dye solution or nanoparticle suspension, respectively, prior to mixing.

Using CDCF as the sensitizer dye and a low surface coverage, we were able to prepare stable, non-aggregated suspensions covering a range of over 2.5 pH units (2.9–5.5). Although this lies substantially below pH_{acid}, it corresponds to a large change in surface charge density, from approximately 1.3 to 0.4 μC/cm².

**Optical TA Spectroscopy.** Optical TA experiments were carried out on a HELIOS femtosecond TA spectrometer and on an EOS sub-nanosecond TA spectrometer from Ultrafast systems installed at the Molecular Foundry, Lawrence Berkeley National Laboratory, Berkeley, CA, U.S.A. The laser source for both instruments was a Coherent Libra amplified femtosecond laser system operating at 1 kHz with 45 fs pulse duration. The laser output was split, with one arm passing through a Coherent OPerA optical parametric amplifier (OPA) to produce tunable pump pulses and the other arm delivered to the TA system, where a white-light probe pulse was generated in a sapphire plate or by a fiber white light source (Leukos-STM) for the HELIOS and EOS spectrometers, respectively. The pump pulse used in our measurements was tuned to 520 nm. The intensity of the pump beam was measured by a portable power meter (Vega P/N 7Z01560, Ophir Optronics) and was 7.5 μJ, except where otherwise stated. Time delay was provided by a mechanical delay stage for the HELIOS setup and by instrument electronics on the EOS setup. Spectra were collected in the UV–vis range between 300 and 900 nm.

All samples were kept in aqueous suspension and stored and handled anaerobically prior to analysis. The anaerobic samples were not exposed to air until analysis but were measured and stored as aerobic samples during and after spectroscopic experiments. For nanosecond TA studies, the samples were analyzed in 2 mm path length stoppered quartz cuvettes while stirring with a magnetic stir bar. For microsecond TA studies, approximately 10 mL of suspension was recirculated in a 2 mm path length flow-through quartz cuvette.

The spectra were collected from ∼10 ps to 8 ns (relative to the pump pulse arrival) on the HELIOS system and from 1 ns to 40 or 400 μs on the EOS system. Custom user routines developed in the IgorPro software (WaveMetrics, Inc., Lake Oswego, OR, U.S.A.) were used to process the data, to correct the time-dependent frequency modulation of the laser (chirp) on the signal to within ∼150 fs and to extract transient kinetic data at 418 and 447 nm from two-dimensional (2D) plots of spectra versus time.

**Fitting the Transient Kinetics.** The TA kinetics at a single wavelength (447 nm) were fitted using routines written in

![Figure 1. UV–vis absorption spectra of 27DCF (blue) and CDCF (red) bound to ferrihydrite nanoparticles (sample FHyd40) and measured at pH 4. The UV–vis spectrum of uncoated Fh40 is also shown (green).](image-url)
The sub-nanosecond regime was modeled as a sum of exponential decay functions. We investigated two approaches to model the nanosecond–millisecond regime. We first implemented a multiplicative power law decay but found that this function could not adequately reproduce the data without an additional arbitrary intensity offset. Instead, we obtained adequate agreement using a single stretched exponential for the microsecond time scale data. Stretched exponential responses are observed in numerous systems, including ultrafast electron-transfer processes in solids, and may indicate that the observed dynamics are a sum of exponential decay processes with a range of time constants. The TA kinetic response is then written as

\[ \text{TA}(t) = a_i \exp\left(-t/\tau_i\right)^{\beta_i} + \sum a_i \exp\left(-t/\tau_i\right) \]  

where \( a_i \) and \( \tau_i \) are the amplitude and time constants, respectively, for the \( i \)th exponential decay, and \( \tau_i \) and \( \beta \) are the time constant and stretching exponent, respectively, for the single stretched exponential and where \( 0 \leq \beta \leq 1 \). For fits to the EOS nanosecond–millisecond data, only the single stretched exponential was used.

As described below, we found the rates of recombination to be very similar for all samples studied. Several attempts were made to fit the data in a consistent manner to allow trends to be revealed. While the stretched exponential provided a suitable functional form, the time constant \( \tau_i \) was frequently not stably fitted, because its best fit numerical value was close to or below the low end of the fit range. Therefore, we fixed \( \tau_i \) at 0.1 \( \mu \)s and fitted \( a_i \) and \( \beta \) only. A smaller value of \( \beta \) causes longer tails of the stretched exponential and, hence, indicates a slower recombination rate.

**Calculating the Dye Photoexcitation Efficiency.** We estimated the fraction of adsorbed dye molecules that were photoexcited per laser pulse as a function of the pulse energy. On the basis of the ground-state UV–vis data (Figure 1), we assumed that only \( \sim 50 \% \) of the incident light at \( 520 \) nm was available for dye excitation because of losses to bandgap excitations of the nanoparticles. Electron–hole pairs generated by bandgap excitation recombined with \( \sim 300 \) ps and were not detectable in the present microsecond TA experiments. The UV–vis data showed that there was no unbound dye in solution; therefore, all of the photoexcited dye molecules were adsorbed to nanoparticle surfaces and were potential electron donors. Light scattering effects were neglected. Because a high fraction of the dye molecules were excited, we used a numerical approach to simulate the propagation of photons through the suspension, calculating the differential loss of photons over \( \sim 2 \) \( \mu \)m steps. To estimate the number of electrons injected per nanoparticle, we assumed the probability for interfacial electron transfer from a photoexcited dye molecule to be unity.

**Lattice MC Simulations of Electron Propagation and Recombination.** We implemented a lattice MC model to investigate plausible mechanisms that caused long time scale trapping of electrons transferred to a nanoparticle. An iron oxide nanoparticle was represented in the MC model as a 3.4 \( \text{nm} \) sphere containing a cubic lattice of iron sites. The lattice was populated with electrons according to one of two different random initial distributions: at any site or at near-surface sites. Self-diffusion of hopping electrons was treated as a thermally activated electron exchange reaction between one occupied and one neighboring unoccupied iron site. A Metropolis acceptance rule determined the probability of exchange between sites for which the electron affinity was calculated using one of three models for the interior electrostatic potential described below. Loss of self-diffusing electrons occurred at the surface sites that are assigned randomly as electron exit channels (e.g., representing adsorbed oxidized dye molecules) at the beginning of simulations in a number equal to the number of injected electrons. These “exit channels” were closed following electron loss, representing recombination with a surface-bound oxidized dye molecule. The results of 100 MC simulations were averaged.

A key aspect of metal oxide nanoparticles is the presence of a positive surface potential arising from the predominance of surface protonated groups expected at the pH value of the experiment (pH 4; ferrihydrite point of zero net surface charge (zsc) pH\textsubscript{c} 8.6), the presence of surface-bound positively charged oxidized dye molecules, or both. Therefore, we incorporated the external electrostatic influences on electron self-diffusion in the solid, the trajectory of which would otherwise be characterized as a random three-dimensional walk restricted to nearest neighbor exchanges and single-site occupation. Transient electrons in the solid were treated as electronegative (\(-1e \) net charge) and electrostatically attracted to the positive surface potential (when applied). The simulation computed the gradient of the electrostatic potential radially distributed inside the nanoparticle and applied this potential as a bias on the random walk of self-diffusing electrons. Two methods were used to compute the electrostatic potential: one based on solving the Poisson equation and another based on a simple electrostatic screening equation. The time-dependent electrostatic bias for electron self-diffusion was solved on-the-fly at each MC step using the following form of the Poisson equation:

\[ \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \psi(r)}{\partial r} \right) = \left( \frac{\varepsilon}{\varepsilon_0} \right) n(r) \]  

where \( \psi(r) \) and \( n(r) \) are the electrostatic potential and electron density at a given radius from the nanoparticle center (charge density), respectively, \( \varepsilon \) is the elementary charge, and \( \varepsilon_0 \) and \( \varepsilon_0 \) are the vacuum permittivity and relative dielectric constant of maghemite (\( \varepsilon_0 = 10.2 \)), a bulk analogue for ferrihydrite, respectively. To solve this second-order ordinary differential equation, we applied the following boundary conditions for the nanoparticle surface \( (r = r_s) \):

\[ \psi(r = r_s) = \psi_0 \]  

\[ \frac{\partial \psi(r)}{\partial r} \bigg|_{r = r_s} = \frac{\psi_0}{r_s} + \frac{\psi_0}{r_s} \]  

where \( \psi_0 \) is the surface potential, whose pH dependence is approximated by the quasi-Nernst equation:

\[ \psi_0 = \frac{2.303 k_BT}{\varepsilon} (\text{PZP} - \text{pH}) \]  

where PZP is the point of zero potential [taken as the point of zero charge (PZC)] and \( \lambda \) describes the deviation of the surface potential response to the change in the bulk pH with respect to the Nernst response (\( \lambda = 0.9 \)). The condition for the electrostatic field at the nanoparticle surface (\( -\psi' \)) is derived assuming that the double electrical layer formed at the nanoparticle interface with solution can be approximated by the Gouy–Chapman theory (i.e., as a diffuse electrical layer). Parameter \( K \) is the inverse Debye screening parameter that describes the electrical double layer thickness and is calculated assuming a simple 0.1
mol/dm$^3$ electrolyte (1:1). The Poisson equation was solved using the Euler–Cauchy algorithms, and the discrete electron density was converted to a continuous function using cubic-spline interpolation with natural boundary conditions.

We also compared this time-dependent Poisson approach to the constant (time-independent) potential model defined by the following Yukawa-type screening equation:

$$\psi = \psi_0 \exp(-\gamma(r_s - r))$$

where the screening $\gamma$ is equal to 0.5 Å$^{-1}$ and the surface potential is given by the quasi-Nernst formula as above.

### RESULTS

**Electron Injection and Recombination in Dye-Sensitized Ferrihydrite.** Figure 2 compares optical TA spectroscopy and kinetics from dissolved (unbound) 27DCF and 27DCF-sensitized ferrihydrite nanoparticles. These data confirm that TA experiments can follow the photoexcitation, interfacial electron transfer, and recombination processes. At ~0.2 ps after photoexcitation, both bound and free 27DCF exhibit a new excited-state absorption with a maximum at ~418 nm. The lifetime of this feature is on the nanosecond time scale for free 27DCF but is lost within 0.5 ps for 27DCF-sensitized FHyd as a result of electron injection. A distinct absorption feature peaked at 447 nm is evident at this time point and is attributed to the oxidized dye that remains bound to the surface, following interfacial electron transfer into nanoparticles. As shown in panels B and C of Figure 2, the 447 nm signal is lost as electrons return to the oxidized dye molecules but a fraction of this signal remains beyond 7 ns. The negative-going contribution from 450 to 550 nm represents the loss in the ground-state absorption of the bound dye (termed ground-state bleaching).

Free electrons in iron oxide nanoparticles do not exhibit a strong UV–vis signature, and thus, we used information from the dye transient spectra to track the recombination process. Specifically, we used the strength of the oxidized dye absorption at 447 nm as a measure of the number of electrons remaining within the nanoparticles. We found no detectable differences in the electron injection and recombination kinetics for the two fluorescein derivatives used in this work. Holes generated by bandgap absorption contribute a new UV–vis signal with a maximum at ~580 nm but decay by electron–hole recombination on a sub-nanosecond time scale.

Figure 3 shows the kinetics of the recombination process from the picosecond to microsecond time scales. The signal of the oxidized dye at 447 nm shows a monotonic decline from 0.2 to 0.002 mOD over 10 μs. This is in agreement our prior work that indicated that the vast majority of photoinjected electrons
returned to the donor dye and only ca. 1/300 was lost via Fe\(^{2+}\) release into solution.\(^{19}\) The kinetics data could be fit with a combination of sub-nanosecond exponential functions to account for the picosecond—nanosecond response and a single stretched exponential function for the microsecond—millisecond response.

**Lattice MC Simulations of Electron Mobility and Recombination.** Figure 4 summarizes the predictions of the lattice MC simulations that were performed to investigate long time scale trapping of polaronic electrons transferred along the iron sublattice in a model nanoparticle and their loss through recombination with surface dye sites. The Fe\(^{2+}\) sites were initially distributed randomly among either (i) all lattice sites (dashed lines) or (ii) only subsurface sites (solid lines). Three models for the internal electrostatic potential, \(\psi(r)\), were compared to evaluate this influence on Fe\(^{2+}\) mobility: (i) no surface potential (red lines), (ii) a constant surface potential (blue lines), or (iii) a time-dependent potential (black lines) obtained by solving the Poisson equation on-the-fly, including the instantaneous distribution of interior electrons. Results show the time dependence of the interior Fe\(^{2+}\) concentration for the six cases, displayed on linear and logarithmic (inset) MC time axes. In all cases, the Fe\(^{2+}\) decay shows two distinct kinetic regimes, but a more distinct biphasic decay is evident for the initially subsurface distributed Fe\(^{2+}\). For these simulations, Fe\(^{2+}\) sites exhibit longer transient lifetimes when the electrostatic calculations of site electron affinities use the time-dependent model.

**Tests of Physical and Chemical Effects on Recombination Rates.** The simulations suggested two testable predictions. First, if internalization occurs through random electron hopping among internal iron sites, recombination should show a dependence upon the particle size. Second, if electrostatic biasing of electron trajectories leads to accumulation in near-surface regions, recombination should show a dependence upon surface charge. We performed TA studies of recombination rates as a function of physical and chemical parameters and quantified the recombination rates using a single stretched exponential decay function, varying the stretching exponent, \(\beta\), while fixing the time constant, \(\tau\), at 0.1 \(\mu s\), as described above.

**Effect of the Nanoparticle Size.** A model in which internal electrons propagate freely among all iron sites in a nanoparticle predicts that larger particles would trap electrons over longer time scales than smaller particles. However, as shown in Figure 5, there was a negligible effect of the particle size on the microsecond time scale recombination rates for 27DCF on ferrihydrite nanoparticles. Fits to the data indicate a slight increase in \(\beta\) with an increasing particle size, although this is not statistically significant. This would correspond to a narrowing in the distribution of electron recombination times and a reduction in the longest lifetimes.

**Effect of the Solution pH.** Our model predicted that internal electrons are attracted to and trapped by positively charged surface sites. This suggests that recombination would exhibit a dependence upon solution pH, which should control the field strength of the corresponding space charge layer from the surface into nanoparticles.\(^{48}\) We studied CDCF-sensitized nanoparticles from pH 2.9 to 5.5, which represents a significant change in surface charge density.\(^{37}\) This range also substantially overlaps the pH range over which iron(II) release from colloidal hematite following pulse radiolysis increased from 0 to 100%.\(^{24}\) However, as shown in Figure 6, the TA data showed no clear change in microsecond recombination kinetics as a function of solution pH. Nevertheless, after fitting the data with a stretched exponential, a statistically significant increase in \(\beta\) with pH was revealed.
Effect of the Number of Injected Electrons. If the internal electrons interact electrostatically with each other, we would expect a dependence of the recombination rate with laser pump power. As shown in Figure 7, we calculated that changing the pump power could alter the mean number of injected electrons per nanoparticle for CDCF bound to ferrihydrite. However, as shown in Figure 8, pump power did not influence the measured recombination kinetics. Fits to the data did not reveal any trend.

Effect of the Nanoparticle Cluster Formation. All of the data reported here were acquired from stable and optically transparent aqueous suspensions with no evidence of aggregation. However, aggregation occurred at high dye loading or at high pH, and prior work has shown that unsensitized ferrihydrite nanoparticles can form stable clusters in optically transparent aqueous suspensions. Therefore, we used cryo-TEM to investigate the aggregation state of 27DCF-sensitized nanoparticles (Figure 9) under four dye loading conditions (0–40 dye molecules per ferrihydrite particle). The aggregate size increased monotonically with dye loading. The aggregation state of the nanoparticles did not influence the measured recombination kinetics, and fits to the data did not reveal any trend (Figure 10). The same laser pulse energy was used for all dye-loading experiments, resulting in a greater number of injected electrons when dye-loading increased. However, because we observed no trend in recombination kinetics as a function of the number of electrons injected (Figure 7), we conclude that neither the density of injected electrons nor the aggregation state of the nanoparticles had an effect on recombination kinetics and that electron transport is not affected by long-range interactions across multiple particles.

DISCUSSION

The data show that the nanoparticle size, surface charge, and nanoparticle cluster formation exert small or negligible effects on the rate of recombination in 27DCF- and CDCF-sensitized six-line ferrihydrite nanoparticles. These findings show that the slowest electrons to exit ferrihydrite particles do not exhibit the mobility behavior of an unbiased random walk. Our model predicted that electrostatic trapping of electrons by positive surface sites could dramatically limit electron mobility and, hence, impact a pH dependence to the recombination rate. However, the data show that solution pH exerted a negligible effect on recombination rates, indicating that trapping by protonated surface sites was not significant. A separate mechanism of electrostatic trapping, electron accumulation close to positively charged oxidized dye molecules, cannot be directly assessed by the present experiments. However, prior work showed that recombination can proceed readily, immediately following interfacial electron transfer. This indicates that long-time scale electron retention is enhanced by hopping away
from the injection site rather than by electrostatic binding to the oxidized dye.

In conclusion, long-time scale retention of electrons within ferrihydrite is likely caused by slow escape from deep trap states, the rate for which is independent of particle physical characteristics or environmental conditions at the interface. These are likely to be structural defect sites within the nanoparticle, a conclusion in accordance with studies on hematite and TiO$_2$. It is very difficult to determine the nature of electron trap sites or to quantify their number and electron affinity. It has been proposed that deep trap sites in hematite are caused by oxygen vacancies. This is supported by a recent ab initio simulation study of Fe(II) adsorbed on goethite showing that surface oxygen vacancies increase the electron affinity of lattice Fe(III) toward accepting (and trapping) the electron from adjacent (adsorbed) Fe(II). However, the stretched exponential form of the best fit recombination function is consistent with a model of trap-limited electron diffusion with a diversity of trap sites.

Although we observed very small changes to the recombination rates among all of the samples studied, the data do reveal small trends that suggest new interpretations. For example, Figure 5 shows a weak trend toward faster recombination in the larger nanoparticles, which is counter to the original hypothesis.
However, structural analyses showed that six-line ferrihydrite synthesized at a higher temperature to produce larger particle sizes is slightly more crystalline as well. Thus, the trend in Figure 5 could indicate that the density of trap sites decreases with an increasing formation temperature and crystallinity. In addition, a decreasing solution pH and an increasing positive surface charge cause a drop in β below pH 4. This could indicate that electron trapping near positively charged surface sites, as hypothesized, does begin to play a more prevalent role at a lower pH than we could explore here. Because this work suggests that electron trap sites could act as a significant control on the rates of iron oxide mineral reaction rates, additional work to establish the structural characteristics of these sites is strongly warranted.

### CONCLUSION

We observed very minor influences of pH and size on injected electron recombination rates in ferrihydrite nanoparticles and no effect as a result of the nanoparticle aggregation state or the density of injected electrons. Thus, our results indicate that the lowest electron mobilities in ferrihydrite pertain to the rate of escape from deep trap sites. This work has implications for our understanding of the factors controlling the rate of reductive transformation of ferrihydrite. We currently do not know the rate constant for the release of iron(II) from the surface of any iron(III) oxide. Because the lifetime of electrons in deep trap states can enter the microsecond regime, it is plausible that internal electron mobility rather than iron(II) release is the rate-limiting step in reductive dissolution. An important goal of future work will be testing whether electrons are more mobile in different phases of iron oxide that may contain fewer defects and, hence, fewer deep trap sites.
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