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Abstract—A laser system producing controllable and stable pulses with high-power and ultrashort duration at high repetition rate is a key component of a high energy laser-plasma accelerator (LPA). Precise characterization and control of laser properties are essential to understanding laser-plasma interactions required to build a 10 GeV class LPA. This paper discusses the diagnostics, control and performance parameters of a 1 Hz, 1 petawatt (PW) class laser at the Berkeley Lab Laser Accelerator (BELLA) facility. The BELLA PW laser provided up to 46 J on target with a 1% level energy fluctuation and 1.3 μrad pointing stability. The spatial profile was measured and optimized by using a camera, wave front sensor, and deformable mirror (ILAO system). The focus waist was measured to be \( r_0 = 53 \, \mu m \) and a fraction of energy within the circular area defined by the first minimum of the diffraction pattern (\( r = 67 \, \mu m \)) was 0.75. The temporal profile was controlled via the angle of incidence on a stretcher and a compressor, as well as an acousto-optic programmable dispersive filter (DAZZLER). The temporal pulse shape was measured to be about 33 fs in full width at half maximum (WIZZLER and GRENOUILLE diagnostics). In order to accurately evaluate peak intensity, the energy-normalized peak fluence and energy-normalized peak power were analyzed for the measured spatial and temporal mode profiles, and were found to be 15 kJ/cm\(^2\) J with 6% fluctuation (standard deviation) and 25 TW/J with 5% fluctuation for 46 J on-target energy, respectively. This yielded a peak power of 1.2 PW and a peak intensity of \( 17 \times 10^{18} \) W/cm\(^2\) with 8% fluctuation. A method to model the pulse shape for arbitrary compressor grating distance with high accuracy was developed. The pulse contrast above the amplified spontaneous emission pedestal was measured by SEQUOIA and found to be better than 10\(^8\). The first order spatiotemporal couplings (STCs) were measured with GRENOUILLE, and a simulation of the pulse’s evolution at the vicinity of the target was presented. A maximum pulse front tilt angle of less than 7 μrad was achieved. The reduction of the peak power caused by the first order STCs was estimated to be less than 1%. The capabilities described in the paper are essential for generation of high quality electron beams.


I. INTRODUCTION

LASER plasma accelerators (LPAs) [1] have the potential to provide tools to accelerator science with characteristics that have been unattainable through conventional accelerator technologies. Their high accelerating fields can provide small footprint, cost-effective electron accelerators for high energy physics [2], [3], and their short characteristic plasma wavelength naturally provides femtosecond electron beams, useful for ultrafast science applications [4]–[6].

The technology of LPA has advanced due to the progress in CPA (chirped pulse amplification) laser technologies [7]. Ti:Sapphire lasers can routinely provide pulses with 10s of fs duration, realizing high peak power with relatively low pulse energy. This gives an advantage in the repetition rate compared to glass medium based high power laser systems. High repetition rate systems allow a wider range of parameter searches and have contributed to the rapid progress in the field. Their ultrashort pulses can match the plasma wavelength, enabling 100 MeV class quasi-monoeenergetic electron beam generation with 10 TW class lasers [8]–[10]. The availability of high peak power lasers has led to many facilities generating GeV-level electron beams [11]–[16].

In order to realize a 10 GeV class LPA, designs have been developed at Lawrence Berkeley National Laboratory (LBNL) that utilize meter-scale accelerator structures powered by a petawatt (PW) class laser system. The design led to the formation of the BELLA (BErkeley Lab Laser Accelerator) project [17]. In 2012, the world’s first commercial PW laser system was acquired from THALES [18] and commissioned at the LBNL BELLA facility to explore the development of a 10-GeV-class LPA and its associated laser-plasma interaction physics. Among the active PW class laser systems in the world [19]–[25], the BELLA PW laser operates with the highest average power, 46 W, and has currently produced up to 4.2 GeV electron beams [26], [27] using 9 cm-long preformed plasma channels [28], [29].

Precise characterization and control of the laser properties is critical to develop a 10-GeV-class LPA. For example, in the highly nonlinear regime [30], small variations in input laser peak intensity resulted in large output fluctuations [9]. For a PW laser pulse, a percent level prepulse might generate...
The world’s first 1 Hz repetition rate 1 PW laser was acquired from THALES and installed at the BELLA PW facility in 2012, and since then, has gone through several modifications and upgrades. The floor map of the BELLA PW facility is shown in Fig. 1. It consists of a control room and three experimental areas, namely the laser bay, the target area, and the diagnostic area. Note that the components purchased from THALES included the laser amplifiers, the compressor and the input diagnostics illustrated in Fig. 1. Everything following the compressor output, which include the beam transport line, target chamber, and output diagnostics, were built by LBNL. The following section describes the facility, the laser amplification stages, and the key components such as the stretcher and compressor systems. Additionally, the energy and pointing stabilities are presented.

The system is based on a double-CPA architecture of Ti:Sapphire amplifiers, where an XPW (cross-polarized wave) contrast enhancement system [35] (referred to as XPW hereinafter) is installed in between two CPA systems. Figure 2 illustrates a schematic diagram of the system. The first CPA (CPA1) consists of an oscillator, a stretcher, a regenerative amplifier (RA), and an optical compressor. It is capable of producing pulses with 40 nm bandwidth and 700 µJ at a repetition rate 1 kHz. By tuning the bandwidth of the Vitara-T oscillator (Coherent [36]), the CPA1 output bandwidth is arranged to be 30 nm in full width at half maximum (FWHM), and matches the bandwidth of the XPW output beam to the bandwidth of the CPA2 system, minimizing degradation of the contrast of the pulse [37]. Note that with a flat spectral-phase input pulse to the XPW, the output spectrum is expected to have a broader bandwidth by a factor of $\sqrt{3}$ [38].

The CPA1 output temporal profile was measured by a WIZZLER 800 (Fastlite [39]), and is shown in Fig. 3. The bandwidth was 30 nm (FWHM) and spectral phase was flat within 0.5 radian, which resulted in a 45 fs FWHM pulse width. The vertical axis of the Fig. 3 (b) is the instantaneous power normalized by the total energy, $P_E(t)$ [TW/J], showing the power for a pulse with 1 J of energy. In this manner, one can see the peak power $P_0 = E_l P_E(0)$ more precisely including the effect of the femtosecond scale pre and post pulses compared to simply evaluating power by pulse energy.

Fig. 1. Floor map of the BELLA PW facility. The front-end included everything from the oscillator to the first multi-pass amplifier (Amp1), as indicated in Fig. 2. The power supplies of the pump lasers were located in the room above the laser bay (not shown) for better environmental temperature stability. A deformable mirror (DM) was located between the Amp3 and the compressor. The laser propagated in air down to the compressor input, and entered the vacuum system at the compressor toward the target chamber and diagnostics. The laser pulses were focused using a 13.5 m focal length off-axis paraboloid (OAP). At the laser beam dump, a small percentage of the beam was sampled and sent to the output diagnostic. This region is detailed in Fig. 6. At the compressor output, a small percentage of the beam was also sampled and sent to the input diagnostics.
The energy efficiency (17%) and the spectral broadening (x1.7) indicate that the quality of input pulse temporal mode is nearly optimized [41]. The pulse contrast is discussed in the Sec. IV. The energy-normalized peak power for a FL pulse (flat spectral phase) is shown by the black dots. The pulse length was 45 fs FWHM, and the energy-normalized peak power was 21 TW/J. The central wavelength was 788 nm and the bandwidth was 30 nm FWHM. The pulse length was 45 fs FWHM, and the energy-normalized peak power was 21 TW/J. The black dotted line in (b) shows the temporal profile for a FL pulse (flat spectral phase).

The CPA1 beam output energy is attenuated to 150 µJ/pulse to avoid white light generation at the XPW. The XPW utilizes two BaF₂ crystals [40] to enhance efficiency, and these crystals are wedged to avoid multiple reflections on-axis. The output energy is typically 25 µJ/pulse with 50 nm FWHM bandwidth. The energy efficiency (17%) and the spectral broadening (x1.7) indicate that the quality of input pulse temporal mode is nearly optimized [41]. The pulse contrast is discussed in the Sec. IV. Figure 4 (a) shows typical optical spectra for the oscillator, RA, and XPW output, where significant redshift at the RA can be seen. The central wavelength of the oscillator is tuned towards shorter wavelength to pre-compensate spectral redshift in the subsequent amplifiers. The spectrum broadening at the XPW can also be seen from Fig. 4 (a).

The XPW output is then stretched and sent to an acousto-optic programmable dispersive filter, DAZZLER HR800 with a 50 W RF amplifier (Fastlite), to control the spectral phase distribution. The spectral phase tuning is discussed in Sec. IV-B. A Pockels cell (PC) based pulse cleaner is placed after the booster amplifier together with a mechanical shutter to reduce the repetition rate to 1 Hz. The laser pulses pass through 4 more multi-pass amplifiers to eventually reach 60 J/pulse. The energy for amplified and pump beams are shown in Fig. 2.

The DAZZLER is also capable of modulating the spectral amplitude to compensate against spectral redshift in subsequent multi-pass amplifiers. Shown in Fig. 4 (b) is the typical output optical spectrum at the DAZZLER, the booster amplifier, and the amplifier 1 (Amp1) output. The spectral amplitude is typically modulated by the DAZZLER with a 65% notch at 800 nm with 52 nm width (applied in its native software) for the specific spectra shown in Fig. 4 (b). One can see that the spectral intensity modulation causes the spectrum to be skewed toward shorter wavelength, but after Amp1 the spectrum is relatively symmetric. The amount of the spectral redshift and gain narrowing depends on the pump energy at amplifier 2 (Amp2) and amplifier 3 (Amp3). The optical spectrum at the target is tuned by changing the spectral
amplitude modulation parameters of the DAZZLER for each pump energy to ensure sufficient bandwidth.

All the Ti:Sapphire amplifiers described here utilize room-temperature water cooling. The temperature of the crystals reaches equilibrium state within an hour. The pump energy for the front-end amplifiers is fixed such that the output laser pulse energy and other parameters such as divergence are fixed. The pump energy for Amp2 and Amp3 amplifier stages is varied to deliver a specific on-target energy. This operation results in varying Amp3 output laser beam divergence depending on the delivered energy, and requires devices that monitor and adjust the beam properties. Therefore, a deformable mirror (DM) was installed in between Amp3 and the CPA2 compressor and a wavefront sensor at the input diagnostics area, shown in Fig. 1.

The mirror right after the final grating at the CPA2 compressor leaks 1% of the beam, which is sent to the input diagnostics area. Here, a part of the beam is sent to a wavefront sensor (HASO 32, Imagine Optic [42]), imaging the DM plane. The input diagnostic also include cameras to monitor near and far field beam profiles as well as a single-shot energy detector (QE12, Gentec-EO [43]). The same spectral amplitude profile as that of the main beam line is maintained by a special spectral filter designed for this beam line. Accumulated B-integral, \( B = 2\pi / \lambda \int n_2 f(z) dz \), for this area was estimated to be \( B(2J) \approx 3.4 \) and \( B(46J) \approx 9.5 \) for each on-target energy. Due to this high accumulated B-integral for high energy operation, detailed study for laser beam properties were mainly performed at the output diagnostic area. The spatial mode tuning using the ILAO (Intense Laser Adaptive Optics) system (a package of the DM, wavefront sensor, and software from Imagine Optic) is detailed in Sec. III.

The output energy for the pre-amplifier, Amp1, Amp2 and Amp3 are always monitored by sampling a fraction of the beam with uncoated thin wedges and sending it to single-shot energy meters (QE12). Those energy meters are cross-calibrated by measuring the main laser power with a larger format energy meter (QE95, Gentec-EO). The on-target laser energy is measured by using a large diameter calorimeter (CM310, Gentec-EO) located between the CPA2 compressor and an off-axis paraboloid (OAP) as indicated in Fig. 1. By inserting the retractable mirror, the laser can be sent to the calorimeter. Note that the calorimeter is not a single-shot diagnostic but measures average power. By comparing the calorimeter measurements and the Amp3 energy measurements, the throughput energy efficiency from Amp3 output to the target can be evaluated. Single-shot on-target energy is calculated from the Amp3 output measurements. The throughput efficiency of the CPA2 compressor was measured to be about 80%. Figure 5 shows the measured Amp3 output energy for 1800 consecutive shots, where average energy was 55.5 J with a standard deviation of 0.3 J (0.54%).

Damages in optics are common issue for high power laser systems. As of April, 2017, the BELLA PW laser has been free from any recurring damage issue for optics before the 2nd compressor since its commissioning in 2012. Estimated beam fluence and intensity for 1 Hz amplifiers are shown in Fig. 2. The laser beam fluence has been kept under 2 J/cm² to avoid damages. For optics further downstream, gratings in the optical compressor are known to have the lowest damage threshold in the system. The fluence on the grating was arranged to be about 0.1 J/cm². Although a development of white smudge-like profile that resembles beam near-field profile at the last contact surface has been visible, no significant reduction in the compressor efficiency has been observed yet. This development is certainly a concern, and a dedicated camera to monitor the evolution of these features has been implemented. Optical coatings for other steering optics after compression including OAP are also regularly inspected, and other than minor crazing lines of the coatings and occasional minimal darkening, no significant deterioration has been observed yet.

The laser pulses are focused using the 13.5 m focal length OAP to a focal spot size of \( w_0 \approx 53 \mu m \), where the transverse (radial) electric field of a pulse is defined as \( E(r) \propto \exp \left[-(r/w_0)^2\right] \). The laser vacuum focus is located at the upstream side of the target chamber shown in Fig. 1, where a target for laser-plasma acceleration experiments resides.

The post-interaction laser pulses are then sent to the laser dump/output diagnostic area. Schematics of the area are shown in Fig. 6. A fraction of the laser pulse is first sampled by an uncoated wedge with a 25.4 mm diameter hole to allow passage of the accelerated electron beam and sampling of the laser pulse. The majority of the laser pulse is absorbed by another multi-shot averaging calorimeter (CM310, Gentec-EO), with a 25.4 mm diameter hole for the electron beam. The remaining center portion of the laser pulses is separated from the electron beams by a gold-coated Mylar foil. Electron beam diagnostics are described in other publications [26], [27], [44]–[46].

The output diagnostics include an all-reflective aberration-free telescope which relayed images of the laser-plasma interaction point in the target chamber to the output diagnostic area. Note that many optics are omitted in Fig. 6 for simplification. The set of relay optics includes three uncoated wedges (two of them are in-vacuum) to attenuate laser pulse energy by a factor of \( 3.7 \times 10^{-5} \). A camera on a translation stage (mode imager in Fig. 6) images the beam over a range of 40 cm around the vacuum laser focus. The near-field camera (see Fig. 6 for location) is used to record near-field mode profile, and an optical spectrometer (C10083CAH, Hamamatsu photonics [47]) is placed at the same area. Temporal profile diagnostics, namely GRENOUILLE 8-20-USB (Swamp optics [48]), WIZZLER, and SEQUOIA 800 (Amplitude Technologies [49]) reside in the same area, where a fraction of the beam is sampled and...
collimated. A fraction of beam is also focused to a photodiode (DET10A, Thorlabs [50]) to monitor nano-second-scale temporal profile of pulses. Details of the temporal domain diagnostics are described in Sec. IV.

Pointing stability of the laser is one of the most critical parameters for a high power laser system to drive LPAs, especially when structural targets, such as a capillary discharge plasma channel, are used. The pointing stability was measured using the mode imager at the output diagnostics. Figure 7 shows a typical mode profile by color map, and 100 consecutive beam centroids by red dots. Standard deviations for the horizontal and vertical pointing angles were measured to be \( \sigma_x = 0.96 \mu\text{rad} \) and \( \sigma_y = 1.58 \mu\text{rad} \), and maximum deviations were \( x_{\text{max}} = 2.45 \mu\text{rad} \) and \( y_{\text{max}} = 3.56 \mu\text{rad} \), respectively. Here, \( x' = dx/dz \) and \( y' = dy/dz \), respectively. The small laser pointing fluctuation allows the use of preformed plasma channels as targets.

In summary, the BELLA PW laser is a double-CPA based, PW class, Ti:Sapphire amplifier system. High quality 1 kHz repetition rate 45 fs (30 nm FWHM bandwidth) laser pulses with 150 \( \mu\text{J}/\text{pulse} \) are provided by CPA1, and contrast is improved with XPW. The CPA2 amplifiers and relevant diagnostics were discussed. The excellent on-target energy stability (0.54% standard deviation) and pointing stability (0.96 \( \mu\text{rad} \) horizontally and 1.58 \( \mu\text{rad} \) vertically) were demonstrated.

III. SPATIAL DOMAIN

THE BELLA PW laser has produced up to 4.2 GeV electron beams using preformed plasma channels. This capillary discharge waveguide extended the interaction length between the high intensity laser and the plasma, producing higher electron beam energy than simple gas-jet targets. Maintaining an excellent spatial mode is of paramount importance in order to properly couple the beam into the plasma channel. A study indicated that the halo of the focus can affect LPA performance significantly [51]. The >40 J pulses can have an appreciable amount of energy in the tails, which could potentially damage the structure and disrupt the waveguide.

The final two amplifier crystals measure 8 cm and 12 cm in diameter. Although the crystals are liquid cooled with forced flow, they are still susceptible to thermal lensing which introduces aberrations in the beam. As discussed in Sec. II, this effect could vary significantly depending on how much laser energy is deposited and/or extracted by the pump and main lasers. The location of the laser focus with respect to the plasma channel entrance is one of the critical parameters for achieving proper laser guiding. To compensate for the lensing, along with higher order aberrations inherent to the system and beam profile, a laser beam spatial mode correction is performed using a DM. This mirror was specifically designed for high-power laser applications [52].

In this section, the implementation of an adaptive optics system on the BELLA PW laser system is discussed along with the components and their benefits to PW-class lasers [53]. The efforts to deliver the highest possible spatial quality are explained along with operational precautions used as power was increased during experiments. Methods to evaluate the peak intensity accurately and to discuss spatial mode quality are discussed as well as performance parameters for the spatial domain.

A. ILAO Implementation and Operation

Spatial mode correction systems using a wavefront sensor and a DM have been employed in many high power laser facilities [21]–[23], [54]. Implemented in the BELLA PW laser system is the ILAO system, which has been developed by Imagine Optic and consisted of a Shack-Hartmann wavefront sensor (HASO) and DM for optical control [52]. The wavefront sensor is located at the input diagnostic and the DM between Amp3 and the CPA2 compressor as described in Sec. II and Fig. 1. The deformable mirror was installed before the compressor chamber to ensure the laser intensity was well below the damage threshold of the mirror coating.

The DM uses 52 mechanical pistons to shape the substrate. The motors for the pistons are turned off between movements, which passively holds the mirror shape without introducing
thermal energy. This provides an advantage over piezo-based mirror technologies that require continuously applied power. In addition, mechanical pistons provide a wider range of motion than piezo-based mirror.

The disadvantage is that the motors have to go through a procedure that accounts for backlash in order to maintain the required precision. In practice, this manifests as the beam executing a swinging motion about \( \pm 50 \mu \text{rad} \) while the mirror movement is occurring. This process was slow with respect to the repetition rate of the laser, 1 Hz. This precluded correction at higher laser energies in order to protect expensive optics such as the compressor gratings from local hotspots that may develop during correction. As a consequence, mirror corrections are only applied while the beam is blocked or when the beam energy is significantly below full energy (<2 J).

In order to determine the transfer function between mirror movements and the observed wavefront (called command matrix), the 52 pistons within the mirror are moved individually and the resultant wavefront for each piston move is recorded to obtain the so-called interaction matrix. The system then inverts this interaction matrix to obtain the command matrix, and actuator commands are decomposed into a series of up to 52 Zernike polynomials. Corrections to the Zernike aberrations could then be applied as a sequence of coefficients.

The optimization of the spatial mode begin by taking a measurement of the initial wavefront. The measured wavefront is decomposed into a series of Zernike coefficients, and the opposite Zernike coefficient values are applied to the DM is decomposed into a series of Zernike coefficients, and the opposite Zernike coefficient values are applied to the DM is decomposed into a series of Zernike coefficients, and the opposite Zernike coefficient values are applied to the DM is decomposed into a series of Zernike coefficients, and the opposite Zernike coefficient values are applied to the DM.

The system then executes a swinging motion around \( r = 67 \mu \text{m} \), and a fraction of energy within the circle was measured to be 0.55 for (A4-5) and 0.75 for (B4-5), respectively.

This iterative “closed-loop” operation could be repeated until the rms (root-mean-square) of the residual measurement of the initial wavefront. The measured wavefront could then be applied as a sequence of coefficients. 52 Zernike polynomials. Corrections to the Zernike aberrations were measured by the mode imager from Fig. 6 which scans through focus. Corrections are then manually applied adjusting the Zernike coefficients for those three aberrations while the beam energy is significantly below full energy (<2 J).

The system then executes a swinging motion about \( r = 67 \mu \text{m} \), and a fraction of energy within the circle was measured to be 0.55 for (A4-5) and 0.75 for (B4-5), respectively.

This process provides pulses with flat wavefront phase at the wavefront sensor, but it does not necessarily provide pulses with optimum wavefront phase at the laser-plasma interaction point. After the beam is split, the main beam and the diagnosing beam goes through different optics accumulating different aberrations. This aberration difference is determined by measuring wavefronts simultaneously at the target and at the input diagnostic using a second wavefront sensor. The location of the second wavefront sensor is illustrated in Fig. 6 as HASO. A retractable wedge sends the laser pulse to the second wavefront sensor and a lens images the plane of the DM with the requisite magnification.

With the process described above, the wavefront at the interaction point can be optimized, and simultaneous measurement with the first wavefront sensor at the input diagnostics provides the aberration introduced between the two sensors. Since the second wavefront sensor can not be used with the target, this somewhat aberrated wavefront at the input diagnostic is used as the reference wavefront to provide optimum wavefront at the target during the laser-plasma interaction experiments.

During high-power operation, the closed-loop procedure described above is performed at <2 J on-target laser energy. For higher energies, the closed-loop operation is not performed to avoid potential damage to optics due to the “beam swinging". As laser energy increases, it has been empirically observed that aberrations introduced are dominated by 0° astigmatism, 45° astigmatism, and longitudinal focus shift. These could be measured by the mode imager from Fig. 6 which scans through focus. Corrections are then manually applied adjusting the Zernike coefficients for those three aberrations while the beam is blocked (“open-loop” operation).

Figure 8 shows an example of measurements of the focal region made by the mode imager before and after the open-loop correction. Shown in the first row (A1 - A5) are the mode imager measurements result just after the on-target energy was...
increased from 29 J to 46 J. Note that the DM had been tuned to compensate for thermal loading of the crystals at 29 J operation. From the standard deviation of the integrated mode profile in horizontal and vertical axis as a function of longitudinal axis $z$ shown in Fig. 8 (A2), one can see that the mode has significant astigmatism, about 21 mm focus location difference between the two axes.

The mode imager measurements result after the open-loop process is shown in Fig. 8 (B1-B5). By comparing (A1) and (B1), the peak fluence as a function of longitudinal axis, a significant improvement in peak fluence was achieved. Astigmatism (0 deg and 45 deg) was well corrected according to (B2) and (B3), and an overall mode quality improvement can be seen through comparison of the mode in both linear and log scale as shown in (A4), (A5), (B4) and (B5). The minimum possible step that could be obtained for the BELLA laser system was a 2 mm shift in focal location, which was about 20% of the Rayleigh length ($L_R = \pi w_0^2/\lambda_0 \sim 11 \text{ mm}$). Based on a Gaussian fit to the focused shown in Fig. 8 (B4), the focus waist size was $w_{0x} = w_{0y} = 53 \mu m$.

B. Spatial Mode Quality

The Strehl ratio $S$ is a commonly used measure to discuss quality of the focus [55], [56]. It can be approximated by using the rms wavefront phase error [57],

$$S \simeq \exp \left(-\sigma^2 \right). \quad (1)$$

After the closed loop operation described above, the wavefront typically converged to have $\sigma \sim 0.3$, which gives $S = 0.9$. Note that the measured wavefront phase error is associated with the wavefront at the location of the DM, namely wavefront phase deviation from 0 at the near field. For a beam with Gaussian spatial profile, one may estimate the peak intensity of the pulse as $I_0 = 2SE_L P_E(0)/\pi w_0^2 = 23 \text{ EW/cm}^2$ where $E_L = 46 \text{ J}$, $P_E(0) = 25 \text{ TW/J}$, $w_0 = 53 \mu m$ and EW is Exawatt. Note that this estimate would be accurate only if the spatial amplitude profile has a Gaussian shape. The Strehl ratio addresses quality of the wavefront phase, but not of the amplitude profile.

In order to increase efficiency in the laser pulse amplification, flat-top or a super-Gaussian near field profile of the form of $I(r) \propto \exp \left[-2\left(r/w_n\right)^M \right]$ is commonly used for high power laser systems [22], where $r$ is the distance from the beam center, $w_n$ is the beam waist for near-field, and $N$ determines the shape. For BELLA PW system, measurement of the near field profile showed $M \sim 10$, and found to have significant effects in the propagation in the plasma channel [26], [27]. Figure 9 shows a corresponding near-field horizontal lineout for the beam shown in Fig. 8 (B). The blue solid curve shows measured profile, and red dashed line a super-Gaussian curve with $w_n = 71.5 \text{ mm}$ and $M = 10$. It was measured by the near-field camera that images the surface of the wedge with a hole, and therefore $25.4 \text{ mm}$ diameter hole is visible (see Fig. 6 for location). Such a high-order near-field super-Gaussian profile gives a focal spot with a significant portion of energy outside of the main structure, even with a perfect wavefront phase at near field.

To discuss quality of the focus including this non-Gaussian near field effect, a fraction of energy within the first minimum of the diffraction pattern was evaluated. For the case shown in Fig. 8 (B), the first minimum was found at 67 $\mu m$ (indicated by the red dashed circle), and a fraction of energy within $r = 67 \mu m$ was 0.75. For a comparison, a fraction of energy within $r = 67 \mu m$ for the case before the optimization, (A), was 0.55. This number gives intuitive understanding on how much energy is in the tails of the beam, and can be useful for comparing the quality of the spatial mode profile between different laser systems. Note that this measurement was limited by the dynamic range of the camera.

In order to estimate the peak intensity of the pulse accurately, it is convenient to evaluate energy-normalized fluence $F_E(r)$, that gives the fluence for the pulse with 1 J of energy. For the case shown in Fig. 8 (B), the energy-normalized peak fluence $F_E(0)$ was found to be 15 kJ/(cm$^2$). Fluctuation level of the normalized peak fluence was found to be 6% based on 100-shot statistics. The peak intensity of the pulse is given by $I_0 = E_L P_E(0)/F_E(0) = 17 \text{ EW/cm}^2$. One can see the significant reduction compared to the one estimated by using the Strehl ratio and a Gaussian spatial profile, 23 EW/cm$^2$. It demonstrates how significant the effect of non-Gaussian near field profile can be, especially for high power laser system.

As described in Sec. II, a fraction of the laser pulse is first sampled by an uncoated wedge with a 25.4 mm diameter hole. The effect of the hole was studied by replacing the wedge with a wedge without a hole. The presence of the hole was found to decrease the energy-normalized peak fluence by 3% and the fraction of energy in the first minimum by 12%. These effects were taken into account for the evaluations discussed above.

C. Summary for Spatial Domain

As demonstrated here, the BELLA PW laser has delivered high quality spatial modes on target using the ILAO system, where the fraction of energy within the first minimum of the diffraction pattern was found to be 0.75. The Strehl ratio can be a good indicator for performance of a wavefront phase correction system, such as the ILAO system. The effect of the amplitude profile was found to contribute the focus quality.
significantly, and therefore, the fraction of energy within the first minimum was introduced to discuss the focus quality in this work. In order to estimate the peak intensity accurately, the energy-normalized fluence was evaluated. For full-energy operation (46 J on target), the peak energy-normalized fluence was found to be 15 kJ/cm$^2$ J with 6% shot-to-shot fluctuation.

Protocols have been established to best handle the thermal aberrations that occur with laser energy changes. Additionally, the excellent quality of the beam allows for measurements such as the channel diagnostics from centroid oscillations of a purposely offset beam [58]. Along with optimization of the spatial quality, efforts have been made to ensure good pointing stability and energy stability as been discussed in Sec. II. Spatial mode optimizations allow for reproducible guiding and more stable electron beams.

IV. TEMPORAL DOMAIN

The temporal structure of the laser pulse can affect laser-plasma interactions in various ways [1]. Laser pulse self-focusing is one of the key phenomena in high power laser-plasma interactions, and depends on the laser power [59]. The laser intensity governs the wake field generation. Laser pulses can evolve significantly during propagation in plasma. A prepulse structure can condition targets before the arrival of the main pulse which may result in performance degradation. The prepulse structure plays a more critical role in laser driven ion accelerations [60] and preliminary experiments are underway to use the BELLA PW laser system to explore this field in the near future [61].

The laser temporal structure can be split into two components, namely the coherent and incoherent portions. The coherent portion, the main structure, can be described as

$$E(t) = \mathcal{F}^{-1} \left\{ \sqrt{I(\omega)} \exp\left[-i\phi(\omega)\right] \right\},$$

(2)

where $\mathcal{F}^{-1}$ denotes inverse Fourier transform, $I$ is the laser intensity, $\omega$ is the laser angular frequency, and $\phi(\omega)$ is the spectral phase of the pulse. Although the total energy of the laser pulse is ideally contained within 100 fs for typical 30 fs laser pulses, the tail of the pulse can extend to 10 picoseconds or longer due to imperfection in the spectral amplitude and phase from various sources [37], [62]–[65].

The incoherent portion of the pulse typically consists of replicas of the main pulse and contributions from amplified spontaneous emission (ASE) from gain media. For the pre-main structure, it can extend as long as the time duration when the gain media were excited, typically several nanoseconds (can be much longer for post-main structure). The intensity contrast between the main pulse and its prepulses is one of the key parameters in determining the temporal quality of a laser pulse.

In this section, diagnostics, control and performance parameters for the various pulse components are discussed. For the BELLA PW laser system, a photodiode and SEQUOIA, third-order cross-correlator, were used to characterize the incoherent portion of the temporal structure. There have been various techniques developed to characterize femtosecond pulse structure [66]–[69]. In this study, a self-referencing spectral interferometer technique (WIZZLER) [70] and a second-harmonic based frequency resolved optical gating technique (GRENOUILLE [71]) were used to characterize temporal structure. As discussed below, WIZZLER can provide feedback signal to DAZZLER to correct spectral phase of the pulse and GRENOUILLE can provide measurements on spatiotemporal couplings in cost effective way. For all diagnostics mentioned, the laser beam was attenuated through reflections of uncoated wedges or foils, and the whole beam was sent to each diagnostic, rather than sampling a fraction of the beam spatially. Therefore, measurements presented here show spatially-averaged temporal structure at near field.

A. INCOHERENT COMPONENT

In addition to the log-scale nanosecond-long pedestal structure from ASE, pulses can contain multiple pre- and postpulses which typically originate from multiple reflections at plane-parallel optics (pico to nano seconds away from the main pulse) and a pulse train from RA (≥1 ns away from the main pulse). Note that through nonlinear processes, a post pulse following the stretched main pulse can result in a prepulse when the main pulse is compressed [72].

For gas-target based LPAs, if such prepulse is intense enough to ionize the gas and arrives early enough for generated electrons to expand, it can lower the plasma density significantly before the arrival of the main pulse [73], [74]. A study indicated that a poor contrast ratio between pre and main pulse resulted in worse electron beam pointing stability and complicated spatial electron beam structure [75]. However, if used correctly, those prepulses can also be utilized to improve LPAs. By carefully arranging pre- and postpulses to controllably modify the plasma, they can be used to provide plasma channels to guide intense laser pulses [76], [77] to enhance electron injection to accelerating structure [78], [79]. Although preformed plasma structures can also be created through multiple laser pulses with better flexibility and control [9], [80], [81], the prepulse utilization may have some advantages such as simplified alignment and reduced experimental complexity. For the BELLA PW system, efforts have been made to maximize the contrast to avoid unwanted effects from prepulses.

The control for the incoherent component included configuration of the amplifiers (especially the RA), the XPW, and minimizing the number of plane-parallel optics. The pump lasers’ timings were arranged as close to the main laser pulse as reasonably achievable, typically 1 ns before noticeable energy drop in the output energy. The RA’s Pockels cell (PC) timing was arranged such that the prepulse contrast was 10 times better than the postpulse. For an ideal condition, the XPW should enhance the contrast $\Upsilon = 0.5\eta_c C_{pot} \sim 8 \times 10^3$, where $\eta_c \sim 0.17$ is the efficiency of the XPW and $C_{pot} = 10^5$ is the extinction ratio of the polarizers in the XPW.

The nanosecond pulse structure was measured by using a photodiode (DET10A), a 500 MHz bandwidth oscilloscope and calibrated silver-coated pellicle foils (National Photocolor [82]). For the output of the RA, there were pre- and postpulses that originated from the round trip (8.5 ns) as well...
as a prepulse 3.5 ns away from the main pulse, most likely due to imperfection of the pulse in/out outcoupling inside of the RA. The specifications for the RA indicated that the prepulse contrast was better than $10^{10}$. It was measured to be $2 \times 10^9$. After the XPW, it was measured to be $6 \times 10^8$, corresponding to $3 \times 10^9$ contrast enhancement at the XPW. This somewhat lower contrast enhancement ($3 \times 10^9$) than analytical estimates ($8 \times 10^9$) was probably due to the imperfect collimation of the laser pulse at the XPW output polarizer.

The on-target nanosecond structure was measured at the output diagnostic by using an identical setup described above (see Fig. 6 for location). A prepulse 3.5 ns away from the main pulse was observed, but other prepulses observed at the output of the RA (8.5 ns and beyond) were not visible with the same scale probably due to the 1 Hz Pockels cell based pulse cleaner between the booster- and pre-amplifiers (see Fig. 2 for location). The contrast against the 3.5 ns prepulse was measured to be $10^6$, an insignificant change from the output of the XPW. With this contrast, the 3.5 ns prepulse was not intense enough to ionize hydrogen or helium gas through optical field ionization, when the focus intensity for the main pulse was estimated to be 17 EW/cm$^2$.

The sub-nanosecond pulse structure was measured with SEQUOIA at the output diagnostics (see Fig. 6), and shown in Fig. 10. The measurement was done with 1 ps step with 3 shots averaging at each step, and the dynamic range was about $10^9$. The input energy was estimated to be about 0.2 mJ. From the measurement, the contrast of the main pulse against ASE pedestal (incoherent portion) was considered to be better than $10^9$. The coherent pedestal was visible occupying from -20 to 40 ps range, and is discussed in Sec. IV-B. There were two distinct replicas in front of the main pulse about -175 ps. One of them was considered to be an artifact owing to mixing of the 2nd harmonic of the 175 ps postpulse and the fundamental of the main peak. The other prepulse could be from the nonlinear interference between the main pulse and the postpulse [72]. The source of this postpulse was found to be degraded anti-reflective coating of the Ti:Sapphire crystal in RA. This issue will be addressed in the near future.

B. Coherent Component

The coherent component of the laser pulse temporal profile can be described by Eq. (2), and the spectral phase $\phi$ can be represented by a Taylor series expansion as,

$$\phi(\omega) = \phi_0 + \phi_1(\omega - \omega_0) + \frac{1}{2!}\phi_2(\omega - \omega_0)^2 + \frac{1}{3!}\phi_3(\omega - \omega_0)^3 + \frac{1}{4!}\phi_4(\omega - \omega_0)^4 + \ldots, \quad (3)$$

where $\omega_0$ is the central angular frequency of the expansion, $\phi_1$ is the group velocity of the pulse, $\phi_2$ the group velocity dispersion (GVD), and $\phi_n(n \geq 3)$ denotes n-th order dispersion [83], [84]. Described in this section is the optimization process of the spectral phase profile of the pulse.

The control for the coherent component included the angle of incidence to the stretcher and compressor, and diagnostics were optical spectrometer, WIZZLER and GRENouille. First, the angle of incidence to the stretcher and compressor were adjusted to maximize the energy-normalized peak power. Then the spectral phase profile was further optimized using the DAZZLER.

The angle of incidence to a diffraction grating, $\alpha$, changes the diffraction angle, $\beta$, through the first order grating relation $\sin \alpha + \sin \beta = N \lambda$, where $N$ is the groove density of the grating. The incident angle to the compressor grating pair has an effect on the spectral phase of the pulse coming out from the compressor, $\phi_{cmp}$, as [84],

$$\phi_{cmp}(\omega, \beta) = \frac{2\omega L_g \cos \beta}{c}, \quad (4)$$

where $L_g$ is the distance between the gratings and $c$ is the speed of light in vacuum. Through Taylor expansion, one can obtain the dispersion of an arbitrary order $\phi_{cmp} = \frac{\partial^n \phi_{cmp}}{\partial \omega^n}|_{\omega_0}$ for the compressor. By varying $L_g$, one can compensate second order dispersion or $\phi_2$. By altering the incident angles to the stretcher and the compressor, one can compensate third ($\phi_3$) and fourth ($\phi_4$) order dispersion, while also balancing $\phi_2$ via appropriate changes for $L_g$.

The grating incident angle tuning for the second stretcher and compressor was performed while measuring the pulse shape at the output diagnostic. It was found that the highest energy-normalized peak power was obtained when the tails of temporal structure were approximately symmetric. It did not fully eliminate the third and fourth order dispersion, but balanced all higher order dispersion to achieve the highest peak power.

Shown in Fig. 11 case (1) is the on-target pulse based on the spectral amplitude measured by the optical spectrometer and the spectral phase measured by the WIZZLER after grating angle tuning. Although the WIZZLER also measured the spectral amplitude, it was measured after many transport optics that modified the spectral amplitude. Based on measurements by the optical spectrometer, and accounting for the sensor response, the on-target spectrum was retrieved. Note that the spectral amplitude for the power below $10^{-3}$ were modeled with the Gaussian shape pulse detailed in the next paragraph.
conceptually similar to Strehl ratio for spatial domain, for it addresses the quality of spectral phase profile but not of spectral amplitude profile. Shown in Fig. 11 case (2) is a simulated pulse with a measured spectral amplitude $I(\omega)$ with a flat spectral phase $\phi = 0$. The ratio of the energy-normalized peak power between case (1) and (2) gives the spectral quality factor $Q_\phi$, and it was found to be 0.68.

In order to study the effects from the spectral amplitude profile, a Gaussian spectral amplitude with a flat spectral phase $[\phi(\omega) = 0]$ is calculated and shown in Fig. 11 case (3). The spectral width for case (3) was chosen to be 35 nm FWHM to have the same pulse length in FWHM as case (2). It can be seen that for case (3), the pulse in temporal domain can be contained well within 100 fs even in log scale plot. From Fig. 11 (d), one can see that both spectral amplitude $I(\omega)$ and spectral phase $\phi(\omega)$ can contribute to the construction of the coherent pedestal. Although a significant coherent pedestal was seen in case (2), the peak power was almost the same between cases (1) and (2), indicating shown modulation ($\sim$15%) in the spectral amplitude does not affect the peak power significantly. The modulation in the spectral phase ($\sim$2 rad) significantly reduces the peak power, and increases the coherent pedestal further.

In a similar way to the spatial domain, the fraction of energy within the first minimum can be used to discuss the effect of non-Gaussian spectral amplitude profiles. For Fig. 11, the locations of the first minimum for case (1) and (2) are indicated by the vertical dashed line in (c) and (d), and a fraction of energy within the first minimum for case (1) was 0.85 and (2) was 0.99, respectively. Since case (2) assumes an ideal spectral phase $\phi = 0$, it shows only the effect of spectral amplitude profile, and it was only 1% of energy for this profile.

Although the spectral amplitude was controlled through a DAZZLER as discussed in Sec. II, it was not optimized against the coherent pedestal, but maintained overall bandwidth against gain narrowing. The spectral amplitude defined the pulse shape for chirped (stretched) pulse set by the second stretcher. To ensure that the pulse intensity was below the damage threshold during amplification, this semi-top-hat spectral amplitude, with more than 40 nm FWHM, was maintained. The effects of the picosecond pedestal for femtosecond laser pulse propagation in gas was studied by Giulietti et al. [86], and was found to be not detrimental. For future ion acceleration experiments, the DAZZLER can shape the spectral amplitude closer to a Gaussian amplitude profile if deemed necessary and effective.

In addition to the stretcher/compressor grating angle tuning, the DAZZLER was used to compensate higher order dispersion. The phase measured by the WIZZLER could be directly fed into the DAZZLER for closed loop operation. Here, the feedback operation was done manually to accommodate effects from shot-to-shot fluctuation largely due to pointing fluctuations. First, $\sim$100 shots were taken with the WIZZLER and statistical analysis was performed to remove outlying pulses. Second, after some manipulation (described in next paragraph), the averaged spectral phase was fed into the DAZZLER. This process was repeated till the resultant pulse properties converged. The result of the spectral phase

![Fig. 11. Three examples of the coherent component. (1, red) measured spectrum amplitude profile $I(\omega)$ (42 nm FWHM) with measured spectral phase by the WIZZLER, (2, green) measured spectral amplitude with a flat spectral phase, and (3, black) a Gaussian spectral amplitude for 35 nm FWHM width with a flat spectral phase. Shown in (a) and (b) are the pulse in spectral domain with linear and log scales, respectively while (c) and (d) show in temporal domain with linear and log scales, respectively. For both linear scale plots, the power is shown by the solid curve with axis on the left side and the phase is shown by the dashed curve with axis on the right side. Temporal pulse width indicated in (c) for each case are in FWHM. Vertical lines in (c) and (d) indicate the location of the first minimum. The spectral phase quality factor for (1) was measured to be 0.68 and a fraction of energy within the first minimum was 0.85 and 0.99 for (1) and (2), respectively.](image-url)
optimization with the WIZZLER-DAZZLER feedback loop is shown in Fig. 12, where the red and blue curves show before [also shown in Fig. 11 case (1)] and after the DAZZLER optimization, respectively. The energy-normalized peak power was improved from 23 to 28 TW/J, the spectral phase quality factor from 0.68 to 0.86, and a fraction of energy within the first minimum from 0.85 to 0.97. The standard deviation of the energy-normalized peak power was measured to be 1%.

The spectral phase quality factor of 0.86 indicates that the spectral phase was not perfectly flat. One can see from Fig. 12 (a) that the spectral phase contains the modulation from remaining higher order dispersion that was purposely not compensated. It was found that when the measured phase was directly fed to the DAZZLER, the resulting spectral amplitude could be modulated. We empirically found that it could be avoided by applying a low-pass filter on the measured spectral phase. The measured and averaged spectral phase was fit by a polynomial, and up to certain orders were included in the phase that was fed to the DAZZLER. For the case shown in Fig. 12, the measured phase was well fit with a 50th order polynomial, and the cut-off order of 30th was found to be a good compromise to achieve the best spectral phase, while not modulating the spectral amplitude. Hence, the measured spectral phase contained the modulation from remaining higher order dispersion.

Figure 13 shows the picosecond time scale pulse structure measured by SEQUOIA for direct feed and 30th order polynomial feed (low-pass) cases. When the low-pass manipulation was applied to the spectral phase, there was no significant difference in picosecond pulse contrast between before and after the DAZZLER optimization as can be seen from Fig. 13 (a). For the case of the direct feed, the modulation on the measured optical spectrum was obvious as shown in Fig. 13 (c), and it resulted in somewhat degraded picosecond contrast of the pulse that is shown in Fig. 13 (b). Note that the spectral amplitude difference between Fig. 12 (a) and Fig. 13 (c) for the “before” case was simply because the measurements were taken on different days, and was not critical for the study of the effect. Though the effects of the picosecond pedestal for femtosecond laser pulse propagation in gas was found to be not detrimental [86], it was optimized in our configuration. The coherent pedestal was found to have the contrast of $10^4$ at -0.5 ps, $10^2$ at -1.5 ps as shown in Fig. 13 (a), and $10^0$ at -20 ps as shown in Fig. 10.

Femtosecond pulse structure was also measured by the GRENOUILLE to confirm the spectral phase optimization. The comparison is shown in Fig. 14 (a) in the spectral domain and (b) in the time domain. The spectral phases measured by the WIZZLER and GRENOUILLE were both averages of about 20 shots. The spectral phase measured by the WIZZLER contains finer structure than that of the GRENOUILLE owing to enhanced spectral resolution, giving an advantage to WIZZLER in measurement accuracy. The comparison in the time domain shows excellent agreement between both diagnostics, with only 3% difference in the energy-normalized peak power.

The spectral phase tuning procedure described above was usually performed with the beam energy significantly below full power (<2 J on target) to avoid any possible risks of damaging optics. Moreover, for pulses above 5 J on-target energy, significant shot-to-shot fluctuation in the spectral amplitude was observed probably due to high accumulated B-integral, namely spectral phase modulation (SPM) [63]. In order to avoid SPM, a gold-coated pellicle foil (average 2.5% transmission over 750 - 850 nm) was inserted before the vacuum window for operations with on-target energy above 5 J (see Fig. 6 for location). Although the foil suppressed shot-to-shot fluctuation in spectral amplitude profile, it has modulated the spectral amplitude because transmission was not spectrally flat. Therefore, the spectral phase tuning was performed with laser energy below 2 J.

With 46 J on target, the spectral phase quality factor was found to degrade to $Q_\phi = 0.76$, the energy normalized peak power was 25 TW/J, and shot-to-shot fluctuation in the energy-normalized peak power was increased from 1%
to 5%. One of the possible explanations is SPM due to the high accumulated B-integral. The B-integral at the output diagnostic area was estimated to be \( B(46 \text{ J}) \sim 4.4 \) with the foil before the vacuum window, while \( B(2 \text{ J}) \sim 3.3 \) without the foil. In order to improve, removal of a Faraday rotation isolator between Amp1 and Amp2 (see Fig. 2 for location) and minimization of refractive optics in the system are currently under consideration, which are estimated to reduce 2.3 of the accumulated B-integral at the output diagnostic area.

The source of the observed high order dispersion in the pulse is currently under investigation. There are several possible sources for this high order spectral phase [37], [62]–[65], such as imperfection of the coatings at the spectral edges and contaminated grating surfaces. Since it was observed from low power operation in stable and consistent manner, B-integral was not considered to be a source. It is worth to point out that the BELLA PW system employed one DM to optimize the wavefront at the target, not at the compressor input. A distorted wavefront at the compressor input may contribute to observed high order dispersion. Another DM to optimize wavefront at the input of the compressor may improve the quality of the spectral phase.

As a summary, the optimization process of the spectral phase profile of the pulse was described in this section. The angle of incidence to the stretcher and compressor provided coarse tuning of the spectral phase, and the DAZZLER-WIZZLER feedback process provided fine tuning. Note that the Dazzler had a limitation in the amounts of dispersion that it could compensate. The coarse tuning through the angle of incidence was necessary. The energy-normalized peak power for full power (46 J on target) was 25 TW/J, which gave a peak power of 1.2 PW.

### C. Modeling of the Coherent Component

The optimization of the laser temporal profile in terms of obtaining the highest peak power was discussed in Sec. IV-B. The highest laser peak power may not always be the optimum for LPA performance. Depending on applications, LPAs can be tuned to maximize electron beam properties such as charge, energy spread, peak energy. Their performance can be tuned through parameters related to targets such as plasma density, and/or through laser related parameters such as the peak power or pulse length. For example, asymmetric laser pulses yielded the most electron beam charge when somewhat stretched [87]. In staged acceleration scheme [3], [88], one might utilize a longer pulse for post acceleration stages to resonantly excite wakefield for low density plasma and to avoid self-trapping from the highly nonlinear regime.

The compressor grating separation, \( L_{g} \), is often varied during the LPA optimization processes. A stretched pulse has been usually modeled with a Gaussian shape pulse with deduced GVD from the compressor \( \phi_{cmp}^{g} \). If a pulse contains some high order dispersion as shown in the previous section, the temporal amplitude profile may be significantly different from a Gaussian shape, especially when stretched by varying \( L_{g} \). Accurate knowledge of the temporal amplitude profile and the peak power can be critical to understand and/or model laser plasma interactions [87], [89]. Discussed in this section is a method to model the laser pulse for arbitrary \( L_{g} \) [90].

As shown in Sec. IV-B, WIZZLER and GRENOUILLE can measure femtosecond pulse structure with excellent agreement. While WIZZLER has an advantage in the spectral resolution as well as being capable of single shot measurement without head-tail ambiguity, GRENOUILLE can measure stretched/not optimized pulses consistently for which WIZZLER may not be able to measure accurately. In order to improve accuracy and to overcome the head-tail ambiguity, GRENOUILLE images were taken for multiple \( L_{g} \). Based on the \( \phi_{g} \) change of the compressor with varying \( L_{g} \), the head-tail ambiguity can be overcome. With the complete model of the optical compressor, one can obtain the dispersion from the compressor \( \phi_{cmp}(L_{g}) \) analytically as shown in Eq. (4). While varying \( L_{g} \), the dispersion at the diagnostics \( \phi_{diag}(L_{g}) \) would change but not the dispersion for the input pulse to the compressor \( \phi_{in} \).

\[
\phi_{in} + \phi_{cmp}(L_{g}) = \phi_{diag}(L_{g}).
\]  
(6)

Therefore, by fitting for \( \phi_{in} \) with Grenouille images recorded for multiple \( L_{g} \), the fitting accuracy can be improved.

Shown in Fig. 15 (a) is an example of GRENOUILLE measurements for multiple \( L_{g} \). These images were taken for seven locations as indicated by \( L_{g} = L_{g} - L_{opt} \), where \( L_{opt} \) is the optimized grating distance for the highest energy-normalized peak power. At each location 10 images were taken and binned in 3-by-3 pixels to gain dynamic range. Note that the dynamic range of the original single-shot image was 8-bit. One can see that the compressed pulse looks clean in linear scale, while the log scale image reveals fine temporal structure. The input spectral phase \( \phi_{in} \) was fit into a 12th order polynomial by comparing experimental results and simulated GRENOUILLE images, based on \( \phi_{in} \) and spectral amplitude \( I(\omega) \) independently measured by the optical spectrometer. The fit results from simulated GRENOUILLE images are shown in Fig. 15 (b). The fit results show agreement with the measured images in linear and log scale. Note that the fit result image assumed spectral and temporal resolution down to one pixel while measured images did not have that resolution.
Fig. 15. (a) Measured GRENOUILLE images for multiple $L_g' = L_g - L_{opt}$, where $L_{opt}$ is the optimized grating distance. The left side of each image is shown in linear scale and the right side in log scale. The linear scale images were normalized into the peak of the log scale image. For each $L_g$, 10 shots were acquired, and binned by 3x3 pixels to gain dynamic range. (b) Fit GRENOUILLE images based on the 12th order polynomial $\phi^{opt}$ in log and linear scales. (c) The peak power $P_E(0)$ comparison between Quickfrog analysis and the modeled laser pulse. The errorbar for Quickfrog analysis shows the minimum and maximum of 10 shots acquired for each $L_g'$.

Fig. 16. Modeled temporal pulse profile as a function of $L_g'$. (a) Waterfall plot of the pulse temporal profile with color scale showing the power. (b) The modeled temporal profiles for $L_g' = -0.2, 0, 0.2$.

With obtained $\phi^{in}$, $I(\omega)$ and $\phi^{cmp}$, a pulse shape for arbitrary $L_g$ can be simulated. Shown in Fig. 15 (c) is a comparison between the modeled laser peak power and single-shot analysis done by Quickfrog (Femtosoft) as a function of $L_g'$, and their agreement is excellent. The errorbar for Quickfrog analysis shows the minimum and maximum of 10 shots acquired for each $L_g'$. With the model, one can simulate pulses for longer $L_g'$ where the pulse is difficult to measure.

Figure 16 (a) and (b) show the calculated pulse shape as a function of $L_g'$. One can see that when the pulse is stretched with positive $L_g'$, it exhibits finer structure that may not be ideal for some applications. Although the modeled pulse shape for the outside of measurable $L_g$ should be validated with other methods, it is far more accurate than the simple Gaussian shape model with only $\phi_2$, and precise knowledge of the pulse shape is important to understand complicated laser-plasma interactions.

D. Summary for Temporal Domain

The BELLA PW laser has delivered high quality temporal modes on target with the temporal contrast against ASE higher than $10^9$ and the spectral phase quality factor up to 0.86. For full power operation, the energy-normalized peak power was 25 TW/J, or 1.2 PW on target for 46 J beam. The fluctuation of the peak power from the fluctuation of the temporal pulse profile (fluctuation of the laser energy excluded) was found to be 5%. An optimization protocol was established to provide high quality mode in all ns, ps and fs structures. The spectral phase of the pulse exhibited significant high order dispersion. A method to provide an accurate pulse shape for an arbitrary compressor grating distance was presented as well.

V. SPATIOTEMPORAL DOMAIN

SPATIAL and temporal properties of ultrashort laser pulses are commonly discussed separately as in previous sections. Since CPA laser systems provide high power laser pulses through the manipulation of spatiotemporal properties, it is inevitable to have some spatiotemporal distortions. Therefore, the separated description of the spatial and temporal properties of the pulse may be valid only when the spatiotemporal distortion is negligibly small for a given application.

One can utilize the spatiotemporal distortions, or spatiotemporal couplings (STCs) when controlled, for some applications. A pulse front tilt can be used to steer electron beams from an LPA [33], to enhance betatron x-ray from an LPA [34], and to pump x-ray lasers efficiently [91]. Wavefront rotation can be used to extract a single attosecond pulse [92]. Simultaneous spatial and temporal focusing [93], [94] is a technique to compress a pulse in time while focusing spatially. It delivers high intensity pulses more localized than conventional ways, and can be useful for applications such as micro machining [95], [96].

Although it is not trivial to characterize STCs of a pulse, there are several techniques available [97]–[104]. Full characterization of STCs for high power lasers requires special care [32]. For a Gaussian beam, all the first-order STCs can be described if beam size $w_t$, spectral profile and phase $I(\omega)$ and $\phi(\omega))$, angular dispersion, and spatial chirp are known [105]. Discussed in this section are the control and relatively cost-effective way to diagnose the linear angular dispersion and linear spatial chirp (first-order), followed by a model of the first order STCs to simulate evolution of the pulse in the vicinity of focus [106].
Fig. 17. Far-field spatial chirp measurements with the mode imager (blue circles with left side axis) and near-field pulse front tilt measurement with the GRENOUNILLE (red squares with the right side axis) as a function of the misalignment angle of the grating pair $\delta_g$. The beam size is in standard deviation. Pulse front tilt angle was measured at the output diagnostic, where angular dispersion at the diagnostic was $\psi_d = \psi_g/M_d$ and $M_d = 0.015$ is the magnification factor for the diagnostic telescope. Error bars for the beam size is rms of the beam size, and for the pulse front tilt angle is described in the manuscript.

A. Measurements

For a common double-pass optical compressor, a non-parallel grating pair introduces angular dispersion. Angular dispersion, $\psi$, for a small misalignment angle of the grating pair, $\delta_g$, is described as [33], [92],

$$\psi_g = \frac{d\theta}{d\lambda} = \frac{2N \tan \beta}{\cos \alpha} \delta_g, \quad (7)$$

where $\psi_g$ is angular dispersion at the grating compressor output and $\theta$ is the laser propagation angle. For the BELLA PW system, $\psi_g$ [rad/mm] $\sim 2.3\delta_g$ [mrad] and could be adjusted with 0.02 rad/mm resolution at the compressor. This corresponds to a grating rotation resolution of 8.7 $\mu$rad.

When a laser pulse containing some angular dispersion (at near field) is focused (far field), displacement of the beam at focus exhibits wavelength dependence, $x(\lambda) = f \tan[\theta(\lambda)]$ yielding an elliptic focus, namely spatial chirp. Here, “near field” is defined as the beam at the OAP, and for the BELLA PW system $\psi_{OAD} = \psi_g$. It is common that near-field angular dispersion, $\psi_g$ (or grating parallelism), is tuned by measuring focus intensity profile.

Shown in Fig. 17 by blue circles is the measured horizontal beam size in standard deviation $\sigma_x$ as a function of $\delta_g$ at the output diagnostic mode imager. At each $\delta_g$, the focus location was found by varying $z$ location of the mode imager, and 100 shots were taken at focus. The error bar was from the rms of the beam size. One can see that there is a specific grating angle that provides the smallest beam size (defined as $\delta_g = 0$), and therefore the least $\psi_g$. The angular dispersion could be minimized within a half $\delta_g$ step corresponding to $\pm0.01$ rad/mm, which was determined by the rotation stage resolution.

When a pulse contains angular dispersion, it exhibits pulse front tilt [107],

$$\tan \gamma_{AD} = \lambda \psi, \quad (8)$$

where $\gamma_{AD}$ is pulse front tilt angle from angular dispersion. It was shown that a GRENOUNILLE can measure pulse front tilt, where the pulse front tilt results in the acquired image with an offset in time, $\tau_{os}$ [108]. This was studied by measuring $\tau_{os}$ as a function of $\delta_g$. For this specific GRENOUNILLE unit, the relation $\tau_{os}$ [fs] $= 4.5\gamma$ [mrad] was obtained from a factory calibration. Note that the product of spatial chirp and temporal chirp also provides pulse front tilt $\gamma_{SC}$ as described in the following paragraphs, and could contribute to total pulse front tilt angle $\gamma = \gamma_{AD} + \gamma_{SC}$. Therefore, at each angle $\delta_g$, the compressor grating distance $L_g$ was varied to find the position for the least temporal chirp to ensure $\gamma_{SC} = 0$.

The measurement result of pulse front tilt angle by the GRENOUNILLE is shown in Fig. 17 (squares, right side axis) together with the expected pulse front angle from Eqs. (7) and (8) (solid line) and were in excellent agreement. Some of the acquired GRENOUNILLE images are shown in Fig. 18(a), where the shift of the offset $\tau_{os}$ is visible. Note that the laser pulse went through a telescope with a magnification factor $M_d = 0.015$, which made angular dispersion at the diagnostic $\psi_d = \psi_g/M_d$. The error bar originates from how accurately the center of the GRENOUNILLE image could be determined, and was $\pm2$ pixels ($\gamma = \pm0.4$ mrad) for the measurements presented here. Although the manufacturer claims sub-pixel resolution of $\gamma = \pm15$ $\mu$rad, which could be true for ideal Gaussian beams, this resolution was not used for the error.
bars here.

Two methods to measure the near field angular dispersion are shown in Fig. 17. Focus ellipticity measurement has an advantage in determining 0 dispersion, while GRENOUILLE has to be calibrated by a source with know angular dispersion to determine 0 location. A pulse front tilt measurement with GRENOUILLE has an advantage in measuring angular dispersion directly, while focus ellipticity does not. One can deduce angular dispersion from ellipticity for an ideal Gaussian beam [109] but it is not usually the case. Therefore, it was essential to employ both methods here, determining the 0 dispersion based on the focus measurement and determining the angular dispersion from GRENOUILLE.

There are other techniques to measure angular dispersion such as a spectrally resolved inverted field interferometer [33], [110], which has a typical measurement error of about ±0.1 rad/mm. The measurement error of the GRENOUILLE presented here was deduced to be ±0.5 rad/mm, which was 5 times higher. This interferometric technique may have an advantage in resolution and can determine 0 dispersion by itself. It is worth mentioning that the required input beam size for a diagnostic is one of the key parameters for angular dispersion measurements. The measurements presented here required a telescope with a magnification factor $M_d = 0.015$ to match the input beam size for the GRENOUILLE, which was about 2 mm in diameter. This magnified angular dispersion 68 times and the resolution of the GRENOUILLE was sufficient to measure for this work.

For a common double-pass optical compressor, a misaligned retro-reflection mirror introduces spatial chirp [111]. Spatial chirp can also be introduced by propagating a pulse with angular dispersion [109]. Spatial chirp is commonly measured with an imaging optical spectrometer. A shear in the GRENOUILLE image [112] and pulse front tilt caused by spatial and temporal chirp can also be used to measure spatial chirp. Spatial chirp can be defined as the frequency gradient $\xi = d\omega_0 / dx$, where $\omega_0$ is the mean angular frequency at position x, and introduces pulse front tilt as [109],

$$\tan \gamma_{SC} = c \phi_2 \xi. \tag{9}$$

Spatial chirp originated pulse front tilt was studied with the GRENOUILLE by varying the compressor grating distance (varying $\phi_2$). When angular chirp was minimized ($\delta_g = 0$), no measurable shift in $\tau_{os}$ was observed. This indicated that the $\xi_d = \xi_g / M_d$ was below the resolution of the measurement, estimated to be $±2 \times 10^{-5}$ (rad/fs)/mm. Here, $\xi_g$ is near-field frequency gradient and $\xi_d$ is frequency gradient at the diagnostic.

Spatial chirp can be introduced by propagating a beam with angular dispersion. Shown in Fig. 18 (b) is an example where $\gamma_{SC}$ is large enough to be measured. Angular dispersion $\psi_g = 0.084$ rad/mm was introduced at the compressor via $\delta_g = 37 \mu\text{rad}$, resulted in $\tau_{os}$ for the GRENOUILLE image (see middle image). By adding $\phi_2$, the offset was slightly varied, as can be seen from the top and the bottom images. Based on this shift in $\tau_{os}$, the frequency gradient was deduced to be $\xi_d = (6 ± 2) \times 10^{-3}$ (rad/fs)/mm at the GRENOUILLE. The error bar was obtained in the same way as $\gamma_{AD}$ (2-pixel shift within $\phi_2 = ±600 \text{ fs}^2$) resulting in $±2 \times 10^{-3}$ (rad/fs)/mm. The pulse center of the GRENOUILLE images could be determined well, if the pulse was not stretched too much, $|\phi_2| \leq 600 \text{ fs}^2$.

It was shown that near-field linear angular dispersion $\psi_g$ and spatial chirp in terms of frequency gradient $\xi_g$ measurements can be obtained through pulse front tilt measurements with GRENOUILLE and focus ellipticity measurements with the mode imager. For the BELLA PW laser, angular dispersion can be adjusted to be $\psi_g = 0 ± 0.01 \text{ rad/mm}$ using the rotation stage for the compressor grating. Spatial chirp was measured to be below the resolution, $|\xi_g| < 0.03 \times 10^{-3}$ (rad/fs)/mm. When a beam is focused, angular dispersion at near-field becomes spatial chirp at far field and vice versa. It requires a numerical simulation to study STCs at the vicinity of focus, and is described in the following section.

B. Simulation

Spatiotemporal couplings exhibit dynamic behavior near focus, the relevant location for laser-plasma interaction; therefore, simulations of pulses at the vicinity of focus based on the measurement at near-field are important. There are several methods to calculate pulse propagation with spatiotemporal couplings [93], [111], and simplified Fresnel propagation is used in this work.

A Gaussian beam is first defined in $x$-$\omega$ domain at far-field ($z = 0$) as [109],

$$\tilde{E}(x, \omega, z = 0) = E_0 \exp \left( - \frac{\omega^2 \tau_0^2}{4} \right) \exp \left( - \frac{(x - \zeta_0 \omega)^2}{\omega_0^2} \right)$$

$$\exp \left( -i \frac{\phi_2}{2} \omega^2 \right) \exp \left( -i k_0 \varphi_0 \omega x \right), \tag{10}$$

where $k_0$ is the nominal wavenumber and $\tau_0$ defines FL pulse width as $E(t) \propto \exp(-t^2 / \tau_0^2)$. The angular dispersion is modeled with $\varphi = d\theta_0 / d\omega = -(\lambda^2 / 2mc) \psi$ and the spatial chirp with $\zeta = dx_0 / d\omega$, where $\theta_0$ is the propagation angle of this component and $x_0$ is the beam center position of the $\omega$-component of the beam. The subscript 0 for angular dispersion and spatial chirp indicates that they are defined at far field, i.e., $z = 0$.

By performing a Fourier transform along x, one can obtain the pulse in the $k_x$-$\omega$ domain, where pulse propagation along $z$ can be described by

$$\tilde{E}(k_x, \omega, z = z_1) = \tilde{E}(k_x, \omega, z = 0) \exp(jk_z z_1), \tag{11}$$

where $k_z = \sqrt{k^2 - k_x^2}$ $\approx k - k_x^2 / 2k$ under the paraxial approximation, and the first term $k$ can be neglected since only the diffraction effect is of interest here. Then, an inverse 2D Fourier transform yields the pulse in the $x$-$t$ domain with arbitrary $z$, $E(t, x, z = z_1)$.

Since the model above describes the pulse with angular dispersion and spatial chirp defined at the far-field, the relationship between the far-field (simulations) and near-field parameters (measurements) has to be acquired. This can be done by numerically propagating the pulse or by analytically,

$$\varphi_0 \approx - \frac{f_L}{4} \left( \frac{\lambda_0 \tau_0}{\pi \nu_0} \right)^2 \zeta_g, \tag{12}$$

$$\zeta_0 = - \frac{\lambda^2 f_L}{2 \pi c} \psi_g, \tag{13}$$
where \( f_L \) is the focal length of a lens. For this study, a Gaussian pulse was modeled with \( \tau_0 = 25 \text{ fs} \), \( w_0 = 53 \mu \text{m} \), \( \phi_2 = 0 \), \( \xi_0 = 0 \), and \( \psi_g = 0.04 \text{ rad/mm} \) which corresponds to \( \delta_g = 18 \mu \text{rad} \). (b-d) Pulse front tilt (PFT) angle \( \gamma \) as a function of propagation distance \( z \) for (b) \( \psi_g = 0.01 \text{ rad/mm} \) and \( \xi_g = 0 \), (c) \( \psi_g = 0 \) and \( \xi_g = 0.03 \times 10^{-3} \text{ (rad/fs)/mm} \), and (d) \( \psi_g = 0.01 \text{ rad/mm} \) and \( \xi_g = 0.03 \times 10^{-3} \text{ (rad/fs)/mm} \). For all (b-d), \( \phi_2 = -100,0,100 \text{ fs}^2 \) by dashed blue, solid black, and dashed red lines, respectively.

Figure 19 (a) illustrates how pulse front tilt dynamically changes at the vicinity of the focus when a pulse has only angular dispersion at the near-field, \( \psi_g = 0.04 \text{ rad/mm} \) and \( \xi_g = \phi_2 = 0 \). Upstream (negative \( z \)), the pulse front tilt slowly increases and takes the maximum value at \( z = z_R \sim -11 \text{ mm} \), then decreases to zero at the focus, where the pulse has no angular dispersion but only spatial chirp. Downstream (positive \( z \)), pulse front tilt is again present, but with the opposite sign. When there is no near-field spatial chirp nor temporal chirp, \( \xi_g = \phi_2 = 0 \), the pulse front tilt angle as a function of propagation distance \( z \) can be approximated to [113],

\[
\gamma(z) \sim \frac{\lambda f_L z}{z^2 + z_t^2} \psi_g, \tag{14}
\]

where \( \gamma \ll 1 \).

The pulse front tilt angle as a function of \( z \) is plotted in Fig. 19 (b) for \( \psi_g = 0.01 \text{ rad/mm} \) for three \( \phi_2 \) cases, \( \phi_2 = -100,0,100 \text{ fs}^2 \) shown by dashed blue, solid black, and dashed red lines, respectively. This angular dispersion is equivalent to the error of the measurement discussed in Sec. V-A. Since the pulse has only spatial chirp at focus, pulse front tilt becomes 0 at focus when \( \phi_2 \) is zero. In the vicinity of focus, one can see that \( \phi_2 \) induces some offset to the pulse front angle as shown in Eq. (9). This suggests that off-axis LPA produced electron beams, due to the existence of \( \psi_g \), could be steered by adjusting \( \phi_2 \), namely compressor grating distance.

Shown in Fig. 19 (c) is the pulse front angle when the pulse has only spatial chirp at the near field, \( \xi_g = 0.03 \times 10^{-3} \text{ (rad/fs)/mm} \) and \( \psi_g = 0 \) for the same three \( \phi_2 \) cases as in Fig. 19 (b). This spatial chirp is equivalent to the error of the measurement discussed in Sec. V-A. In contrast to the case shown in (b), the pulse front angle does not change the sign before and after the focus, and does not change pulse front tilt angle much by varying \( \phi_2 \). When a pulse has spatial chirp at the near field, it exhibits pulse front tilt from angular dispersion \( \gamma_{AD} \) at focus, which does not depend on \( \phi_2 \), as shown in Eq. (8).

In reality, a pulse can have both angular dispersion \( \psi_g \) and spatial chirp \( \xi_g \), and Fig. 19 (d) shows the pulse front angle evolution for \( \psi_g = 0.01 \text{ rad/mm} \) and \( \xi_g = 0.03 \times 10^{-3} \). It illustrates how accurately pulse front tilt can be controlled for the BELLA PW laser based on measurements by GRENOUILLE discussed in Sec. V-A. As can be seen from comparison of (b)-(d), while the pulse front tilt from \( \psi_g \) dominates the evolution,
the effect of $\xi$ adds small amounts of offset and the effects of $\phi_2$ becomes asymmetric. Note that the balance between effects from $\psi_g$ and $\xi_g$ is specific to the system. One can see that the pulse front tilt angle takes its maximum deviation from 0, 7 mrad, at $z = z_f$, indicating that the BELLA PW laser can provide pulses with less than 7 mrad pulse front angle in the vicinity of focus.

Spatial chirp at focus $\phi_0$ reduces locally available bandwidth, resulting in reduction of the local peak power. For case (d), it was calculated to be 0.32% of peak power reduction. Assuming the same for x and y plane, the power reduction from the residual $\phi_0$ was estimated to be less than 1%. Spatial chirp increases beam size, resulting in reduction of the fluence. Since the spatial profile measurement discussed in Sec. III includes the effect, correction from $\phi_0$ for peak fluence is not necessary.

To discuss quality of the pulse in terms of STCs, one could use $\psi_g$ and $\xi_g$, but resultant pulse front tilt at the vicinity of the focus depends on the focal length $f_L$ and near-field beam size $w_g = w(z = f_L) = f_L \lambda / \pi w_0$. In order to compare quality of the beams with different near-field beam sizes, one may use normalized angular dispersion $\psi_n = \psi_g w_g$ and normalized spatial chirp $\xi_n = \xi_g w_g$. For the BELLA PW system with discussed control and diagnostics, $|\psi_n| < 0.65$ rad and $|\xi_n| < 0.13$ rad/fs can be guaranteed.

One can also evaluate the quality of a laser pulse using the pulse front tilt angle including the effect of focusing optics. Neglecting the effect of $\xi_g$, the laser pulse exhibits the maximum pulse front tilt at $z = z_f$ as

$$\gamma(z_f) \sim \frac{\pi \tan \beta N w_g^2 \delta_g}{f_L}, \tag{15}$$

where $\gamma_{AD} < 1$. This implies that the tolerance for $\delta_g$ becomes tighter for laser systems with shorter focal length and higher power, which requires larger $w_g$ to mitigate damage threshold of gratings. The grating groove density $N$ also affects the tolerance linearly. As shown in Fig. 1b, $\gamma(z_f) \sim 5$ mrad for $\psi_g = 0.01$ rad/mm for BELLA PW laser.

It was shown that near-field linear angular dispersion $\psi_g$ and spatial chirp $\xi_g$ measurements can be obtained through pulse front tilt measurement with GRENOUILLE. Since measurements of temporal profile with GRENOUILLE are essential for any LPA experiments at the BELLA PW facility, the information on the first order STCs can be obtained only with additional analysis. The simulation of the pulse front tilt propagation near focus is presented where the current BELLA PW laser system can guarantee pulse front tilt angle $|\gamma| \leq 7$ mrad near focus, and the reduction of the peak power from STCs was less than 1%. It was also shown that pulse front tilt can be finely tuned through $\phi_2$ adjustment.

VI. SUMMARY AND CONCLUSIONS

DiAGnostics, control and performance parameters for the BELLA PW laser system were discussed. The BELLA PW laser has been built to explore LPA physics. This paper described optimization and control of the high power laser pulses into desired characteristics with necessary diagnostics from a laser user point of view rather than a laser developer point of view.

The main control and diagnostics for the spatial domain are the deformable mirror, wavefront sensor and mode imager, for the temporal domain the angle of incidence to the compressor/stretchter gratings, DAZZLER and WIZZLER, and for spatiotemporal domain the grating angle and GRENOUILLE. The protocols to tune laser parameters for each domain were established and described in the corresponding sections.

The BELLA PW laser provides pulses up to 46 J on target with a percent level energy fluctuation and 1.3 $\mu$rad pointing stability. In order to accurately estimate the peak intensity of the laser pulse focus, the energy-normalized peak fluence $F_E(0)$ and energy-normalized peak power $P_E(0)$ were evaluated. For full-energy operation ($E_L = 46$ J), the focus size was measured to be 53 $\mu$m, $F_E(0) = 15$ kJ/cm$^2$ J with 6% fluctuation, and $P_E(0) = 25$ TW/J with 5% fluctuation. The peak power was estimated to be $P_0 = E_L P_E(0) = 1.2$ PW and the peak intensity was $I_0 = E_L P_E(0) F_E(0) = 17$ EW/cm$^2$ with 8% fluctuation.

In order to assess the quality of the mode, the phase quality in Fourier domain (near field wavefront phase for spatial mode and spectral phase for temporal mode) and a fraction of energy within the first minimum of the radial/temporal power distribution (to include both phase and amplitude effects) were evaluated. For the spatial domain, it was found critical to include amplitude distribution effect to discuss the mode quality, due to its large deviation from Gaussian shape. A fraction of energy within the first minimum of the diffraction pattern was 0.75 for the full-energy operation. For the temporal domain, spectral phase quality factor $Q_\phi$ was found sufficient to discuss temporal mode quality, and $Q_\phi = 0.75$ for the full-energy operation was obtained.

The ns prepulse was measured by a photodiode, and the contrast against 3.5 ns prepulse was measured to be $10^6$. The ps contrast was measured with SEQUOIA, and the contrast against ASE pedestal was found to be above $10^{10}$. A method to model the temporal pulse profile for arbitrary compressor-grating separation $L_g$ accurately was discussed.

The first order spatiotemporal couplings were measured by GRENOUILLE, and a simulation of its evolution at the vicinity of focus was presented. The BELLA PW system can provide pulses with less than 7 mrad pulse front tilt angle in the vicinity of focus. The tolerance of pulse front tilts for LPA performance will be studied in the near future.

The work described in this paper has provided performance parameters of the BELLA PW beamline with direct relevance to experiments aimed at exploring a new generation of high energy accelerators. Initial campaigns led to production of up to 4.2 GeV relativistic electron beams from plasma waveguides [26], [27]. These experiments also provided insight in which laser performance aspects are crucial for realizing a multi GeV class laser-plasma accelerator. The performance parameters presented in this paper will provide useful reference to the other high power laser facilities.
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