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a b s t r a c t

Traditionally, the advice provided to fishery managers has focused on the trade-offs between short- and
long-term yields, and between future resource size and expected future catches. The harvest control
rules that are used to provide management advice consequently relate catches to stock biomass levels
expressed relative to reference biomass levels. There are, however, additional trade-offs. Ecosystem-
based fisheries management (EBFM) aims to consider fish and fisheries in their ecological context, taking
into account physical, biological, economic, and social factors. However, making EBFM operational
remains challenging. It is generally recognized that end-to-end modeling should be a key part of
implementing EBFM, along with harvest control rules that use information in addition to estimates of
stock biomass to provide recommendations for management actions. Here we outline the process for
selecting among alternative management strategies in an ecosystem context and summarize a Field-
integrated End-To-End modeling program, or FETE, intended to implement this process as part of the
Bering Sea Project. A key aspect of this project was that, from the start, the FETE included a management
strategy evaluation component to compare management strategies. Effective use of end-to-end
modeling requires that the models developed for a system are indeed integrated across climate drivers,
lower trophic levels, fish population dynamics, and fisheries and their management. We summarize the
steps taken by the program managers to promote integration of modeling efforts by multiple
investigators and highlight the lessons learned during the project that can be used to guide future
use and design of end-to-end models.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Progress on implementing ecosystem-based fisheries manage-
ment (EBFM)1 involves multiple facets, including a better under-
standing of the processes which characterize and control ecosystems.
EBFM needs to be grounded by national and international legislation,
which in the US is governed by the Magnuson–Stevens Fishery
Conservation and Management Act (US Public Law 104–297). The
Bering Sea Project (the combined Bering Ecosystem Study, BEST, and

the Bering Sea Integrated Ecosystem Research Program, BSIERP)
aimed to improve ecosystem understanding, and to support fisheries
management in the eastern Bering Sea. It employed a combination of
field studies and an end-to-end ecosystem model that included
climate drivers, lower trophic levels and fish dynamics, which in turn
could be driven by various fisheries (Wiese et al., 2012). Development
and successful implementation of this project was a substantial
undertaking that involved over a hundred principal investigators,
with much of the historical data and fieldwork synthesized into the
modeling. The Bering Sea Project has led to a better understanding of
what it means to develop models for EBFM.

The primary focus of the Magnuson–Stevens Fishery Conserva-
tion and Management Act has been on single-species. However,
there is an increasing recognition worldwide for the need to
account for factors that are ignored when conducting single-
species stock assessments. Likewise, there is growing recognition
of the need to take into account the interactions among fisheries in
scientific study, as well as in management decision making. This
recognition has led to policy documents and statements of intent
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that fisheries management should move to a more ecosystem-
based or ecosystem-focused approach.

In 1999, the National Research Council defined EBFM as “an
approach that takes into account major ecosystem components
and services, both structural and functional, in management of
fisheries. It values habitat, embraces a multispecies perspective,
and is committed to understanding ecosystem processes. Its goal is
to achieve sustainability by appropriate fishery management”.
Several authors have since proposed alternative definitions for
EBFM (e.g., Witherell et al., 2000; FAO, 2003; Sissenwine and
Murawski, 2004; McLeod et al., 2005; Murawski and Matlock,
2006; Marasco et al., 2007; Francis et al. 2007). All of these
definitions include reference to habitat and multi-species effects
and more recently to climate impacts, and impacts of management
on human as well as biological communities. For example,
Marasco et al. (2007) provided the following definition for EBFM:
“Ecosystem-based fishery management recognizes the physical,
biological, economic and social interactions among the affected
components of the ecosystem and attempts to manage fisheries to
achieve a stipulated spectrum of societal goals, some of which are
in conflict”. This definition recognizes that socio-economic factors
are core to an EBFM; this is supported by recent mathematical
models evaluating trade-offs among management strategies that
explicitly account for user responses to management regulations
(e.g. Fulton, et al., 2011b). It also recognizes that management
takes place within a legal management framework.

Several calls for the implementation of EBFM have been made (e.g.
Pikitch et al., 2004). Section 406 of the 1996 US Sustainable Fisheries
Act provided initial guidance on inclusion of ecosystem principles in
management plans, and mandated the formation of the Ecosystems
Advisory Panel to the National Marine Fisheries Service, which
reviews progress towards incorporation of ecosystem principles in
Fishery Management Plans. However, balancing EBFM implementa-
tion with existing mandates for single-species catch limits has been
challenging (see, for example, Moffitt et al., This issue).

While it has been recognized that quantitative ecosystem
modeling will be a necessary component of EBFM, developing
ecosystem models for fisheries management has been challenging,
because: (1) field programs for EBFM are often “add-ons” to
single-species surveys, resulting in limited data for parameterizing
ecosystem models; (2) ecosystem models, in part to ease complex-
ity, often do not calculate quantities needed for management, such
as age-structured spawning stock biomass; (3) resources often do
not allow engagement of experts at all ecosystem levels during the
course of a modeling project, possibly leading to misuse or
misunderstanding of results; and (4) data requirements and
computational complexity make it difficult to “certify” such
models for management use given requirements for accuracy
and the reporting of uncertainty.

The Bering Sea Project included an end-to-end model that
would synthesize available data, incorporate new data from the
parallel field program, and inform the ongoing research efforts.
This project consequently required co-ordination of research
activities by a diverse group of principal investigators to ensure
that broad research goals would be achieved. Project goals
included understanding biological and ecological processes,
exploring various hypotheses related to the dynamics of the Bering
Sea ecosystem, and evaluating resource management options
through a formal Management Strategy Evaluation (MSE).

The modeling project was designed to be tightly coupled to the
fieldwork at all stages, with feedback and synthesis occurring at all
levels. It required the development of standards for the ecosystem
modeling efforts, and a different level of organizational guidance
and regular feedback compared to “traditional” projects. The
combined organizational, modeling, and synthesis challenges
were sufficiently unique from the process of “simply” constructing

an end-to-end model from previously-available data that we
describe the project using a new term, the Field-integrated End-
To-End modeling program, or FETE.

Section 2 of this paper introduces the Bering Sea Project, and
the concept and key components that constitute a FETE. Section 3
summarizes an approach (initially developed by Marasco et al.
(2007)) for constructing management systems to implement EBFM
based on the MSE approach and ecosystem modeling. While MSE
was not the only focus of the modeling component of the project,
it required the integration of all components of FETE. Section 4
outlines expectations for FETE, guidelines established to ensure
that the project was as statistically and ecologically rigorous as
possible, and identifies progress against these expectations and
guidelines. Section 5 summarizes best practices and future direc-
tions of integrated end-to-end modeling, i.e. what makes a
successful FETE? Finally, Section 6 summarizes the legacy of the
project.

2. The best, BSIERP and fete

The development of BEST, and subsequently BSIERP, was initiated
at an international planning workshop held in September 2002 to
examine the feasibility and value of developing a large interdisciplin-
ary study of the Bering Sea. A second planning workshop was
convened in March 2003, the result of which was the development
of Bering Ecosystem Study Science Plan (2004). Contemporaneous
with the development of the BEST Science Plan was the development
of a long-term science plan for the North Pacific Research Board
(NPRB). Following the guidance of an ad hoc National Research
Council panel which emphasized the importance of large-scale
integrated studies of the marine ecosystems of the eastern North
Pacific, similar to that being developed by BEST for the Bering Sea,
NPRB developed a science and implementation plan for the BSIERP in
2005. After a limited field season funded by NSF in 2007, negotiations
between NPRB and NSF resulted in a historic partnership for work in
the Bering Sea, with NSF funding climate, ocean physics and lower
trophic-level studies up through zooplankton, and NPRB funding
work on large zooplankton through fish, seabirds, marine mammals
and humans. The now combined Bering Sea Project launched its first
field season in 2008 and included over one hundred principal
investigators covering almost all disciplines of marine science
(Wiese et al., 2012).

To aid in the development and evaluation of the modeling
component in the proposals, the NPRB funded an Ecosystem
Modeling Committee (EMC) in 2006, consisting of scientists not
funded in the program, but experts in atmospheric and marine
sciences, conceptual thinkers, as well as experienced modelers.
The EMC was charged with designing modeling selection criteria
to be used in proposal review and subsequent evaluations,
providing advice to the funded modeling team, giving feedback
to the funding agencies on the effort's progress, and helping the
modelers obtain needed resources.

The resulting program, including modeling, field integration,
and program review, made up the FETE. Key features included:

1. End-to-end in scope and expertise: Core modeling efforts and
expertise were built around end-to-end research (climate,
physics, plankton, fish, other animals, and humans). Critical
here was the inclusion of expertise in the integration process,
not merely the inclusion of “canned” results from other models
and domains in the finished model.

2. A priori and continuous integration between fieldwork and
modeling: Fieldwork and modeling were designed together
from the start, with common end-goals in mind. Interactions
between researchers occurred throughout the program and
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were structured (workshops or meetings) to allow for formal
adjustments throughout the project as the field work informed
the models and vice versa.

3. Model outputs appropriate to stakeholder goals: A priori con-
sideration of stakeholder needs (as well as feedback from them
during the program) was necessary to ensure models would
produce adequate and useful results for management. For
example, carbon is used in biogeochemical models concerned
with climate change, but biomass may be used when examin-
ing fish foraging behavior, and numbers of fish-at-age is a key
component to fisheries management.

4. Modularity and “competition” in model design: The structure of
the FETE allowed individual components to be re-examined
through “competitive” modeling; i.e. extracting the simplest
component from the end to end model that captures the
essence of or drivers of the interactions and using them in
alternative less complex models.

5. Centralized integration and steering: To achieve this integration
and have project goals useful to management, it was necessary to
have strong project leadership, with a mandate to guide the FETE
both scientifically and programmatically, including overseeing
changes in scope or model design throughout the whole project.

Specific examples demonstrating how these key features were
implemented in the Bering Sea Project, especially with respect to
management strategy evaluation, are discussed in Sections 3–5.

2.1. FETE modeling program components

A central component of the FETE was the model2 complex
(Fig. 1) that formed the basis for exploring the impact of fishing
and climate on both ecological processes and the performance of
management strategies. It was used to run a 1970–2009 hindcast,
and was set-up to run in forecast mode using input from selected
Intergovernmental Panel on Climate Change climate models that
performed well for the Eastern Bering Sea. These models are: i) the
Coupled Global Climate Model, t47 grid, CGCM-t47 (low ice) from
the Canadian Centre for Climate Modelling and Analysis, ii) the
Hamburg Atmosphere-Ocean Coupled Circulation Model (ECHO-
G; Legutke and Voss, 1999) ECHOG (high ice), from the Max Planck
Institute in Germany, and iii) the Model for Interdisciplinary
Research on Climate model, medium-resolution version
(MIROC3.2-Medres) MIROCM (medium ice), developed by a con-
sortium of agencies in Japan (Wang et al., 2010). The oceanography
was based on the Regional Ocean Modeling System (ROMS)-
Bering10 K (10 km resolution), a coupled Ocean-Sea ice model
whose spatial grid is a subset of the NEP5 model described and
evaluated by Danielson et al. (2011), which itself was built on a
model described by Curchitser et al. (2005) and Hermann et al.
(2013). The lower trophic levels were modeled using a nutrient-
phytoplankton-zooplankton detritus (NPZD) model coupled to the
ROMS-Bering10 K, specifically designed to incorporate the ice
dynamics of the Bering Sea, and modeled nutrients, phytoplank-
ton, copepods, euphausiids and detritus (Gibson and Spitz, 2011).
Model coupling included feedback from the NPZD to the ROMS-
Bering10K through phytoplankton density, which affects short-
wave penetration (heat absorption) in the upper water column
and between NPZD and the Forage Euphausiid Abundance in
Space and Time (FEAST) model (Ortiz et a1., This issue)

(functionally the fish module for this effort), through predation.
A key design feature, unusual in many end-to-end models, was
dynamic top-down coupling from fish to zooplankton. FEAST, thus
coupled to both the NPZD and the ROMS-Bering 10 K, was a
multispecies bioenergetics model, with consumption as a function
of length-based prey selection, prey preference and availability,
and predator movement based on biomass gain optimization.
Removals by fishery effort were based on spatially-explicit histor-
ical catches for the hindcast, and on a model of fishing effort
allocation for model projections (FAMINE; Fishing effort Allocation
Model In Nash Equilibrium).

3. Management Strategy Evaluation and EBFM

The Bering Sea Project used MSE to evaluate management strategies
needed to achieve ecosystem objectives (sensu Sainsbury et al., 2000;
Fulton et al., 2007; Dichmont et al., 2008; 2013). An MSE (Smith, 1994;
Smith et al., 1999; Goodman et al., 2002; Butterworth, 2007; Punt et al.,
2014b) involves assessing the performance of alternative candidate
management strategies relative to performance measures that quantify
the management (and legal) goals for the managed system. Thus, an
MSE involves developing and parameterizing a model of the system to
bemanaged. In the absence of data, it may also involve using hypotheses
for how the system may change over time (Punt et al., 2014a).

An MSE (Fig. 2) aims to represent all key processes in system (or
"operating") models and can provide performance metrics that relate to
a broad range of goals. In the context of the Bering Sea Project, a key
process was developing the scenarios regarding future climate. A
concern with end-to-end models is the general inability to estimate
the values for their parameters using standard statistical models due to
either lack of data or limits of computing time (Gaichas et al. 2010, 2011
being a noteworthy exception in this regard).

Which candidate management strategies are evaluated in an
MSE depends in large part on the interests of the managers.
Ideally, management strategies for EBFM should be based on the
results of process studies, monitoring of ecosystem indicators, and
ecosystem models, in addition to the outcomes of single-species
stock assessments. In principle, management strategies for EBFM
could involve monitoring a range of ecosystem indicators and
modifying management practices based on whether the indicators
are outside of acceptable limits, analogous to the types of manage-
ment strategies used for single-species fisheries management.
Management strategies for EBFM could be based on assessment
methods that include multi-species considerations explicitly.
However, to date the control rules that would underlie such
management strategies have seldom been implemented or even
fully defined (Moffitt et al., This issue).

To address this challenge, the FETE included a workshop with
stakeholder groups to identify a preliminary set of management
strategies (Fig. 3). In some cases, implementing the proposed
strategies required modifications to the end-to-end model; these
adjustments were made as the project progressed. The selected
management strategies were based on three types of assessment
methods: Ecosim, Climate-Enhanced Age-based model with
Temperature-specific Trophic Linkages and Energetics (CEATTLE -
the multispecies statistical model of Holsman et al. (This issue))
and the single-species assessment methods currently used to
provide management advice to the North Pacific Fisheries Man-
agement Council. Each assessment method was linked to appro-
priate harvest control rules, which produced estimates of Total
Allowable Catches. The workshop also recommended exploring a
management strategy that did not implement the 2 million tonne
cap on total harvest, which is currently written into regulation for
the eastern Bering Sea (Fig. 3). The workshop also specified
management scenarios based on the impact of climate change.

2 It is important to distinguish the FETE modeling as a whole from any
particular realization of the end-to-end model. A model in this group (e.g. “NPZD”
or “FEAST”) is referred to by its target trophic level, and may or may not include
feedback to other components depending on the particular run. FETE as a whole
refers to this suite, regardless of which components are being used for a particular
result.
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4. Guidelines and principles for the development of ecosystem
models, and how to apply them towards end-to-end modeling

The questions the EMC developed to evaluate the proposals for
the modeling component of the Bering Sea Project focused on
what the various models were meant to produce and why,
whether the outputs would be useful for management and would
provide measures of uncertainty, how existing and future data
could be integrated into the model, how the model could inform
ongoing research, and whether the model could be validated. The
questions and their rationale are discussed below and, even
though they were developed for the Bering Sea Program, they
provide a way to evaluate any model.

4.1. What is the model intended to predict?

This may seem like an extremely simple question. However,
many models, particularly those of the end-to-end variety, claim to
be able to predict many types of impacts. The aim of this question
was to ensure that the models were designed given specific

scientific and management questions, rather than having the
models developed and subsequently retrofitted to address ques-
tions of scientific and management relevance.

The FEAST and NPZD models (effectively the biological compo-
nent of the integrated model) were designed as predictive models
responsive to long term climate variation and geared to address
two basic purposes: (1) understand the underlying processes by
which environmental variability affects biological processes such
as primary and secondary production and fish recruitment and
distribution, and (2) characterize the environmental effects on the
distribution of fishing effort and hence the age structure in fish
populations and recruitment to the fishery. This involved using
FEAST as the system model for an MSE aimed at walleye pollock
Gadus chalcogrammus, Pacific cod Gadus macrocephalus, and
arrowtooth flounder Atheresthes stomias.

The ROMS model was designed to enable climate factors to be
explicitly represented in the dynamics of the resources, while the
FAMINE and MSE models were developed to represent manage-
ment and how management actions translate into fishing effort
and hence fishing mortality.

4.2. What specific aspect of the prediction is anticipated to be of
direct value for fisheries management?

Many proposals for scientific research claim that their research
will be of direct use for management purposes. The EMC envisaged
that by explicitly stating how predictions would be used for
management purposes, the modeling proposal and the subsequent
research would be more likely to lead to predictions that would
actually achieve this purpose.

Amongst the main goals was the ability to predict the responses of
fish stocks and fishermen to long-term climate scenarios. The high
resolution of ROMS (�10 km) would provide maps that would allow
detailed representation of fleet distributions. The full end-to-endmodel
was geared to address expected changes in potential total allowable
catches and fish availability to the catcher processors and catcher
vessels, which have distinct spatial constraints. Each individual model
had outputs that were linked, such that changes in climate would feed

Physical oceanography
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Lower trophic level
(NPZ)

Upper trophic level
(FEAST)

3 climate models
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• H2O temp
• Currents

• wind
• air temp
• humidity       
• currents
• solar radiation

• sea level pressure
• H2O temp
• salinity
• sea surface height

• Ice cover

• small zooplankton biomass
• large zooplankton biomass
• benthos biomass

• predation

• surveyable fish biomass
• age structure
• length
• diet

Fishing effort allocation
FAMINE

• TAC by fishing sector

• total fish 
biomass 
removed

• Solar radiation

• Fishable biomass

• ice thickness
• temperature
• salinity
• solar radiation

• currents
• density of 
phytoplankton

Mgmt strategies (MSE)

Fig. 1. Outline of the Bering 10K ROMS-NPZD-FEAST-FAMINE model, showing data flows across coupled modules.
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Fig. 2. Conceptual outline of Management Strategy Evaluation.
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through the simulated ecosystem to impact how management strate-
gies would be able to achieve the goals established for EBFM.

4.3. What measure of “accuracy” in the prediction is crucial to
determining the usability of that prediction to fisheries management?

In principle, models can make predictions of virtually any
quantity. However, the estimates may be very biased and/or
imprecise. The EMC expected that the desired quality (or accuracy)
of predictions would be evaluated before the modeling was to be
conducted. This was perhaps one of the most challenging of the
questions because establishing hard standards for model accuracy
is difficult. Validations are time consuming to perform and can be
computationally expensive. Some types of error are cumulative,
and only emerge after multiple years into the simulation. In
general, validations and performance assessments do not have a
set level of accuracy. Rather, they have levels of conformance as
measured by correlation, principal component analysis and com-
parisons between the observed data and model output.

Even when each modeling component within the overall model
(ROMS, NPZD, FEAST, FAMINE, MSE) provided plans that included
statistical techniques to measure variance and accuracy, the number
and diversity of variables in each model made it impossible to
provide the desired level of accuracy for each output from the
integrated model. For example, even if it is possible to explain 50% or
more of the variance of the data used in a particular model, the
cascading effect of such variability or lack of accuracy on processes
outside that model may be greater. For example, initial seatempera-
ture estimates in the ROMS model, considered to be within
acceptable ranges in an oceanographic context, drove the bioener-
getics of lower and upper trophic levels towards and beyond their
upper tolerance limits. Moreover, it moved the location and extent of
the cold pool—a key environmental factor known to impact the
dynamics of groundfish stocks (NPFMC, 2012)—thus changing cri-
tical temporal and spatial ecosystem dynamics.

4.4. What alternative models are plausible competitors whose
performance should be tested against the model being developed?

All models should be recognized as simplifications of the
system under consideration. The EMC recognized the need for
multiple alternative models so that the predictive skill of the
proposed model could be evaluated relative to alternative (gen-
erally less complex) models, and because it is not uncommon for
the predictions from ecosystem models to be very sensitive to
their structure.

The EMC envisioned complementing and competing models: in
particular, correlative models to be developed as part of the Bering
Sea Project (Mueter et al., 2011; Siddon et al., 2011, 2013a, b;
Heintz et al., 2013), and existing models such as MSM (Jurado-
Molina et al., 2005) and the Ecopath model for the eastern Bering
Sea (Aydin et al., 2007), as well as currently used single-species
stock assessments. Also developed were a multi-species biomass
dynamics model for walleye pollock, Pacific cod, arrowtooth
flounder (the three main species in FEAST), and small mouthed
flatfish (not in FEAST) (Uchimaya et al., This issue), and a statistical
model linking recruitment of walleye pollock to variability in late
summer sea surface temperatures and to the biomass of major
predators (Mueter et al. 2011).

4.5. How will the achieved predictive power of the model be
compared against the performance of plausible alternatives, and how
will this guide subsequent choices about model form and
parameterization?

The quality of fishery models is generally assessed in terms of
hindcast skill, i.e. the ability to replicate the data used for model
calibration, and this is clearly a minimum requirement for any
ecosystem (or other) model. Considerable effort has been dedicated
to developing metrics for evaluating hindcast skill for stock assess-
ment models, including residual analysis and Bayesian methods for
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Fig. 3. Management scenarios for Management Strategy Evaluation.
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posterior predictive checks. However, the EMC expected model
performance (and model refinement) to be based on forecast as well
as hindcast skill.

Given the expected performance of FEAST's forecast skill,
several attributes, including those linked to the stock assessment
models, required calibration. The predictions, which could be
compared among models, included spatial aspects such as species
distribution by age, as well as key regional and length-specific
trophic interactions (e.g., Buckley et al., This issue).

The ability to review the performance of forecasts based on the
FAMINE and MSE components of the integrated model was limited
given lack of sufficient computational resources. However, forecast
skill could have been evaluated by running the calibrated end-to-end
model to a year other than the most recent year and projecting
forward. Unfortunately, time constraints of the overall project, given
the available computational resources, precluded this.

4.6. What data are available to drive, calibrate, and test the model?

This question recognized that data are used in multiple ways in
ecosystem models. The EMC envisaged that some sources of data
would be included in the model as “facts”. However, data in this
context also include values for parameters that are pre-specified based
on auxiliary information. For example, when applying models such as
Ecosim, diet is frequently assumed to be known. All models, ecosystem
or otherwise, include parameters that are not known from auxiliary
information but which must be estimated from the monitoring data.
Themodel fitting process should ideally involveminimizing some form
of objective function involving discrepancies between the observed
data and model predictions. However, it is computationally infeasible
to fit large complex ecosystemmodels such as FEASTor Atlantis (Fulton
et al., 2011a) to monitoring data, so the model calibration process is
more heuristic than formal. The EMC considered model validation a
key step in the modeling process and expected that some of the
available data would be kept away from the modelers to allow an
independent test of model skill. Use of this form of cross-validation is
common in some modeling fields, but is relatively uncommon with
fisheries modeling where, given the general lack of data, all of the
available information is used for model calibration.

The primary sources of data for FEAST were the historical
databases kept by the Alaska Fisheries Science Center (NOAA) for fish
age, length, weight, distribution, feeding habits and fishery catches.
Data for the models of the lower trophic levels and the ROMS model
were based on past data, as well as from moorings and process
studies that were part of the Bering Sea Project. The FAMINE model
was driven using data on fishing effort and ice cover, whereas the
MSE model used information generated by FEAST. However, no
current amount of field work could provide the data needed to
estimate all parameters and validate all levels of the end-to-end
model. In hindsight, the availability and consolidation of such data
proved to be a bottleneck for model development, particularly for the
NPZD model and the process studies.

4.7. How will the existing data be used to quantify model fit and
predictive power?

Evaluating model fit (hindcast skill) is a key element of single-
species stock assessment, and extensive terms of reference have
been developed to detect violations of the ability to replicate data
(e.g., PFMC, 2012). How to evaluate hindcast skill, however, is not
as developed for multi-species models (see, however, Gaichas
et al., 2010, 2011), and particularly not for models that produce
spatial outputs, owing to spatial autocorrelation in the data
available for evaluating model skill. Simple metrics (e.g., all species
remain in the system) have been used to evaluate model fit and
hindcast skill for ecosystem models, but these metrics are not

nearly as sophisticated as those used for single-species stock
assessments.

Evaluating predictive power involves similar issues to evaluat-
ing hindcast skill, but with additional complexity: assumptions
made when making future predictions need to be specified and
evaluated carefully. A variety of approaches were used to validate
the components of the end-to-end model. For example, the
climate models used for the forecast were selected based on
performance in the Bering Sea, mainly their ability to capture ice
cover and the Pacific Decadal Oscillation (Wang et al., 2010).

Validation of physical characteristics (correlations between
observed and model estimates) such as ice cover and temperature
was carried out by Danielson et al. (2011) for the 60-layer ROMS
North East Pacific 5 model. The smaller grid used for the Bering
10 K ROMS-NPZD and Bering 10 K ROMS-NPZD-FEAST-FAMINE
model has a reduced vertical resolution from 60 to 10 levels.
Hermann et al. (2013) conducted both correlation and principal
component analyses using available time series for physical data,
such as temperatures at mooring 2 (M2), ice extent and salinity;
multivariate analysis was performed using data from the Bering
Sea. Hermann et al. (2013) also used temperature, salinity and
total chlorophyll from the Alaska Fisheries Science Center's annual
Bering-Aleutian Salmon International Survey (BASIS) research
cruises in a multivariate analysis. Gibson and Spitz (2011) con-
ducted a sensitivity analysis of the NPZD portion of the end-to-end
integrated model. Assessments of fish movement and distribution
patterns (I. Ortiz, UW, unpublished results), biophysical processes
(Ortiz et a1., This issue) and fish bioenergetics (K. Aydin, NOAA,
unpublished results) were also conducted.

For FEAST, historical data from 1982 to 2007 were used to
estimate parameters related to the fish bioenergetics (length–
weight relationships and length–energy density) and the relation-
ship found between recruitment and fall condition of age-0
pollock was used to assess model performance. Refinements of
these processes were made based on the field studies. For spatial
aspects, historical data were used to construct initial conditions for
fish in all years from 1971 to 2010. This allowed testing of single
individual years. However, since only the first year uses initial
conditions derived from data, for multiyear runs, subsequent years
could be validated using the remaining historical data.

Ideally, a more holistic validation of the entire end-to-end
model could have been achieved had there been both cold and
warm years during the field seasons encompassed by the Bering
Sea Project. Contrast in environmental conditions during the
fieldwork years was originally envisaged in the proposals that
led to the Bering Sea Project. However, all field years were cold,
precluding this approach to model validation.

In general, FEAST succeeded in capturing the general growth,
movement and distribution of fish, and was sensitive to cold and
warm years. However, the model failed to predict recruitment and
survival of age-zero fish satisfactorily for multi-year historical runs
in which small age-structure errors could accumulate over the run,
and the numbers of age-1 pollock had to be nudged to their stock
assessment estimated numbers at the end of each model-year.

4.8. What pertinent future data are anticipated to become available
within the time frame of the project and how will these future data be
used to quantify model fit and predictive power?

The FETE involved model development, and data collection
occurring in parallel, and this question was developed to ensure
that fieldwork and modeling were integrated. Obtaining data for
the lower trophic levels for cold and warm years was not feasible
due to the lack of warm years during the field program (Stabeno et
al., 2012). Several data sets that became available during the
program were integrated into the modeling efforts (either for
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parameter estimation or to assess model performance), namely
improved spatial distribution of age-0 and age-1 pollock, zoo-
plankton surveys, acoustic estimates of euphausiids, winter dis-
tribution of the pollock spawning stock, seasonal energy density of
juvenile pollock, consumption of small, medium and large cope-
pods by fish, and a series of data from the lower-trophic-level
component. Several of these data sets, e.g. pollock bioenergetics,
acoustic estimates of euphausiid biomass, and additional oceano-
graphic data, are now regularly updated and have become part of
standard surveys due to their usefulness for supporting analyses.
Other data gaps have led to new analyses (such as zooplankton
seasonal and spatial patterns) and pilot projects (winter zooplank-
ton sampling).

4.9. How has it been determined that the proposed quantity and
quality of data can be expected to be sufficient for the intended use in
tuning and testing the model?

This question attempted to integrate the remainder of the questions,
and hence provide an overall basis for evaluating the design of the
modeling. Unfortunately, this questionwould not be fully addressed until
the end-to-end model has been applied more extensively.

5. Discussion: best practices and future directions

The approach for developing end-to-end models for manage-
ment purposes outlined by Marasco et al. (2007) is comprehen-
sive, and, when combined with the questions developed by the
EMC, should have led to a process in the FETE where a set of
models were selected that were relevant to the system at hand,
could be calibrated to existing data and tested through comparison
with independent data sources, and were useful for evaluating
management strategies in an ecosystem context. Practice, how-
ever, often differs from theory, and hence here we summarize our
experience and distill what we consider best practices to facilitate
subsequent efforts and end-to-end modeling in general.

5.1. Be realistic about what can be accomplished within a given
timeline

It is important to be realistic about the constraints due to the
size and complexity of a model before work starts on its develop-
ment and parameterization. In the case of the Bering Sea Project,
the complexity of the FETE effort only became fully apparent as
the project proceeded. For example, coupling the individual
models was a major undertaking, which, although recognized as
a key task when the overall project was designed, and a goal that
was achieved, was an ongoing constraint on the speed of model
development. As such, a significant amount of effort should be
spent early on fully scoping out the model needs, especially in
terms of integration. Most modelers are generally well aware of
their individual needs and are somewhat realistic about what can
be done. Developing end-to-end models for actual ecosystems and
management, however, is a much younger endeavor, resulting in a
tendency to underestimate challenges and project outcomes on
the basis of potential rather than reality.

5.2. Larger-scale software projects need logistical support on a par
with fieldwork

Care should be taken when a project's scale exceeds that of an
individual or a small team and encompasses multiple institutions.
While technology scales, large-scale software development, as an
activity, does not (Brooks, 1995). Scientists used to working as
individuals, on individual pieces of code, need to expect time

devoted to logistics of working with large computers at multiple
institutions, transferring files, and keeping source code synced.
When coupling models from different disciplines and modeling
teams, code is oftenwritten independently and then synchronized.
Software and hardware management and familiarity with the
structure and parameters of all components of the model are
critical for achieving a working end-to-end model.

5.3. Clear separation of scientific versus logistics oversight

Rose et al. (2010) note that the challenge of interdisciplinary
research is “as much of a people challenge as a technical one”. In
the case of the integrated modeling work, the first few years were
coordinated through the EMC. Their role was to guide and
facilitate, but not to make final decisions. The questions designed
by the EMC included both scientific concerns (comparing outputs
to data) and logistical concerns (time frame of data). However, the
EMC functioned almost entirely as a scientific review body during
the initial stages of the actual work on the project. Logistics were
initially to be handled by the modelers collectively; while a lead
modeler was appointed, it was primarily in a communication/
coordination role rather than as a firm project leader.

As the project developed and many modelers focused on their
own timelines and model developments, it became clear that a
modeling facilitator was needed to help maintain a unified
standard and expectation across projects in terms of cross-colla-
boration, facilitation, product delivery, priorities and overall model
management. Such an independent, but informed, coordinator
was appointed during the latter part of the project and helped to
keep the overall outcome in mind whenever individual goals and
timelines were in conflict. A third model of how an independent
group can facilitate and oversee a modeling project is provided by
the Gulf of Alaska Integrated Ecosystem Research Program
(GOAIERP). This is a much smaller project than the Bering Sea
Project with a markedly smaller modeling component. In parti-
cular, there is no attempt to develop an end-to-end model for the
Gulf of Alaska at present, so the logistics involved in the modeling
are markedly less. In this case, an individual was contracted by
NPRB on an as–needed basis to provide guidance to the
modeling group.

5.4. Open and frequent communication with field biologists

In addition to being the source of most of the data for
validation, field biologists provide expert advice and direction
when confronted with modeling decisions for which there are
apparently equally suitable options or no data. Close communica-
tion with groups of field biologists also facilitates consensus
building, improved understanding of model structure and ulti-
mately, and acceptance of the model. In the FETE, much effort was
put towards facilitating frequent conversations between modelers
and field teams, and the latter consequently had a clear expecta-
tion that ongoing data collection would “feed into” the modeling.
This might have been a realistic expectation if it were a simple
issue of adding data to a data file and running the model. However,
adding data can lead to changes in the model structure because
the model structure is, by definition, tailored to the data. There is
also a lag time between data collection, analyses and pattern/
process identification. While it is obviously desirable to allow data
collection efforts to feed into model development and parameter-
ization, the process should not be considered routine, fast, easy or
not disruptive to the overall modeling process. Addressing the
issue of how to integrate new data into the modeling process
needs to be addressed early in the project design, and the logistic
constraints need to be recognized. For example, new data could be
used for validation purposes in the final year of a project if
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sufficient data are collected to parameterize the model in the first
place. This issue was identified at the start of the project, but the
extent of the task was not totally understood at the time. The
possibility of the results of a major piece of fieldwork calling for a
major change to model structure was not recognized at the time
the project was designed, but rather later during development.

5.5. Adequacy and availability of data for model validation/testing

Ideally, the existing data and the temporal and spatial coverage
of the key variables in the models should match. In the FETE, many
of the oceanographic and lower trophic level data available to
validate the model came from point data, e.g., moorings, which
provide reliable time-series but poor geographic coverage, or from
oceanographic stations, spread over a large area but with no
associated long-term time-series. Eventually, an effort was made
to use other sources of data (such as, for example, temperatures
collected during annual fishery surveys) appropriate for model
validation. In addition, a series of data sources were combined to
define regions of similar bio-physical characteristics that could be
used for model comparison rather than relying on point sources
(Ortiz et al., 2012). The existing data should also be compiled and
made available in advance. For both the oceanographic and the
lower trophic level modeling efforts, data and validation came late
in the process, too late for the benefits of improved parameters to
be included in the simulations coupling fish dynamics. Future
attempts at end-to-end modeling should involve a group to
identify all potential data sources, a designated entity in charge
of compiling, formatting, and disseminating such datasets, and the
creation of the framework by which to conduct model validation.

5.6. Most work is sequential and iterative as opposed to
simultaneous and independent (non iterative)

All models have to be integrated and re-validated as a whole.
The size of this task is highly dependent on overall model
structure and level of coupling/linkage between the different
model components. This is not a one-time occurrence and
demands longer timelines, as response time depends on each
party's time availability and priorities, in addition to the actual
difficulty of the problem itself. Therefore, even when one of the
components of an end-to-end model is considered finalized, time
should be allotted to support further implementation and testing
of subsequent coupled versions of the integrated model.

In the FETE, this issue proved particularly challenging for the use
of MSE, as forward projections could not commence until the
remainder of the Bering 10 K ROMS-NPZD-FEAST-FAMINE model
had been developed and validated. Having an MSE component from
the start of the program meant that management quantities to be
extracted from the model (e.g. spawning stock biomass for fish
stocks) were built into the model design from the start, rather than
in an ad hoc manner afterwards. However, the first viable (hindcast)
version of the fully-coupled model was finalized only after six years,
so the “top-of-the-food chain” portions of the project (MSE and
Economics) ended up being much more limited in scope than
intended. We propose two alternatives to address this problem:

(1) Start projects of this type in multiple phases. In particular,
phase 1 would involve developing the ecosystem component
model that will operate together as a system model while
phase 2 would involve refining the system model and also
conducting the MSE. Phase 1 would involve steps such as a
stakeholder workshop to identify the management strategies
to evaluate and also the specification of the data that are
needed to apply to selected management strategies. These
steps are needed so that the biological component of the

system model is structured to generate the data needed as the
basis for the MSE.

(2) Conduct the MSE as part of the FETE, but also develop a
“simple” system model as a component of the project so that
some MSE results can be obtained. It is likely that some
management strategies will fail to achieve the management
objectives using a simple model. It would be expected that
management strategies that “fail” for simple system models
will also “fail” for more sophisticated and realistic system
models.

It should be noted that there is a cost associated with devel-
oping ecosystem models to evaluate management options beyond
that required to increase ecosystem understanding. For example,
the management strategies to be evaluated for the Bering Sea
required data on the age structure of fishery and survey catches.
The original design of the FEAST model involved modeling
population length- but not age-structure; including population
age-structure in FEAST increased the number of variables for
pollock, Pacific cod and arrowtooth flounder from approximately
180 to 1386 and reduced the number of length bins from 20 to 14.
The management strategy evaluations also required fisheries by
sector (catcher versus catcher/processor vessels) in addition to by
gear and species, thus doubling the number of modeled fisheries.
Moreover, the need to manage according to total catch quotas also
required the model to be stopped at regular intervals during the
simulation to keep track of total catches and effort allocation,
which added additional complexity to the overall project.

5.7. Mismatch of required performance levels and performance
measures between single discipline approaches and multidisciplinary
ones

When development of the fish model in BSIERP started, there
was an incomplete understanding of the state of development of
the oceanographic model. Later, it was noted that the oceano-
graphic model predictions of temperature were biased by approxi-
mately 2 1C. This bias was considered acceptable within an
oceanographic context, but unacceptable for the bioenergetics in
the fish model, and for the consequences of temperature on fish
distribution. Particular emphasis should be placed on differences
in required scales of results between models. For example, a
1-dimensional version of the coupled ROMS-NPZD was developed
early on in the modeling for calibration to a specific data source
(the M2 mooring). It was initially thought and planned that the
1-D model would be sufficient to quickly test and calibrate the fish
model while it was under development. However, the combina-
tion of M2 being a poor location for fish due to productivity, and
the importance of horizontal movement for calibrating fish
growth, meant that the testbed had to await a 3D model, thus
slowing down achievement of planned milestones.

Models are always a mix of mechanistic and statistical aspects.
FEAST is a primarily mechanistic model with as few embedded
phenomenological correlations amongst variables as possible. This
pertains to (but not exclusively) the EMC's questions regarding
data availability and usage. Some data were used to set up the
mechanics, some data were used to test model performance (e.g.
the spatial distribution of fish species by age and length), and
some were used as a given process part of the system. It is
important to distinguish between using data as “facts”, and the
steps or mechanics of growth and data used to evaluate perfor-
mance of a synergistic property. How much a model is “steered”
towards the mechanistic versus. the phenomenological gradient is
a constant choice, and while some guidelines and principles are
general and applicable to all ecosystem modeling, some are
specific as they depend on the nature of the project. Decision
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making should be consistent with both the mechanistic and the
phenomenological gradient throughout the entire project. Indivi-
dual component performance metrics should be in line with the
overall purposes of the model and not with a discipline-specific
need or standard. Alternatively, if there are multiple purposes,
there needs to a clear process for prioritizing those purposes.

The mismatch in levels of performance between single disci-
pline and multidisciplinary work often requires a recalibration of
the various components once coupled so general patterns can be
captured. Further model refinement improves timing, magnitude
and other attributes and decreases the need to compensate the
mismatch between models.

5.8. Lack of familiarity with model limitations pertaining to other
disciplines

There is a learning curve when working with multidisciplinary
models that can only be gained by experience and joint collabora-
tion. While all the modelers involved had experience developing
models within their field of expertise, most were unaware or
unfamiliar with computing languages, common practices, model
structure, model restrictions and expectations from the other
disciplines. This resulted in serious implications for model design.
For example, the fish modelers assumed that time savings could
occur through coarser time steps (which could not be done due to
physical constraints), while the physicists assumed that the fish
could be modeled with fewer state variables covering lengths and
ages of fish (which could not be done due to biological and MSE
constraints). A consequence of this was much longer run times and
hence increased difficulties with model development and calibra-
tion. In addition, the funded proposal was modified through
discussions with the funding bodies, other researchers on the
project and the EMC. Consequently, the workplan for the modeling
was modified during the project development process instead of
during the proposal development phase. Clear, transparent com-
munications between all components needs to occur during
proposal development and early phases of the program to avoid
misunderstandings and to dispel wrong assumptions. Moreover,
the relationship between realism and run times needs to be
recognized during the project design stage.

5.9. Coherence of final products from different funding agencies

Different components of the project were completed at differ-
ent times, and the early finishers were thus initially disengaged
from the synthesis. Eventually, the issue was addressed by several
synthesis projects being funded. The mis-match in the funding of
synthesis efforts reinforces the importance of including adequate
time for synthesis as well as for time for modelers to deal with
requests from, and interaction with, other modelers and field
biologists from all components involved in the integrated pro-
gram. A program needs to start with a synthesis of the kinds of
data that will be needed to address the central questions driving
the program, as well as a synthesis at the end. This wrap-up
synthesis requires that many if not most of the basic papers from
the program are in press so that they are available to the synthesis
teams. Pushing the final synthesis too early means that much of
the material derived from the field and modeling program will not
be available for the synthesis.

6. Conclusions: program legacy

Looking at each individual project separately, the Bering Sea
Program's modeling effort, or FETE, was extremely successful by
most scientific funding standards. The oceanographic model, the

NPZD model, and the fish growth/movement model, can be seen
as separate 3-year modeling projects; compared to a traditional
sequential approach (completing work bottom-up from physics to
fish), the overall program condensed 9 years of research into
6 years. Advances were made in physical modeling of the region
(Danielson et al., 2011, 2012; Hermann et al., 2013), measuring
uncertainties in NPZD models (Gibson and Spitz, 2011), and
quantifying seasonal versus interannual environmental effects on
the growth, feeding rates, and survival of fish (K. Aydin, NOAA,
unpublished results), effects of prey availability and temperature
on fish distribution (I. Ortiz, UW, unpublished results), and year-
round biophysical processes and their effect on fish and fisheries
(Ortiz et a1., This issue).

The structure of the overall Bering Sea Project, including in-
depth principal investigator meetings and structured workshops
between modelers and observationalists, facilitated strong con-
nections for specific components. This is reflected by the large
number of observationalist and modeler partnerships that devel-
oped during the project. Modelers have brought key results from
ROMS, NPZD, and/or FEAST (such as predicted euphausiid densi-
ties) to the ongoing NSF synthesis project, fueling modeling and
data analysis well beyond the scope of the original program (e.g.,
Sigler et al., This issue).

The project has also had ramifications in the ongoing monitor-
ing of the Bering Sea. The Alaska Fisheries Science Center is
continuing the development of the FETE and is currently using it
to target specific model parameter uncertainties for extended
research during ongoing monitoring activities. This new, inte-
grated activity should significantly operationalize the FETE, both
as model and field components, to provide EBFM advice on an
ongoing basis. Combined, these factors have the potential of
creating an institutional structure that will link modeling and
field work more tightly into the future. Additionally, the program
has brought fisheries modeling into the developing field of high-
performance computing and high-performance data applications.

The MSE project included an initial workshop with attendance
from a broad range of stakeholders and decisionmakers, and included
the development of potential management scenarios. The end results
are visible in the North Pacific Fishery Management Council's current
research priorities, which include the development of management
strategy evaluations and continued production of whole-ecosystem
models for integrated ecosystem assessment.

Every model, just like every field measurement, is in some
sense “wrong”; a model, however complex, is a simplification of
reality. The researcher's challenge is to consider modeling like field
research, as an ongoing, iterative process, producing new ques-
tions as well as answers. The models, as proposed, included a brief
to change the very way that field research interacted with models.
In that, they were highly successful; the legacy that this project
left is visible today in the ongoing collaborations between
researchers of the Bering Sea, stakeholders, agencies, management
bodies, and the public.

Ultimately, the question that needs to be answered is whether it will
ever be feasible to construct a FETE that follows all of the steps outlined
by Marasco et al. (2007), and fully addresses the questions developed by
the EMC. We believe that the Bering 10 K ROMS-NPZD-FEAST-FAMINE
model has already increased understanding about the Bering Sea
ecosystem and its fisheries, even if it could not follow all of the steps
nor fully address all of the questions. Nevertheless, the guidance
provided through the work of the EMC, along with the experience
gained through this project, suggests that a FETE will enhance the
development and use of end-to-end models to increase understanding
of ecosystems and provide useful information for both management and
research prioritization.

The lessons learned during the development of the FETE are
applicable to future model development work in the North Pacific
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but also in regions where similar endeavors are being undertaken
such as the Benguela (Travers-Trolet et al., 2014) and the California
(e.g. Fulton et al., 2011a; Kaplan et al., 2012) current systems.
These lessons are particularly relevant when considering the
development of permanent operational programs for EBFM, such
as the Integrated Ecosystem Assessment program of NOAA (Levin
et al., 2009), where it is envisioned that ecosystem models, if
coupled with ongoing feedback from field researchers and man-
agement, may form an organizing principle for a core EBFM team
to provide ecosystem-based management and research advice in
an ongoing fashion.
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