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Accurate and computationally efficient exchange-correlation functionals are critical to the successful application of linear-scaling density functional theory (DFT). Local and semi-local functionals of the density are naturally compatible with linear-scaling approaches, having a general form which assumes the locality of electronic interactions and which can be efficiently evaluated by numerical quadrature. Presently, the most sophisticated and flexible semi-local functionals are members of the meta-generalized-gradient approximation (meta-GGA) family, and depend upon the kinetic energy density, τ, in addition to the charge density and its gradient. In order to extend the theoretical and computational advantages of τ-dependent meta-GGA functionals to large-scale DFT calculations on thousands of atoms, we have implemented support for τ-dependent meta-GGA functionals in the ONETEP program. In this paper we lay out the theoretical innovations necessary to implement τ-dependent meta-GGA functionals within ONETEP’s linear-scaling formalism. We present expressions for the gradient of the τ-dependent exchange-correlation energy, necessary for direct energy minimization. We also derive the forms of the τ-dependent exchange-correlation potential and kinetic energy density in terms of the strictly localized, self-consistently optimized orbitals used by ONETEP. To validate the numerical accuracy of our self-consistent meta-GGA implementation, we performed calculations using the B97M-V and PKZB meta-GGAs on a variety of small molecules. Using only a minimal basis set of self-consistently optimized local orbitals, we obtain energies in excellent agreement with large basis set calculations performed using other codes. Finally, to establish the linear-scaling computational cost and applicability of our approach to large-scale calculations, we present the outcome of self-consistent meta-GGA calculations on amyloid fibrils of increasing size, up to tens of thousands of atoms.

I. INTRODUCTION

Kohn-Sham density functional theory (KS-DFT) [1] is founded on the premise that the exact charge density of a system of interacting electrons can be represented by the density of an auxiliary system of independent particles. This ansatz allows the total energy functional for a many-electron system to be expressed in terms of large contributions from known functionals for the non-interacting system, and a relatively smaller correction for many-body exchange and correlation effects. Unfortunately, at present no computationally tractable exact form for this exchange-correlation functional, $E_{xc}[n]$, is known.

A key challenge presented by KS-DFT is the development of accurate and computationally tractable forms for $E_{xc}[n]$. Since the inception of KS-DFT, numerous approximate forms have been proposed, varying significantly in their construction. The “Jacob’s ladder” of density functional approximations [2, 3] provides a useful metaphor for categorizing the different types of approximations to $E_{xc}[n]$, arranging them into “rungs” based on the density-dependent ingredients with which they are built. Each rung on the ladder ascending towards the “heaven of chemical accuracy” introduces additional density-dependent ingredients, which can be used to construct density functionals of increasing sophistication and accuracy.

The first three runs of the Jacob’s ladder are occupied by the local and semi-local functional families: the local density approximations (LDAs), generalized gradient approximations (GGAs) and meta-generalized-gradient approximations (meta-GGAs). These share the general form

$$E_{xc}[n] = \int dr \, \epsilon_{xc}(r)$$  \hspace{1cm} (1)

where $\epsilon_{xc}(r)$ is the exchange-correlation energy per unit volume, which depends on the values of the density, and other density-derived variables only at point $r$. Higher rungs on the ladder introduce non-local dependence on the Kohn-Sham orbitals, $\langle \psi_i \rangle$, and eigenvalues, $\{\epsilon_i\}$, and have more complicated and computationally demanding forms than Eq. 1.

The meta-GGA family of functionals offers the most sophisticated and flexible semi-local forms, in which $\epsilon_{xc}(r)$ depends on the density, $n(r)$, its gradient, $\nabla n(r)$, and the kinetic energy density [4].

$$\tau(r) = \frac{1}{2} \sum_{i} N_{occ} |\psi_i(r)|^2,$$  \hspace{1cm} (2)

where the summation is over all $N_{occ}$ occupied orbitals. The use of $\tau$ to construct exchange-correlation functionals offers significant theoretical benefits without abandoning the computationally simple form of Eq. 1. Nevertheless, $\tau$-dependence does present additional challenges, particularly with respect to self-consistent implementation. We discuss these issues in sections II C and II D.

The addition of new density-dependent ingredients as the Jacob’s ladder is ascended allows for the construction of more
sophisticated functionals, which are typically more accurate than those on the lower rungs. The metaphor of the Jacob’s ladder is a useful shorthand for this general trend, however it should be noted that this is not a strict rule. The accuracy of any given functional depends on other factors not considered in the ladder metaphor, such as the design of the functional form and the context in which it is to be applied. When selecting a functional to study a particular chemical system, it is important to consider these other factors, rather than simply assuming that a higher-rung functional is the best tool for the job—a less computationally demanding lower-rung functional may be more suitable.

The computational demands of any approximate exchange-correlation functional must be considered in the context of the overall KS-DFT procedure. Conventional DFT calculations have a computational cost which scales cubically with the size of the system. This compares favorably to other quantum chemical methods but still constrains the type of systems which can practically be studied.

The cubic scaling cost of conventional DFT calculations arises from the need to orthogonalize Kohn-Sham orbitals which extend over the entire system, and may be overcome by exploiting the locality of electronic interactions (see for example Refs. 5 and 6). Using this “nearsightedness” [7], DFT calculations may be performed with a cost that scales linearly with the size of the system. These “linear scaling”, or $O(N)$, methods have enabled DFT to be routinely applied to systems containing thousands of atoms.

ONETEP [8] is one of several software packages which implement linear-scaling DFT approaches. Other $O(N)$ DFT packages include BigDFT [9], CONQUEST [10], OpenMX [11], Quickstep [12] and SIESTA [13]. The combination of readily available linear-scaling DFT software and highly parallel modern supercomputing hardware has extended the scope of DFT to systems such as complex biological molecules and nanomaterials (see Refs. 14–17 for some recent applications of ONETEP to large systems of this type).

As mentioned above, a key challenge in the development of quantum chemical approaches and their application is the tension between computational cost and accuracy. This tension is particularly keenly felt in the development and extension of linear-scaling methods, where maintaining $O(N)$ scaling in all components is of paramount importance. Ideally, we would like to make use of the most accurate exchange-correlation approximations, but, as has already been mentioned, higher rungs of the Jacob’s ladder of density functional approximations introduce non-local ingredients which pose a serious challenge for maintaining $O(N)$ scaling. High accuracy semi-local exchange-correlation functionals are of particular interest for linear-scaling DFT because they naturally incorporate the locality of electronic interactions and are computationally simple to evaluate using numerical integration. We suggest that the meta-GGAs, as the most sophisticated semi-local functionals, exist in a “Goldilocks zone” where accuracy and computational expense can be particularly favorably balanced for linear-scaling DFT approaches (Fig. 1).

Recently, linear-scaling exact exchange evaluation has been demonstrated within ONETEP [18] using a density-fitting-based approach. This opens up access the fourth rung of the Jacob’s ladder, albeit at the cost of introducing an auxiliary basis set. Nevertheless, the comparative simplicity of the semi-local meta-GGAs remains highly desirable. Furthermore, recently developed meta-GGAs offer impressive accuracy. For example, the accuracy of the combinatorially designed semiempirical B97M-V functional [19] is comparable to popular hybrid functionals across a broad range of datasets. In some circumstances, notably for non-covalent interactions, B97M-V can outperform popular hybrid functionals. Promising results have also been reported for the recently developed nonempirical SCAN functional [20, 21]. In light of the performance of modern meta-GGAs such as B97M-V, the “Goldilocks zone” of Fig. 1 becomes very appealing for linear-scaling DFT. Indeed, this balance of computational simplicity and accuracy was the key motivator in our implementing support for meta-GGAs in ONETEP.

In the remainder of this paper, the theoretical and computational details of our work to implement self-consistent meta-GGA support within ONETEP are presented alongside results demonstrating its numerical accuracy and computational efficiency. In section II, we describe the theoretical foundations of this work, with particular emphasis on the linear-scaling formalism used in ONETEP and the difficulties associated with self-consistent implementation of $\tau$-dependent functionals. The theoretical innovations necessary to implement meta-GGAs within ONETEP’s linear-scaling framework are described in section III. The meta-GGA functionals we implemented in ONETEP to validate our approach, PKZB [22] and B97M-V [19], are described in section III F. We present results concerning the numerical and computational performance of self-consistent meta-GGA calculations in ONETEP in section IV. Specifically, numerical compar-
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is one with other codes are presented in section IV A, while the linear-scaling computational cost of our approach is verified in section IV B. Finally, in section V, we draw conclusions based on these results and make some suggestions for further work and potential future applications for meta-GGA functionals in ONETEP.

II. THEORY

A. Density-matrix DFT

KS-DFT represents the exact ground state electronic density via the density of an auxiliary system of independent particles [1], which interact via a mean-field. The principal advantage of using this auxiliary density is that the states of the independent electrons can be described by a set of one-electron orbitals, \{ψ_i\}. These Kohn-Sham (KS) orbitals are solutions to one-particle Schrödinger equations with eigenvalues, \{ε_i\},

\[
\left( \frac{1}{2} \nabla^2 + V_{KS}(r) \right) \psi_i(r) = ε_i \psi_i(r).
\]

(3)

where \( V_{KS}(r) \) is an effective local potential. This allows the obstacle of expressing the kinetic energy as an explicit functional of the density to be sidestepped, since the kinetic energy of a system of independent electrons has a simple form in terms of the KS orbitals:

\[
T_s[n] = -\frac{1}{2} \sum_{i=1}^{N} \int dr \psi_i^*(r) \nabla^2 \psi_i(r).
\]

(4)

The state of the independent electron system may be fully described by the one-particle density matrix

\[
ρ(r,r') = \sum_{i} f_i ψ_i^*(r) ψ_i(r').
\]

(5)

with occupation numbers \( f_i \) in the interval \([0,1]\), and from which the ground-state density is obtained from the density matrix by setting \( r = r' \),

\[
n(r) = ρ(r,r) = \sum_{i} f_i ψ_i^*(r) ψ_i(r).
\]

(6)

The total energy functional of KS-DFT can be expressed in terms of the one-particle density matrix, by re-casting Eq. 4 in terms of \( ρ(r,r') \),

\[
T_s[n] = \int dr \left[ -\frac{1}{2} \nabla^2 ρ(r,r') \right]_{r=r'},
\]

(7)

where we have implicitly introduced a generalized definition of \( T_s[n] \), which allows for fractional occupancies, \( \{f_i\} \) (as described in Ref. 23). The remaining external potential, Hartree and exchange-correlation contributions are explicit functionals of the density, and can be expressed in terms of \( ρ(r,r') \) using Eq. 6.

Formulating KS-DFT with the density matrix as the central quantity facilitates the development of methods which exploit the locality, or “nearsightedness” [7], of \( ρ(r,r') \) and opens the door to electronic structure methods in which computational cost scales linearly with system size, \( N \). It is well-known that the density matrix for an insulating system (i.e. a system with a band-gap) decays exponentially with inter-electronic distance, \(|r - r'|\) (see for example Ref. 24, and references therein). In practice, this locality can be enforced to yield \( O(N) \) computational cost by truncating the density matrix such that \( ρ(r,r') = 0 \) when \( |r - r'| > r_{cut} \), where \( r_{cut} \) is a predetermined cutoff distance. This truncation of the density matrix is the fundamental premise upon which ONETEP is designed.

B. ONETEP formalism

In ONETEP the density matrix is expressed in a separable form,

\[
ρ(r,r') = ϕ_α(r) K^{αβ} ϕ_β^*(r')
\]

(8)

where \( \{ϕ_α\} \) are a set of strictly localized non-orthogonal orbitals, related to the KS orbitals by

\[
ψ_i(r) = ϕ_α(r) M_α^i.
\]

(9)

and \( K \) is the density kernel,

\[
K^{αβ} = \sum_{i=1}^{N} M_α^i f_i M_1^i β.
\]

(10)

constructed from elements of the transformation matrix \( M \) and occupation numbers \( \{f_i\} \). Expressing the density matrix in separable form (Eq. 8) allows its intrinsic locality to be exploited by truncating the density kernel such that

\[
R_{αβ} > r_{cut} \quad \implies \quad K^{αβ} = 0
\]

(11)

where \( R_{αβ} \) is the distance between the localized orbitals, \( ϕ_α(r) \) and \( ϕ_β(r) \), and \( r_{cut} \) is a predetermined cutoff distance (the “density kernel cutoff”) [8].

Note that in Eqs. 8 to 10 we have used the Einstein summation convention (implicit summation over repeated indices). This convention will be used for the remainder of this paper, though explicit summation signs will be used where this assists clarity. We have also distinguished between contravariant and covariant quantities by using upper and lower indices, as is conventional. The necessity of this distinction is a consequence of the non-orthogonality of ONETEP’s local orbitals—care must be taken to respect the transformation properties of these orbitals and related objects.

The non-orthogonal orbitals in Eq. 8, called “non-orthogonal generalized Wannier functions” (NGWFs), are restricted to spherical, atom-centered localization regions, so \( R_{αβ} \) in Eq. 11 is simply the distance between atoms. The NGWFs are constructed from an orthogonal basis of psinc...
provided that the total number of electrons, \( N \), does not change may be imposed by applying a constraint to the energy functional, for which several methods are available—see section 4 of Ref. 34 for details.

There are two key computational issues associated with the efficient implementation of this theoretical formalism in software:

1. Taking advantage of the sparsity of the density kernel, Hamiltonian and overlap matrices that naturally arises as a consequence of the strict locality of the NGWFs.

2. Efficient utilization of the available computational resources by distribution of computational work across parallel processing units.

From the beginning, ONETEP was designed to effectively address these practical issues, with efficient sparse matrix algebra routines [35] and parallel algorithms built around the Message Passing Interface (MPI) library [29]. More recently, shared-memory parallelism has been added using the OpenMP API [36] while support for graphics processing unit (GPU) acceleration is under development [37]. The new meta-GGA functionality described in this paper was developed to take full advantage of ONETEP's existing framework for sparse algebra and parallel computation.

C. Meta-GGA functionals

For local and semi-local exchange-correlation functionals, the exchange-correlation energy density, \( \epsilon_{xc}(r) \), at point \( r \) is determined entirely by the density and density-derived variables in the locality of \( r \) (Eq. 1). The distinction between the different classes of local/semi-local functionals lies in which variables the exchange-correlation energy density is constructed using, broadly categorized by rungs on the Jacob's ladder of density functional approximations (Fig. 1).

With each rung on the ladder, the introduction of new density-dependent ingredients allows the construction of more flexible and sophisticated functional forms, which correct for deficiencies in functionals on lower rungs. For example, a particular limitation of the LDAs is their tendency to overbind molecules, resulting in the overestimation of atomization energies. With the introduction of dependence on the gradient of the density, GGAs can dramatically improve upon LDA at-omization energies, as well as many other properties (see, for example, Refs. 2, 38–40).

The meta-GGA functionals attempt to improve upon the LDAs and GGAs by introducing dependence on the kinetic energy density, \( \tau \) (Eq. 2), i.e.

\[
E^{\text{MGGA}}_{xc}[\rho] = \int dr \, \epsilon_{xc}(\rho(r), \nabla \rho(r), \tau(r)).
\]

(15)

The physical relevance of \( \tau \) to the description of exchange and correlation is demonstrated by its appearance in expansions of both the exchange and correlation holes, as described in Refs. 41, 42. In practice, the addition of another density-derived ingredient offers greater flexibility, which may be used
to better satisfy formal constraints or fit empirical data (depending on the predilections of the designer).

The improvements offered by meta-GGAs over GGAs are typically less dramatic than those seen for GGAs over LDAs, but still significant. For example, the TPSS and SCAN meta-GGAs have been shown to consistently produce smaller errors than the PBE GGA [40, 43] for the calculation of a variety of properties [20, 44]. Since PBE, TPSS and SCAN are nonempirical functionals, the improvements seen for the meta-GGAs cannot be attributed to the quality of training data or fitting method, and must be a consequence of improvements in the functional form.

The addition of \( \tau \)-dependence facilitates the construction of functional forms which satisfy more formal constraints. In particular, \( \tau \)-dependence allows meta-GGAs to satisfy the constraint that the correlation energy of any one-electron density, \( n_1 \), is zero,

\[
E_c[n_1,0] = 0,
\]

where \( E_c \) is a functional of two spin densities, i.e. \( E_c[n_1,n_1] \). This can be achieved using expressions constructed from \( \tau \) and the Weizsäcker kinetic energy density,

\[
\tau^w = \frac{1}{8} \left| \nabla n \right|^2/\rho.
\]

Since \( \tau^w = \tau \) for a one-electron density and it can be shown that \( \tau^w \leq \tau \) [45], the relationship between \( \tau^w \) and \( \tau \) can be used to construct correlation energy functionals which vanish for one-electron densities. For example, that \( \tau^w/\tau = 1 \) for a one-electron density is used in the PKZB [22] meta-GGA (section III F 1) to eliminate self-correlation (this form is also used in PKZB’s successor, TPSS [44]). Similar self-correlation correcting expressions have been employed in the construction of many density functionals, including examples by Becke [42, 46, 47] and Van Voorhis and Scuseria [48] which precede PKZB’s 1999 publication. In addition, related \( \tau \)-containing expressions such as the electron localization function (ELF) [49] and localized orbital locator (LOL) [50] have been described, which distinguish regions of electron localization, and can be used to produce striking visualizations of atomic and molecular electronic structure.

Many variants of the meta-GGA form have been developed since Becke’s early work in the 1980s [42, 51, 52]. Some notable variants have already been mentioned, such as PKZB [22] and its nonempirical successor TPSS [44]. Another notable set of meta-GGAs are the semiempirical “Minnesota” functionals, which include local M06-L [53], M11-L [54] and the recent MN15-L [55], as well as hybrid variants which add exact exchange to the meta-GGA form (for example, M06 [56], M11 [57] and MN15 [58]). The development and refinement of meta-GGA functionals is an ongoing effort—recently published examples include the semiempirical B97M-V (which we implemented in this work, see section III F 2), the related range-separated hybrid meta-GGA, \( \omega \)B97M-V [59], and nonempirical SCAN [20] functionals. For further examples and historical context, see the well-cited accounts in Refs 19, 60.

### D. Self-consistent meta-GGA evaluation

In order to self-consistently solve the Kohn-Sham equations (Eq. 3), it is necessary to evaluate the effective potential, \( V_{KS}(r) \), which includes an exchange-correlation contribution, defined as the functional derivative of the exchange-correlation energy with respect to the density,

\[
V_{KS}(r) = \frac{\delta E_{xc}}{\delta n(r)}. \tag{18}
\]

For LDA and GGA functionals, the exchange-correlation energy density is an explicit functional of the charge density, \( n \) and its gradient, \( \nabla n \), and obtaining the functional form of \( V_{xc} \) is a simple matter of evaluating the functional derivative.

The \( \tau \)-dependence of meta-GGA functionals (Eq. 15) presents an additional challenge because \( \tau \) is itself an implicit functional of the density. Since the explicit dependence of \( \tau \) on \( n \) is unknown, the functional derivative of Eq. 18 cannot be straightforwardly evaluated in the case of meta-GGAs.

One approach to this issue is to simply avoid ever needing to evaluate the meta-GGA exchange-correlation potential. This can be achieved by self-consistently determining the KS orbitals using a non-\( \tau \)-dependent functional, and then evaluating the meta-GGA energy expression non-self-consistently using \( n \) and \( \tau \) constructed from these orbitals. This method was used in Refs. 22, 61, and reportedly yields results close to those produced by self-consistent meta-GGA calculations. However, the method has limited utility beyond total energy evaluation, since the orbitals and density produced are completely determined by the non-\( \tau \)-dependent functional used.

A second approach is to use the optimized effective potential (OEP) method [62]. The OEP method produces local, multiplicative exchange-correlation potentials for orbital-dependent functionals and is based on the premise of finding the local potential for which the total energy is stationary, i.e. \( \delta E/\delta V_{KS}(r) = 0 \). The local potential which satisfies this requirement can be obtained by solution of an integral equation. This is a non-trivial task and approximate methods are generally used (as in the Krieger-Li-Iafrate (KLI) approach [63]). Although the OEP method is more often applied to functionals incorporating exact exchange, it is also applicable to meta-GGAs as described in Refs. 64, 65. For a well-cited review of the OEP method and approximations to this, see Ref. 60.

A third approach, which avoids the theoretical and computational complexity of solving the OEP integral equation is to express the exchange-correlation potential in terms of functional derivatives with respect to the orbitals, rather than the density. Originally described by Neumann, Nobes and Handy [66] in the context of self-consistently evaluating the \( \tau \)-dependent Becke-Roussel exchange functional [52], this approach yields a non-multiplicative, orbital-specific potential. Following Ref. 64, we refer to this approach as the “functional derivatives of \( \tau \)-dependent functionals with respect to the orbitals”, or FDO, approach.

For this work, we adopted the FDO approach, motivated by its relative simplicity compared to the OEP method. As demonstrated in section III, the FDO approach allows self-consistent calculations to be performed using \( \tau \)-dependent...
exchange-correlation functionals with only minor extensions to the existing density-matrix DFT framework used by OEP.

The FDO approach has previously been described as an “approximation”, since its orbital-specific potential represents a step outside of the conventional Kohn-Sham method, which assumes a local effective potential (as in Ref. 64). While the FDO method could be considered an approximation to KS-DFT with a local potential, this terminology could be misleading since the results obtained using this method are not necessarily any less accurate or rigorous than those obtained using the OEP method. The FDO approach falls within the wider framework of the “generalized Kohn-Sham” (gKS) formalism [67], in which alternate realizations of DFT may be constructed based on auxiliary systems other than the usual non-interacting system of conventional KS-DFT. Such theories permit non-local effective potentials, as in the FDO method.

Since the exchange-correlation part of the effective potential in the FDO approach is non-multiplicative, we would expect the solutions to the corresponding eigenvalue equations (Eq. 3) to differ from those obtained using a local potential. It has been observed that the differences between the FDO and OEP methods for meta-GGAs are very small for total energies, though these can be more significant for quantities sensitive to electronic structure, such as nuclear shielding constants [64]. Additionally, recent work by Yang and coworkers has shown that band gaps for the SCAN meta-GGA [20] are improved using an FDO-type approach compared to OEP [65].

The FDO approach is perhaps the most widely used method of evaluating meta-GGA exchange-correlation potentials (see for example Refs. 44, 48, 68, 69). The widespread use of this approach is a further practical advantage, since in validating our work against other implementations which use the FDO method, we do not need to consider any error arising from the difference between the FDO and OEP approaches. In section IV A, we compare self-consistent meta-GGA energies calculated using ONETEP with those calculated in Q-Chem [70], both using the FDO approach [71].

In the FDO method, the functional derivative of the exchange-correlation energy with respect to the orbitals may be arrived at using the functional derivative chain rule [72]

$$\frac{\delta E_{xc}^{\text{FDO}}}{\delta \psi_i(r)} = \int dr' \frac{\delta E_{xc}^{\text{FDO}}}{\delta n(r')} \frac{\delta n(r')}{\delta \psi_i(r)} \nabla \psi_i(r)$$

and inserting the functional derivative

$$\frac{\delta n(r')}{\delta \psi_i(r)} = 2\psi_i(r) \delta (r' - r),$$

and

$$\frac{\delta E_{xc}^{\text{FDO}}}{\delta \psi_i(r)} = 2\frac{\delta E_{xc}^{\text{FDO}}}{\delta n(r)} \psi_i(r).$$

The relationship in Eq. 21 implies the following form for the product of the exchange-correlation potential and an orbital:

$$\frac{1}{2} \frac{\delta E_{xc}^{\text{FDO}}}{\delta \psi_i(r)} = \frac{\delta E_{xc}^{\text{FDO}}}{\delta n(r)} \psi_i(r) = \psi_{\text{FDO}}^{\text{xc}} \psi_i(r),$$

where we have used operator notation to emphasize the non-multiplicative nature of the FDO exchange-correlation potential, $\psi_{\text{FDO}}^{\text{xc}}$. Evaluating the functional derivative on the left of Eq. 22 for a general meta-GGA dependent on $n$, $V_n$ and $\tau$ (Eq. 15), yields the FDO exchange-correlation potential [64, 68]

$$\frac{1}{2} \frac{\delta E_{xc}^{\text{FDO}}}{\delta \psi_i(r)} = \left\{ \frac{\partial \epsilon_{xc}}{\partial n} - \nabla \cdot \left( \frac{\partial \epsilon_{xc}}{\partial V_n} \right) \right\} \psi_i(r)$$

$$- \frac{1}{2} \left\{ \nabla^2 \frac{\partial \epsilon_{xc}}{\partial \tau} \right\} \psi_i(r) - \frac{1}{2} \frac{\partial \epsilon_{xc}}{\partial \tau} \nabla^2 \psi_i(r).$$

A more compact expression of the FDO exchange-correlation potential is

$$\hat{V}_{\text{FDO}}(r) \psi_i(r) = V_{\text{FDO}}^{\text{xc}} \psi_i(r) + \left\{ \hat{V}_{\tau}^{\text{xc}} \psi_i(r) \right\}$$

which consists of a GGA-like part,

$$V_{\text{FDO}}^{\text{xc}} = \frac{\partial \epsilon_{xc}}{\partial n} - \nabla \cdot \left( \frac{\partial \epsilon_{xc}}{\partial V_n} \right),$$

and a non-multiplicative, $\tau$-dependent part,

$$\hat{V}_{\tau}^{\text{FDO}} \psi_i(r) = - \frac{1}{2} \left\{ \nabla^2 \frac{\partial \epsilon_{xc}}{\partial \tau} \right\} \psi_i(r) - \frac{1}{2} \frac{\partial \epsilon_{xc}}{\partial \tau} \nabla^2 \psi_i(r).$$

Using the relationship in Eq. 22 to derive an exchange-correlation potential means that the FDO exchange-correlation potential is only defined where $\delta \epsilon_{xc}/\delta \psi_i$ appears as a product with a KS orbital. We have emphasized this relationship with the KS orbital that appears in curly braces for the remainder of the paper, since this clearly distinguishes the orbitals which solve the one-electron equations from the localized orbitals (NGWFs) used in ONETEP.

III. IMPLEMENTATION

A. Kinetic energy density

To evaluate $\tau(r)$ within ONETEP’s linear-scaling DFT formalism (section II B), it is necessary to recast Eq. 2 in terms of local quantities. This is easily achieved by expanding the KS orbitals in Eq. 2 in terms of the NGWFs (Eq. 9),

$$\tau(r) = \frac{1}{2} \sum_i \nu_i \left( \nabla \phi_\alpha(r) M_i^\alpha \right) \cdot \left\{ \nabla M_i^\beta \phi_\beta(r) \right\},$$

where $\nu_i$ is the kinetic energy density of the $i$th NGWF, $\phi_\alpha(r)$ and $\phi_\beta(r)$ are the orbital functions, and $M_i^\alpha$ and $M_i^\beta$ are the matrix elements.
The introduction of fractional occupation numbers, \{f_i\}, in Eq. 27, follows from the generalized definition of the kinetic energy in terms of the density matrix (Eq. 7).

In practice, \(\tau(r)\) is evaluated on the simulation cell grid in a manner analogous to \(n(r)\),

\[
n(r) = \varphi_\alpha(r)K^{\alpha\beta}\varphi_\beta^*(r),
\]

(29)
described in detail in Ref. 29. This starts with the evaluation of “per-NGWF” contributions

\[
\tau(r; \alpha) = (\nabla \varphi_\alpha(r)) \cdot \left( \nabla \sum_\beta K^{\alpha\beta} \varphi_\beta(r) \right).
\]

(30)

where the summation over \(\beta\) is for all NGWFs which overlap with \(\varphi_\alpha\). It is convenient to perform the summation over \(\beta\) before applying the gradient operator, since this is easily applied to the summed quantity in reciprocal space, avoiding the need to individually calculate the gradient of each \(\beta\) NGWF. The per-NGWF contributions are then summed to yield the quantity on the full simulation cell grid,

\[
\tau(r) = \frac{1}{2} \sum_\alpha \tau(r; \alpha). \tag{31}
\]

For completeness, we note that the evaluation of \(\tau(r)\) by this method introduces a subtle approximation, not present for the same method applied to \(n(r)\) [29]. For \(n(r)\), summing over only NGWFs which overlap with \(\varphi_\alpha\) to form \(n(r; \alpha)\) (as in Eq. 30) is exact, since the NGWFs are zero-valued outside their localization regions. When the gradient operator is applied to a NGWF, however, it becomes delocalized. This is a consequence of the form of the psinc basis functions from which the NGWFs are constructed (Eq. 12)—while the psincs are zero-valued at the grid points they are not centered upon, they do not in general have zero gradient at these points. We have not explored the effect of this approximation in this work, but note that a similar approximation is assumed in ONETEP for the evaluation of the kinetic energy integrals over NGWFs (where the operator is the Laplacian, rather than the gradient) and is expected to have a negligible effect in that context [28].

### B. Exchange-correlation potential

As with the kinetic energy density (section III A), the exchange-correlation potential must be expressed in a form containing only local quantities in order to be compatible with ONETEP’s linear-scaling formalism (section II B). For LDA and GGA-type functionals, this is trivial, since the form of the exchange-correlation potential, as determined by the functional derivative \(\delta E_{xc}[n]/\delta n(r)\), is already a local potential. For meta-GGAs using the FDO method, the situation is more complicated, with a non-multiplicative “orbital-specific” potential, which is defined with respect to a KS orbital (Eqs. 22 and 23)—this presents a potential issue for ONETEP, since we must avoid explicit reference to the KS orbitals. Fortunately, it is simple to derive a “per-NGWF” potential, which avoids the need to deal directly with the KS orbitals. Expanding the KS orbital in Eq. 23 in terms of NGWFs (Eq. 9) and using Eq. 22, we obtain

\[
\sum_\alpha \frac{\delta E_{xc}}{\delta n(r)} \varphi_\alpha(r) M^\alpha_i = \sum_\alpha \left[ V_{xc}^{\psi_\alpha}(r) \varphi_\alpha(r) - \left\{ \hat{V}_{xc}^\tau \varphi_\alpha(r) \right\} M^\alpha_i \right]. \tag{32}
\]

where the GGA-like and \(\tau\)-dependent parts of the potential are defined as in Eqs. 25 and 26 (but with \(\psi_i\) replaced by \(\varphi_\alpha\)). Recognizing that the orbital coefficients, \(M^\alpha_i\), commute with the non-multiplicative part of the potential, Eq. 32 can be rearranged to give

\[
\sum_\alpha \left[ \frac{\delta E_{xc}}{\delta n(r)} \varphi_\alpha(r) - V_{xc}^{\psi_\alpha}(r) \varphi_\alpha(r) - \left\{ \hat{V}_{xc}^\tau \varphi_\alpha(r) \right\} \right] M^\alpha_i = 0. \tag{33}
\]

which implies a per-NGWF exchange-correlation potential

\[
\frac{\delta E_{xc}}{\delta n(r)} \varphi_\alpha(r) = V_{xc}^{\psi_{\alpha}}(r) \varphi_\alpha(r) + \left\{ \hat{V}_{xc}^\tau \varphi_\alpha(r) \right\} \tag{34}
\]

with the same local GGA-like, and non-multiplicative \(\tau\)-dependent parts seen in Eqs. 25 and 26 (but with \(\psi_i\) replaced by \(\varphi_\alpha\), as before).

Applying the product rule, the \(\tau\)-dependent part can be expressed in a more compact form,

\[
\left\{ \hat{V}_{xc}^\tau \varphi_\alpha(r) \right\} = -\frac{1}{2} \nabla \cdot \left( \frac{\delta E_{xc}}{\delta n} \nabla \varphi_\alpha(r) \right), \tag{35}
\]

which proves useful in evaluating integrals over the \(\hat{V}_{xc}^\tau\) (section III C).

### C. Integrals

The self-consistent implementation of meta-GGAs under the FDO method requires integrals over the \(\tau\)-dependent part of the exchange-correlation potential (Eq. 35), in addition to the usual integrals over the local, GGA-like part of the exchange-correlation potential (Eq. 25).

The form of the \(\tau\)-dependent matrix element used in Neu- mann, Nobes and Handy’s paper [66] and other later publications (e.g. Ref. 48) is

\[
\langle \psi_i | \hat{V}_{xc}^\tau | \psi_j \rangle = \frac{1}{2} \int dr \nabla \psi_i(r) \cdot \left( \frac{\delta E_{xc}}{\delta n} \nabla \psi_j(r) \right) \tag{36}
\]

which may be arrived at from Eq. 35 via integration-by-parts. This form of the integral has the apparent advantage that
The derivative of the potential $\partial \epsilon_{xc}/\partial \tau$ is not required—only derivatives of the orbitals are needed. This is an attractive feature for a Gaussian basis set code, since analytic derivatives of the basis functions (and hence orbitals) are easily accessible and the need to evaluate the numerical derivative of the potential is avoided.

The same result may be arrived at for NGWFs, when integrated over a unit cell with periodic boundary conditions (via the divergence theorem), i.e.

$$\langle \varphi_{\alpha} | \nabla_{xc}^T | \varphi_{\beta} \rangle = \frac{1}{2} \int_V \text{d} \mathbf{r} \mathbf{V} \varphi_{\alpha}(\mathbf{r}) \cdot \left( \frac{\partial \epsilon_{xc}}{\partial \tau} \nabla \varphi_{\beta}(\mathbf{r}) \right),$$

(37)

where $V$ is the volume of the simulation cell. However, for ONETEP, this form of the integral is problematic because the gradients of psinc functions (and by extension, NGWFs) are delocalized (as described in section III A).

For integrals over the local potential and kinetic energy operator,

$$V_{\alpha\beta} = \frac{1}{2} \int_V \text{d} \mathbf{r} \varphi_{\alpha}(\mathbf{r}) V_{\text{loc}}(\mathbf{r}) \varphi_{\beta}(\mathbf{r}),$$

(38)

$$T_{\alpha\beta} = -\frac{1}{2} \int_V \text{d} \mathbf{r} \varphi_{\alpha}(\mathbf{r}) \mathbf{V}^2 \varphi_{\beta}(\mathbf{r}),$$

(39)

the locality of the NGWFs naturally restricts the integration region. In $V_{\alpha\beta}$, the integrand is zero where the $\alpha$ and $\beta$ NGWFs do not overlap, and thus it can be assumed that $V_{\alpha\beta} = 0$ where the localization regions of $\varphi_{\alpha}$ and $\varphi_{\beta}$ do not overlap. Similarly for $T_{\alpha\beta}$, the integrand is zero outside the localization region of the $\alpha$ NGWF, and the approximation is made that $T_{\alpha\beta} = 0$ where there is no overlap between the localization regions of $\varphi_{\alpha}$ and $\varphi_{\beta}$ (as described in Ref. 28).

For Eq. 37 the delocalization of the NGWF gradients prevents the restriction of the integration to the localization sphere of either NGWF, necessitating a further approximation in addition to the assumption that the integrand is zero where the localization regions of $\varphi_{\alpha}$ and $\varphi_{\beta}$ are non-overlapping.

To make better use of the locality of the NGWFs, we use an alternative form of the integral over the $\tau$-dependent part of the exchange-correlation potential, based on Eq. 35,

$$\langle \varphi_{\alpha} | \nabla_{xc}^T | \varphi_{\beta} \rangle = -\frac{1}{2} \int_V \text{d} \mathbf{r} \varphi_{\alpha}(\mathbf{r}) \mathbf{V} \cdot \left( \frac{\partial \epsilon_{xc}}{\partial \tau} \nabla \varphi_{\beta}(\mathbf{r}) \right),$$

(40)

which has the advantage that the integrand is non-zero only in the localization region of $\varphi_{\alpha}$. The need to evaluate the divergence of $(\partial \epsilon_{xc}/\partial \tau) \nabla \varphi_{\beta}$ is not a significant issue in ONETEP, since the gradient operator can be trivially applied to each Cartesian component of the vector field in reciprocal space.

The form of Eq. 40 closely resembles the form of the kinetic energy integrals (Eq. 39). Indeed, for $\epsilon_{xc}/\partial \tau = 1$, the two integral types are equivalent—a property we used in testing the code to evaluate $(\varphi_{\alpha} | \nabla_{xc}^T | \varphi_{\beta})$. As for the kinetic energy integrals [28] (and kinetic energy density, section III A), the evaluation of $(\varphi_{\alpha} | \nabla_{xc}^T | \varphi_{\beta})$ in ONETEP makes the approximation that integrals over NGWFs with non-overlapping localization spheres are zero, despite the delocalizing effect of applying the gradient operator to psinc functions.

D. Density kernel optimization

Direct minimization of the energy under the LNV scheme used in ONETEP (section II B) requires the evaluation of the gradient of the energy with respect to the elements of the auxiliary density matrix, $L$. This gradient is given by

$$\frac{\partial E}{\partial L^{\alpha\beta}} = \frac{\partial E}{\partial K^{\alpha\beta}}$$

(41)

where $\partial K^{\alpha\beta}/\partial L^{\alpha\beta}$ can be derived from Eq. 14 (see Ref. 73).

For the purposes of this work, it is sufficient to note that $\partial K^{\alpha\beta}/\partial L^{\alpha\beta}$ does not depend on the form of $E_{xc}[n]$ and we can therefore focus on the form of the $\partial E/\partial K^{\alpha\beta}$.

The exchange-correlation component $\partial E/\partial K^{\alpha\beta}$ can be expressed in terms of the functional derivative of $E_{xc}[n]$ with respect to the density,

$$\frac{\partial E_{xc}}{\partial K^{\alpha\beta}} = \int \text{d} \mathbf{r} \frac{\delta E_{xc}}{\partial n(\mathbf{r})} \frac{\partial n(\mathbf{r})}{\partial K^{\alpha\beta}}$$

(42)

and thus the partial derivative with respect to the density kernel elements depends on the form of the exchange-correlation potential, $V_{xc}(\mathbf{r}) = \delta E_{xc}/\delta n(\mathbf{r})$. For reference, the derivation of Eq. 42 is reproduced in appendix A.

Using Eq. 29, the partial derivative on the right of Eq. 42 is

$$\frac{\partial n(\mathbf{r})}{\partial K^{\alpha\beta}} = \delta_{\alpha\beta}$$

(43)

and thus Eq. 42 becomes

$$\frac{\partial E_{xc}}{\partial K^{\alpha\beta}} = \int \text{d} \mathbf{r} \delta_{\alpha\beta} \frac{\delta E_{xc}}{\partial n(\mathbf{r})} \varphi_{\alpha}(\mathbf{r}) \varphi_{\beta}(\mathbf{r}).$$

(44)

For LDA or GGA functionals the functional derivative is equivalent to the local exchange-correlation potential, and Eq. 44 is simply a matrix element over the local potential:

$$\frac{\partial E_{xc}}{\partial K^{\alpha\beta}} = \langle \varphi_{\alpha} | V_{xc} | \varphi_{\beta} \rangle.$$

(45)

Under the FDO approach (section II D), the meta-GGA exchange-correlation potential consists of a local GGA-like part (Eq. 25) and non-multiplicative, $\tau$-dependent part (Eq. 35). Inserting the per-NGWF exchange-correlation potential (section III B) into Eq. 44 yields

$$\frac{\partial E_{xc}}{\partial K^{\alpha\beta}} = \int \text{d} \mathbf{r} \varphi_{\alpha}^*(\mathbf{r}) V_{xc}^{\text{GGA}}(\mathbf{r}) \varphi_{\beta}(\mathbf{r})$$

$$+ \int \text{d} \mathbf{r} \varphi_{\alpha}^*(\mathbf{r}) (\nabla_{xc}^T \varphi_{\beta}(\mathbf{r}))$$

(46)

the form of the exchange-correlation component of $\partial E/\partial K^{\alpha\beta}$ for meta-GGAs under the FDO approach.

The implementation of Eq. 46 in ONETEP was a simple matter of adding contributions from the additional matrix element, $\langle \varphi_{\alpha} | \nabla_{xc}^T | \varphi_{\beta} \rangle$, to the existing gradient expression for GGA-type functionals.
E. NGWF optimization

In addition to the gradient of the energy with respect to density kernel elements described in section III D, direct minimization of the energy in ONETEP also requires the evaluation of the gradient of the energy with respect to the NGWFs.

Since the total energy is a functional of the NGWFs (via the density, Eq. 29), the gradient of the energy with respect to the NGWFs is a functional derivative. This functional derivative has the form

\[
\frac{\delta E_{xc}}{\delta \varphi_\alpha^*(r)} = \varphi_\alpha(r)[Q^V]^{\alpha\alpha} + \frac{\delta E_{xc}}{\delta n(r)} \varphi_\alpha(r)K^{\alpha\alpha}
\]  

(47)

where

\[
[Q^V]^{\alpha\alpha} = 3L^{\alpha\alpha}V_{\mu\mu}L^{\mu\mu} - 2L^{\alpha\alpha}S_{\eta\infty}V_{\mu\mu}L^{\mu\alpha} - 2L^{\alpha\alpha}V_{\mu\mu}L^{\mu\alpha}S_{\eta\infty}L^{\alpha\alpha}
\]

(48)

and

\[
V_{\nu\mu} = \int dr \varphi_\nu^*(r) \frac{\delta E_{xc}}{\delta n(r)} \varphi_\mu(r).
\]

(49)

For reference, a derivation of Eq. 47 is presented in appendix B (based on work presented in Ref. 73). Note that the result differs by a factor of two depending on whether the NGWFs are real or complex, and this is covered in appendix B. In this section, we only consider the case of complex NGWFs.

Inserting the per-NGWF FDO exchange-correlation potential (Eq. 34) into Eq. 47 yields

\[
\frac{\delta E_{xc}}{\delta \varphi_\alpha^*(r)} = \varphi_\alpha(r)[Q^{V,FDO}]^{\alpha\alpha} + V_{\nu\mu}^{GGA}(r)\varphi_\nu(r)K^{\alpha\nu} + \left[\hat{V}_{xc}^V \varphi_\mu(r)\right]K^{\alpha\mu}.
\]

(50)

where \(Q^{V,FDO}\) is defined as in Eq. 48, but with \(V_{\nu\mu}\) replaced by

\[
V_{\nu\mu}^{FDO} = \int dr \varphi_\nu^*(r) V_{\nu\mu}^{GGA}(r) \varphi_\mu(r) + \int dr \varphi_\nu^*(r) \left[\hat{V}_{xc}^V \varphi_\mu(r)\right].
\]

(51)

As with the gradient of the energy with respect to density kernel elements, the implementation of Eq. 50 in ONETEP was achieved by the modification of the existing gradient expression for GGA-type functionals. This involved adapting the routines used to construct \(Q^V\) to use \(V_{\nu\mu}^{FDO}\) in place of the usual local potential integral, and adding an extra term to the GGA gradient expression, \(\left[\hat{V}_{xc}^V \varphi_\mu(r)\right]K^{\alpha\mu}\).

F. Functionals

1. PKZB

The PKZB meta-GGA was first described in 1999 [22, 74] and, following the design principles of the PBE GGA [40, 43], was constructed to satisfy a number of known exact constraints on \(E_{xc}[n]\) with only a single empirically fitted parameter (see Ref. 3 for further details of this constraint-satisfaction approach). Although PKZB performed well compared to contemporary semi-local functionals (see e.g. Ref. 45), it has since been superseded by more modern meta-GGAs such as the TPSS meta-GGA [44, 75, 76], a non-empirical refinement of PKZB.

While PKZB has been surpassed by more modern meta-GGAs, it has the advantage of theoretical simplicity. Our implementation of PKZB to test the self-consistent meta-GGA framework described above was primarily motivated by this simplicity. In particular, the forms of the exchange and correlation parts of the functional are closely related to the PBE GGA, which was already available and well-tested in ONETEP. This allowed PKZB to be relatively simply implemented by reuse and modification of existing code.

A further advantage of using PKZB as a testbed for meta-GGAs in ONETEP was its relatively wide availability in other codes. Since the publication of the original PKZB paper in 1999, there has been ample time for the creation of mature, stable implementations of the functional. We used this to our advantage in the implementation of this functional and the general framework for meta-GGAs in ONETEP, performing preliminary tests of our work against independent implementations in Libxc [77], NWChem [78] and Q-Chem [70]. A selection of results, validating our self-consistent implementation of PKZB against Q-Chem are reported in section IV A.

While the key equations required to evaluate energies using the PKZB functional are well described in the original paper [22], equations for the derivatives of the exchange and correlation energy density, \(\epsilon_{xc}(r)\), necessary to evaluate the exchange-correlation potential (sections II C and III B) are not provided. For convenience and ease of reproducing our work, the equations we derived for the derivatives of \(\epsilon_{xc}(r)\) are presented in appendix C, alongside reproductions of the original energy equations.

2. B97M-V

B97M-V [19] is a semi-local meta-GGA density functional with VV10 non-local correlation [79] designed by Mardirossian and Head-Gordon via a combinatorial approach [80]. In the spirit of the original B97 density functional [81], the semi-local part of B97M-V is partitioned into three components: exchange, same-spin correlation, and opposite-spin correlation. Consequently, B97M-V has three separate inhomogeneity correction factors (ICF) that enhance the three associated uniform electron gas energy densities. Each ICF is a two-dimensional power series utilizing two variables: \(u\), a finite-domain dimensionless variable that depends on the density and its gradient [81], and \(w\), a finite-domain dimensionless variable that depends on the density and the kinetic energy density [82]. The final functional form of B97M-V was selected by searching through more than \(10^{10}\) of the over \(10^{50}\) possible options and choosing the most transferable and well-behaved fit. B97M-V has a total of 12 linear parameters—4...
of a double integral rather than dependence on KS orbitals. These functionals take their non-locality is a consequence of their functional form, functionals in the vdW-DF family. VV10 and similar non-local correlation methods were developed in order to account for dispersion interactions. VV10 and similar non-local correlation functionals manage RMSDs of 0.47, 0.55, and 1.38 kcal mol\(^{-1}\), respectively. Furthermore, across a database of 755 isomerization energies, B97M-V-M has an RMSD of 0.27 kcal mol\(^{-1}\), compared to 0.78, 0.71, and 1.55 kcal mol\(^{-1}\), respectively, for B97-D3(BJ), M06-L, and MN15-L [59].

As mentioned in section I, linear-scaling DFT methods are particularly sensitive to the balance of computational cost and accuracy. To produce meaningful results for very large chemical systems, exchange and correlation must be treated with accurate methods, but without compromising the computational scaling of the method such that calculations become intractable. Our motivation for implementing B97M-V was its potential to satisfy both of these requirements, sitting firmly in the “Goldilocks zone” of Fig. 1.

A domain in which we are particularly interested in applying B97M-V is the description of biomolecular association. ONETEP’s linear-scaling DFT approach enables a full quantum-mechanical description of a protein-ligand system [14, 15], avoiding the need to partition the system into quantum and classical regions, as in competing QM/MM approaches. We hope that the combination of this capability with B97M-V’s excellent accuracy in describing non-covalent interactions will yield a powerful tool for the study of protein-ligand binding, applicable to the challenging problem of computational drug optimization. For non-covalent interaction energies, B97M-V has been shown to significantly outperform several dispersion corrected GGAs (see Refs. 19, 59). For biological systems, in which non-covalent interactions often play an important role, we anticipate the use of B97M-V will yield improved accuracy over the dispersion-corrected GGA functionals that have been employed in previous studies using ONETEP (see for example, Refs. 14, 15). In practice, the calculation of free energies of binding using B97M-V would combine some kind of configurational sampling with the evaluation of the energies of configurations using DFT, as in the QM-PBSA [14, 87, 88] method or the “stepping stone” approach of Simpson and coworkers [89].

It could be argued that B97M-V is not a “pure” meta-GGA, because it incorporates a contribution from the VV10 non-local correlation functional [79], in order to account for dispersion interactions. VV10 and similar non-local correlation functionals in the vdW-DF family [90, 91] are not easily classified within the traditional Jacob’s ladder hierarchy because their non-locality is a consequence of their functional form, rather than dependence on KS orbitals. These functionals take the form of a double integral

\[
E_{\text{ex}}[n] = \int dr_1 dr_2 n(r_1) \Phi(r_1, r_2) n(r_2)
\]

where \(\Phi(r_1, r_2)\) is a kernel depending on the interelectronic distance, \(r_1 - r_2\). Klimeš and Michaelides have proposed a “stairway to heaven” of DFT-based dispersion corrections, analogous to the Jacob’s ladder (Fig. 1) with the vdW-DF family (including VV10) on the third step [92].

For clarity, we note that “VV10” is often used to refer to the combination of specific semi-local exchange and correlation functionals with the VV10 non-local correlation functional, as described in Ref. 79. We will distinguish between the non-local correlation component and the combined exchange-correlation functional by referring to the non-local part as “VV10 NLC”.

The implementation of VV10 NLC in ONETEP follows the approach described in Ref. 93, which slightly modifies the original VV10 NLC kernel in order to make use of the efficient integration scheme for vdW-DF functionals described by Roman-Pérez and Soler [94] (for details of the implementation of the vdW-DF functionals in ONETEP, see Ref. 95). To obtain good agreement between this “revised VV10” (rVV10), and the original VV10 [79] functional, Sabatini and coworkers reoptimized one of VV10’s two empirical parameters, \(b\) and \(C\) [93]. ONETEP implements rVV10 NLC as described in Ref. 93, and thus uses the reoptimized \(b\) value (\(b = 6.3\)).

The implementation of B97M-V in ONETEP uses rVV10 NLC and we will refer to this combination of the local part of the B97M-V functional with revised VV10 NLC as “B97M-rV”, as distinct from “B97M-V”, which incorporates the original VV10 NLC functional. Since the local part of B97M-V [19] was optimized in combination with the original VV10 NLC functional and we have not reoptimized the empirical parameters for either part of B97M-rV to account for use of rVV10 NLC, we might expect B97M-V and B97M-rV to behave slightly differently. However, as described in section IV A, we find the differences in relative energies obtained using the two variants to be very small in most cases.

The impact of rVV10 NLC on the computational cost of B97M-rV compared to a “pure” meta-GGA, such as PKZB, is an interesting question, and particularly relevant to our intended application of B97M-rV to large scale calculations. This question is considered in section IV B.

To avoid the time-consuming process of implementing the local component of B97M-rV from scratch, this was implemented in ONETEP by adapting the existing Q-Chem routines for evaluating the B97M-V exchange-correlation energy density, \(\epsilon_{\text{xc}}(r)\), and its derivatives with respect to \(n\), \(V_n\) and \(\tau\) (as described in Ref. 19). The initial testing and debugging of these modified routines within the context of ONETEP was done by comparison with an independent implementation of the local part of B97M-V in the Libxc library [77], which could be called directly within ONETEP. Comparisons of full self-consistent B97M-rV energies obtained using ONETEP and Q-Chem are presented in section IV A.
IV. RESULTS

A. Testing and validation

In order to test the numerical correctness of the theoretical framework outlined in section III, we compared meta-GGA energies calculated self-consistently using the ONETEP and Q-Chem packages for a number of small molecular systems. Q-Chem is an all-electron Gaussian basis set code and therefore differs substantially from ONETEP in its approach to self-consistent solution of the Kohn-Sham equations (see Refs. 70, 96, 97 for details). This difference presents both a challenge and an opportunity. The challenge arises in setting up calculations with comparable conditions in each package. For example, it is not immediately clear what kinetic energy cutoff and pseudopotential in ONETEP is appropriate to compare with a given atomic orbital basis set and integration grid in Q-Chem. The opportunity is in the strong independent validation provided by comparison against an independent electronic structure code built upon an alternative theoretical foundation.

For all Q-Chem results reported in this section, a development version of Q-Chem 4 was used [70]. In these calculations, the def2-QZVPPD basis set was used for all atoms [98, 99] and the (99,590) integration grid (99 radial shells per atom, 590 angular grid points per shell) was used to evaluate exchange-correlation functionals. The SG-1 grid [100] was used to evaluate the \( r^{\text{V10}} \) NLC component of B97M-rV [101].

The ONETEP calculations were performed using norm-conserving pseudopotentials from the Rappe-Bennett pseudopotential library (GGA-optimized) [102] for H, C, N, O and F nuclei [103]. The Opium pseudopotential generator [104–106] was used to generate the pseudopotential for sulfur, used in calculations on cysteine [107]. The pseudopotential files used in the calculations presented in this section are included in the supplementary material for ease of reproduction. The number of NGWFs used to represent the valence electrons of each atom was as follows: H, 1; C, 4; N, 4; O, 4; S, 9. This corresponds to 1 NGWF for each valence-shell electron pair.

Through a set of calculation calibrations, two combinations of kinetic energy cutoff and NGWF localization sphere radii were identified for comparison with the Q-Chem calculations, corresponding roughly to settings that would be used in "standard" production and "high-accuracy" reference calculations. The "standard" calculations used a kinetic energy cutoff of 900 eV and NGWF localization sphere radii of 8.0 \( a_0 \) for all nuclei, while the "high-accuracy" calculations used a kinetic energy cutoff of 1200 eV and NGWF localization sphere radii of 12.0 \( a_0 \). Note that these kinetic energy cutoff values are the values requested from ONETEP and in practice the kinetic energy cutoff used in the calculation deviates slightly from this in order that an integer number of grid points is positioned along each simulation cell dimension.

The simulation cell sizes used for each test case were derived from the molecular geometry such that there was at least a 5 \( a_0 \) vacuum gap between the edge of the cell and the furthest extent of the NGWF localization spheres (using 12 \( a_0 \) radii) in each Cartesian direction. This vacuum buffer was introduced to avoid interactions between periodic images of the molecular systems. The simulation cell dimensions are provided with molecular geometries in the supplementary material.

No correction for basis set superposition error (BSSE) was applied in either the Q-Chem or ONETEP calculations. As mentioned earlier, in situ optimization of NGWFs eliminates the need for such corrections in ONETEP [31]. In the case of Q-Chem, it was judged that BSSE correction was unnecessary for the large def2-QZVPPD atomic orbital basis set as the monomer basis set would already be highly saturated.

The binding energies of four non-covalently bound complexes, shown in Fig. 2, and a set of relative energies for conformers of cysteine and melatonin, shown in Fig. 3, were used to test the implementation of meta-GGAs in ONETEP against Q-Chem. Geometry specifications for all the test cases are available in the supplementary material. The comparison of relative energies was necessary, since absolute energies from all-electron codes are not equivalent to absolute energies from pseudopotential codes, where the core orbitals are represented by an effective ionic potential. The results of Q-Chem and ONETEP calculations using the PKZB and B97M-rV meta-GGAs are presented in Tables I and II. Results are also reported for the PBE GGA, as a reference. Ideally, the difference between the codes for self-consistently evaluated meta-GGA energies should be similar to the difference for GGA energies, where the additional energy and gradient terms introduced by \( \tau \)-dependence (section III) are not required.

As mentioned in section III F 2, “B97M-rV” denotes the B97M-V functional, used in conjunction with the revised \( V^{\text{V10}} \) NLC functional of Ref. 93, rather than the original \( V^{\text{V10}} \) NLC functional [79]. The results reported in the B97M-rV rows of Tables I and II were obtained using the B97M-rV functional in both Q-Chem and ONETEP, to avoid introducing an additional error due to the difference between original and revised \( V^{\text{V10}} \) NLC. The difference between B97M-V and B97M-rV is typically small, on the order of 0.1 kcal mol\(^{-1}\) (see Table S1 in the supplementary material for examples).

For all the test cases studied, the difference between Q-Chem and ONETEP meta-GGA energies for both the 900 eV/8 \( a_0 \) and 1200 eV/12 \( a_0 \) settings was of a similar magnitude to the differences seen for PBE, indicating that the implementation of self-consistent meta-GGA evaluation is well-behaved. For the binding energies, the RMSD for ONETEP and Q-Chem PBE results is ~ 0.1 kcal mol\(^{-1}\). Similar RMSDs are obtained for PKZB and B97M-rV, though B97M-rV actually produces better agreement than PBE, with both RMSDs slightly smaller than those obtained for PBE. For the conformational energies, the RMSDs for PBE are slightly larger, nearer to 0.2 kcal mol\(^{-1}\). The meta-GGAs produce RMSDs close to 0.3 kcal mol\(^{-1}\) in this case. Differences between Q-Chem and ONETEP for the melatonin conformer energies are somewhat larger for PKZB and B97M-rV than for PBE, with some absolute differences exceeding 0.4 kcal mol\(^{-1}\). For B97M-rV, the larger Q-Chem/ONETEP difference seen for the melatonin conformer energies is accompanied by a comparatively large difference of 0.7 kcal mol\(^{-1}\) between
ONETEP results with the two cutoff energy/NGWF radius settings. This may indicate that the melatonin conformer energies calculated with the lower quality 900 eV/8 a₀ basis set using B97M-rV are not well-converged with respect to the basis set.

Given the limited size of our dataset and the substantial differences between Q-Chem and ONETEP outlined earlier, it is difficult to identify specific reasons why the RMSDs for the conformational energies (Table II) are generally somewhat larger than those for the binding energies (Table I). It is plausible that the different magnitudes of the RMSDs observed for the binding and conformational energies are simply an artifact of the systems selected for this comparison—with a larger set of data points, the differences between the conformational and binding energies could evaporate. To draw meaningful comparisons between the differences in conformational energies and binding energies calculated using ONETEP and Q-Chem would require extensive benchmarking and comparison on a much larger number of data points. In the present work, we are primarily concerned with demonstrating the numerical validity of the implementation of meta-GGAs in ONETEP, using the behavior of the PBE GGA as a reference. A more extensive comparison of the differences in energies calculated using ONETEP and Q-Chem is therefore beyond the scope of this work.

In spite of the slightly larger deviations from the Q-Chem results seen for the conformer energies in Table II, the ONETEP results retain the same energetic ordering as the Q-Chem results for all functionals and basis set settings: aa < be < dw for melatonin, and I < II < III < IV for systems with PBE and PKZB and I < III < II < IV for B97M-rV. In addition, there is only one binding energy in which ONETEP predicts binding where Q-Chem does not, C₆H₆···H₂O (I) with PKZB. In this case, Q-Chem produces a very small positive binding energy of 0.026 kcal mol⁻¹ while ONETEP gives small negative binding energies of −0.011 kcal mol⁻¹ and −0.034 kcal mol⁻¹ for the 900 eV/8 a₀ and 1200 eV/12 a₀ settings, respectively.

The comparisons presented in Tables I and II demonstrate that the theoretical framework outlined in this paper, as implemented in ONETEP, yields self-consistent meta-GGA energies in good qualitative and quantitative agreement with a well-established implementation in Q-Chem. In spite of the significant theoretical and algorithmic differences between the two codes, it is possible to produce results which agree to within a fraction of a kcal mol⁻¹, which is consistent with the extent of agreement achieved with the well-tested PBE GGA.

B. Linear-scaling performance testing

A key motivation in implementing meta-GGA functionals within ONETEP was their application to large systems with many thousands of atoms. When studying systems of this size, low scaling computational cost with respect to system size is vital. To evaluate the computational scaling of our implementation of meta-GGAs in ONETEP, we performed a series of single point DFT energy calculations on segments of a 13696 atom amyloid fibril. The results are plotted in Fig. 4, and clearly demonstrate the computational cost for self-consistent single-point energy calculations using meta-GGAs, as measured in terms of overall execution time, increases linearly with the number of atoms, N.

All calculations presented in Fig. 4 were performed using a development version of ONETEP, running on the Iridis 4 supercomputer at the University of Southampton with 128 MPI processes and 4 OpenMP threads per process. ONETEP was compiled using the Intel Fortran compiler 16.0 and linked to the Intel Math Kernel Library 11.3. The kinetic energy cutoff and NGWF cutoff radii (for all atoms) were 600 eV and 7.6 a₀. The comparisons presented in Tables I and II demonstrate that the theoretical framework outlined in this paper, as implemented in ONETEP, yields self-consistent meta-GGA energies in good qualitative and quantitative agreement with a well-established implementation in Q-Chem. In spite of the significant theoretical and algorithmic differences between the two codes, it is possible to produce results which agree to within a fraction of a kcal mol⁻¹, which is consistent with the extent of agreement achieved with the well-tested PBE GGA.

FIG. 2. The four systems for which binding energies are presented in Table I. The geometries for CH₂F···CH₂F and C₆H₆···C₆H₃F₃ were obtained from the X40 set of non-covalent interactions of halogenated molecules [108] while the geometries for the two C₂H₆···H₂O structures were from the set of hydrocarbon-water interactions presented in Ref. 109 (this is referred to as the HW30 set in Refs. 19, 59).

All calculations presented in Fig. 4 were performed using a development version of ONETEP, running on the Iridis 4 supercomputer at the University of Southampton with 128 MPI processes and 4 OpenMP threads per process. ONETEP was compiled using the Intel Fortran compiler 16.0 and linked to the Intel Math Kernel Library 11.3. The kinetic energy cutoff and NGWF cutoff radii (for all atoms) were 600 eV and 7.6 a₀, respectively. The settings correspond to a medium quality basis set and while they are sufficient for testing the computational scaling of our implementation, we would recommend production calculations are run with a higher quality basis set (higher kinetic energy cutoff, larger NGWF radii). The calculation was converged until the RMS NGWF gradient was less than 2.0 × 10⁻⁶ a.u. and a density kernel cutoff (Eq. 11) of 20.0 a₀ was used. This is a relatively small kernel cutoff, suitable for testing purposes, but unlikely to be sufficient for production calculations, where larger values would be necessary. The structure of the 13696 atom fibril was kindly provided by the authors of Ref. 113 and smaller segments were derived from this structure. The atomic coordinates used in all the amyloid fibril calculations are provided in the supplementary material.
The larger prefactor associated with the meta-GGAs observed in Fig. 4 is unsurprising, given the additional operations required to evaluate the meta-GGA energy and gradient terms. The meta-GGA code is still a work-in-progress and it is likely that further optimization will improve the prefactor.

Though it may be possible to decrease the overall computational cost of meta-GGA calculations, we expect that meta-GGA calculations will remain somewhat more expensive than corresponding GGA and LDA calculations, for the simple reason that the evaluation of \( \tau(\mathbf{r}) \) over the simulation cell is inherently more costly than the evaluation of \( n(\mathbf{r}) \). As outlined in section III A, the evaluation of \( \tau(\mathbf{r}) \) follows the same multi-step procedure used to evaluate \( n(\mathbf{r}) \) (described in Ref. 29). However, the evaluation of \( \tau(\mathbf{r}) \) additionally involves application of the gradient operator and a scalar product over Cartesian components (Eq. 30). Since the evaluation of the \( n(\mathbf{r}) \) is one of the more costly steps in a typical ONETEP calculation, we would expect the additional cost of evaluating \( \tau(\mathbf{r}) \) to be a major contributor to the overall greater cost of calculations using meta-GGAs.

As a rough example of the extent of the additional cost associated performing a meta-GGA calculation, we can examine timings reported by ONETEP’s internal timing routines. For the full 13696 atom fibril, the PKZB single-point energy calculation converged after 11 outer loop (NGWF optimization) iterations in 7.3 h. The amount of time spent in the key routines for evaluating the charge density and kinetic energy density on the simulation cell grid was 0.9 h and 2.0 h, respectively. For comparison, the PBE calculation took 3.4 h to complete 11 outer loop iterations, with 0.9 h spent inside the same key charge density evaluation routine. For the PKZB calculation, the time spent inside routines for evaluating integrals over the \( r \)-dependent part of the exchange-correlation potential (Eq. 40) was 1.5 h, which accounts for most of the remaining 1.9 h difference between for PKZB and PBE calculations. The last 0.4 h of this difference is difficult to attribute, because the modifications made to ONETEP to support meta-GGAs were spread throughout the codebase and thus affect many individual routines to some extent. Nevertheless, these timings suggest that the additional cost of evaluating the kinetic energy density and new exchange-correlation integrals (Eq. 40) are significant contributors to the increased overall cost of calculating meta-GGA energies over GGA energies in our current implementation.

The data in Fig. 4 suggest that PKZB calculations have a higher prefactor than B97M-rV, since the gradient of the fitted

![FIG. 3. Conformations of melatonin and cysteine, for which relative energies are presented in Table II. The structures of cysteine (I, II, III, and IV) were obtained from Ref. 110, forming part of the CYCONF set, which itself forms part of the GMTKN30 database [111]. The structures of melatonin ("aa", "be" and "dw") were obtained from Ref. 112 (this is referred to as the Melatonin52 set in Ref. 59). The conformational energies in Table II are relative to the lowest energy conformers, "F" and "aa" for cysteine and melatonin, respectively. In this figure, the higher-energy conformations of each molecule are superimposed on the lowest energy conformations, to illustrate the structural differences.](image-url)
PKZB line appears larger than the gradient for the B97M-rV line. At first glance, this is an unexpected result, since one would expect B97M-rV to be more costly because of the additional work associated with rVV10 NLC, not present in PKZB. In fact, the explanation for this outcome is the slower convergence of PKZB calculations relative to B97M-rV. For all amyloid fibril segments, the PKZB calculations required 11 outer loop (NGWF optimization) iterations to achieve convergence (based on the RMS NGWF gradient), while B97M-rV required 8 or 9 iterations for most segments, as detailed in Table III. For the 5136 and 8560 atom segments, B97M-rV required 11 and 12 outer loop iterations to converge, respectively, and these individual calculations were more costly than the corresponding PKZB calculations. For comparison, the PBE calculations all required 11 iterations to achieve convergence. The results presented in Table III demonstrate that the average time per outer loop iteration was consistently lower for PKZB than for B97M-rV across all segment sizes, supporting the suggestion that the unexpectedly good relative performance of B97M-rV is a consequence of more rapid convergence.

### Table II. Comparison of conformational energies, in kcal mol⁻¹, for the conformers of cysteine and melatonin presented in Fig. 3, calculated using Q-Chem and ONETEP. The conformational energies are relative to the lowest energy conformer, labeled “I” and “aa” for cysteine and melatonin, respectively. As in Table I, differences between energies calculated using Q-Chem and ONETEP are listed in the columns labeled Δ and the RMSDs of the energies calculated using Q-Chem and ONETEP are provided for each exchange-correlation functional. The basis sets used for the Q-Chem and ONETEP calculations are as described for Table I.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Energy (Q-Chem)</th>
<th>Energy (ONETEP)</th>
<th>Δ (kcal mol⁻¹)</th>
<th>RMSD (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cysteine II</td>
<td>0.894</td>
<td>0.910</td>
<td>0.016</td>
<td>0.103</td>
</tr>
<tr>
<td>Cysteine III</td>
<td>3.033</td>
<td>3.261</td>
<td>0.228</td>
<td>3.922</td>
</tr>
<tr>
<td>Cysteine IV</td>
<td>3.161</td>
<td>3.355</td>
<td>0.224</td>
<td>3.339</td>
</tr>
<tr>
<td>Melatonin be</td>
<td>4.487</td>
<td>4.889</td>
<td>0.001</td>
<td>4.521</td>
</tr>
<tr>
<td>Melatonin dw</td>
<td>6.319</td>
<td>6.125</td>
<td>0.194</td>
<td>6.469</td>
</tr>
<tr>
<td>RMSD</td>
<td>0.167</td>
<td>0.165</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PKZB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cysteine II</td>
<td>0.744</td>
<td>0.745</td>
<td>0.001</td>
<td>0.867</td>
</tr>
<tr>
<td>Cysteine III</td>
<td>1.194</td>
<td>1.565</td>
<td>0.370</td>
<td>1.573</td>
</tr>
<tr>
<td>Cysteine IV</td>
<td>2.102</td>
<td>2.484</td>
<td>0.382</td>
<td>2.212</td>
</tr>
<tr>
<td>Melatonin be</td>
<td>4.853</td>
<td>5.316</td>
<td>0.463</td>
<td>4.972</td>
</tr>
<tr>
<td>Melatonin dw</td>
<td>5.939</td>
<td>6.163</td>
<td>0.224</td>
<td>6.358</td>
</tr>
<tr>
<td>RMSD</td>
<td>0.331</td>
<td>0.268</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B97M-rV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cysteine II</td>
<td>1.481</td>
<td>1.528</td>
<td>0.048</td>
<td>1.699</td>
</tr>
<tr>
<td>Cysteine III</td>
<td>1.313</td>
<td>1.427</td>
<td>0.114</td>
<td>1.664</td>
</tr>
<tr>
<td>Cysteine IV</td>
<td>1.481</td>
<td>1.683</td>
<td>0.202</td>
<td>1.865</td>
</tr>
<tr>
<td>Melatonin be</td>
<td>5.582</td>
<td>5.193</td>
<td>−0.389</td>
<td>5.909</td>
</tr>
<tr>
<td>Melatonin dw</td>
<td>9.424</td>
<td>9.011</td>
<td>−0.414</td>
<td>9.731</td>
</tr>
<tr>
<td>RMSD</td>
<td>0.275</td>
<td>0.322</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### V. Conclusion

In this paper, we described a theoretical framework for self-consistent evaluation of meta-GGA exchange-correlation energies within ONETEP’s linear-scaling DFT formalism. In developing this framework, we used the FDO method to evaluate functional derivatives (section II D) with respect to the density, yielding an orbital-specific exchange-correlation potential. To ensure that our approach maintains linear-scaling computational cost, we derived expressions for the kinetic energy density (section III A), τ, and exchange-correlation potential (section III B) in terms of ONETEP’s strictly localized orbitals (NGWFs, Eq. 12) and density kernel (Eq. 10). We also derived expressions for the gradient of the τ-dependent exchange-correlation energy with respect to these localized orbitals (Eq. 13).
This suggests that ONETEP users will find utility for meta-examples using the nonempirical SCAN functional in Ref. systems and types of bonding (see for example, recent experiments of improving upon GGAs across a diverse range of costly hybrid functionals. More broadly, meta-GGAs are capable of improving upon meta-GGA evaluations in ONETEP described in this paper may form the foundation for future applied studies in a variety of contexts. One of our motivations in implementing support for meta-GGAs in ONETEP was for the study of biomolecular association. In particular, the excellent performance of B97M-V [19, 59] for non-covalent interactions (section III F 2) suggested that we might be able to achieve significant improvements in accuracy over existing work with dispersion-corrected GGAs [14, 55] without the need for costly hybrid functionals. More broadly, meta-GGAs are capable of improving upon GGAs across a diverse range of systems and types of bonding (see for example, recent examples using the nonempirical SCAN functional in Ref. 21). This suggests that ONETEP users will find utility for meta-GGAs in a variety of applications where accurate description of exchange-correlation effects is important.

Of the linear-scaling DFT software packages listed in section I, only Quickstep (part of the CP2K suite [114]) currently supports meta-GGA exchange-correlation functionals, as mentioned in Ref. 12. Although both ONETEP and Quickstep use linear-scaling methods in order to apply DFT in large-scale calculations, the codes differ substantially in their implementation. Perhaps the starkest difference is in the types of basis function used. Quickstep is based on the Gaussian and plane wave (GPW) method [115], utilizing a combination of Gaussian functions and plane waves to construct the Kohn-Sham orbitals and electron density, while ONETEP employs self-consistently optimized NGWFs constructed from an underlying psinc basis set (section II). The NGWF/psinc basis and its in situ optimization presents unique challenges for the implementation of meta-GGA exchange-correlation functionals which have been addressed in this paper.

Although linear-scaling DFT packages can differ substantially in design and implementation, they often share common theoretical foundations. The essential ideas of direct energy minimization with respect to a separable density matrix and the use of strictly localized basis functions, as employed in ONETEP, are a common starting point for linear-scaling DFT methods (as described in Ref. 6). We therefore hope that the detailed account of the implementation of meta-GGAs in ONETEP presented in this paper will facilitate the implementation of meta-GGAs in other linear-scaling DFT codes which share this foundation.

All the calculations in this paper were performed using norm-conserving pseudopotentials, since the current implementation of self-consistent meta-GGA functionality in ONETEP is restricted to pseudopotentials of this type. An alternative approach to the problem of representing atomic cores is the projector augmented wave (PAW) method [116], in which all-electron orbitals are retained, but are expressed in terms of smooth pseudofunctions and partial waves representing the orbital in the region of the atomic core. The PAW method has some significant advantages over norm-conserving pseudopotentials for practical DFT calculations, notably improved transferability and better convergence with respect to the kinetic energy cutoff. Support for PAW has recently been implemented in ONETEP [117], allowing LDA and GGA calculations to be performed with the method. The next step for the work described in this paper is to extend this functionality to allow self-consistent meta-GGA evaluation using PAW. This will require the kinetic energy density to be decomposed into contributions from the smooth pseudofunctions and partial waves, and will also involve additional terms in the Hamiltonian, as described in Ref. 69.
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Appendix A: Gradient of $E_{xc}$ with respect to the density kernel elements

Eq. 42 may be derived by considering the definition of the partial derivative in terms of a limit

$$
\frac{\partial E_{xc}}{\partial K^{\eta \theta}} = \lim_{h \to 0} \frac{E_{xc}[n(r, K^{\eta \theta} + h)] - E_{xc}[n(r)]]}{h}
$$

(A1)

where the change in $K^{\eta \theta}$ affects the density $n(r)$ of which $E_{xc}$ is a functional. The density with $K^{\eta \theta}$ varied by $h$ is

$$
n(r, K^{\eta \theta} + h) = \sum_{\alpha \beta} \varphi_{\alpha}(r) K^{\alpha \beta} \varphi^*_{\beta}(r) + h \varphi_{\eta}(r) \varphi^*_{\eta}(r)
$$

(A2)

The functional derivative of $E_{xc}[n]$ with respect to the density may be written

$$
\int dr \frac{\delta E_{xc}[n]}{\delta n(r)} \varphi^*_{\eta}(r) = \left. \frac{d}{d\epsilon} E_{xc}[n(r) + \epsilon \varphi^*_{\eta}(r)] \right|_{\epsilon = 0}
$$

(A3)

where $\varphi^*_{\eta}(r)$ is an arbitrary test function (see for example, appendix A of Ref. 118). Using $\delta n(r)/\partial K^{\eta \theta}$ as test function in Eq. A3 produces a limit identical to the limit in Eq. A1, i.e.

$$
\int dr \frac{\delta E_{xc}[n]}{\delta n(r)} \varphi^*_{\eta}(r) = \lim_{\epsilon \to 0} \frac{E_{xc}[n(r) + \epsilon \varphi^*_{\eta}(r)] - E_{xc}[n(r)]}{\epsilon}
$$

(A4)

where we have used Eq. A2 to express $n(r, K^{\eta \theta} + h)$. The expression for the gradient of $E_{xc}$ with respect to the density kernel elements may therefore be written in terms of the exchange-correlation potential (as in Eq. A2), i.e.

$$
\frac{\partial E_{xc}}{\partial K^{\eta \theta}} = \int dr \left( \frac{\delta E_{xc}}{\delta n(r)} \right) \frac{\delta n(r)}{\partial K^{\eta \theta}}.
$$

(A5)

Appendix B: Gradient of $E_{xc}$ with respect to the NGWFs

The following derivation of the exchange-correlation component of the gradient of the energy with respect to the NGWFs is based on work presented in Ref. 73 (ch. 7), and is reproduced here for the convenience of interested readers.

Eq. 47 can be derived starting with the chain rule for functional derivatives (see appendix A of Ref. 119):

$$
\frac{\delta n(r')}{\delta \varphi^*_{\alpha}(r)} = \varphi_{\mu}(r') \frac{\partial K^{\mu \nu}}{\partial \varphi^*_{\nu}(r)} \varphi_{\nu}(r')
$$

(B2)

The functional derivative of $n(r)$ with respect to the complex-conjugate of a NGWF can be expanded using the product rule for functional derivatives (appendix A, Ref. 119):

$$
\frac{\delta n(r')}{\delta \varphi^*_{\alpha}(r)} = \varphi_{\mu}(r') \frac{\delta K^{\mu \nu}}{\partial \varphi^*_{\nu}(r)} \varphi_{\nu}(r') + 2 \varphi_{\mu}(r') K^{\mu \nu} \frac{\delta \varphi_{\nu}(r')}{\delta \varphi^*_{\alpha}(r)}.
$$

The functional derivative in the second term of Eq. B2 is simply

$$
\frac{\delta \varphi_{\nu}(r')}{\delta \varphi^*_{\alpha}(r)} = \delta_{\alpha \nu} \delta(r - r').
$$

(B3)

To evaluate the functional derivative in the first term, the chain rule can be used again to yield

$$
\frac{\delta K^{\mu \nu}}{\delta \varphi^*_{\alpha}(r)} = \int dr' \frac{\delta K^{\mu \nu}}{\delta \varphi^*_{\alpha}(r)} \frac{\delta S_{\mu \nu}}{\delta \varphi^*_{\alpha}(r)}.
$$

(B4)

Since $K$ is a function of $S$, rather than a functional, $\delta K^{\mu \nu}/\delta S^{i \alpha}$ reduces to partial derivative, i.e.

$$
\frac{\partial K^{\mu \nu}}{\partial S_{\mu \nu}} = \frac{\partial K^{\mu \nu}}{\partial S_{\mu \nu}} \delta(r - r').
$$

(B5)

where, using the expression for the density kernel in terms of the auxiliary density kernel (Eq. 14),

$$
\frac{\partial K^{\mu \nu}}{\partial S_{\mu \nu}} = 3 L^{\mu \ell} L^{\nu \nu} - 2 (L^{\mu \ell} L^{\eta \nu} S_{\eta \nu} L^{\nu i} + L^{\nu \nu} S_{\eta \nu} L^{\mu \ell} L^{\eta i} + L^{\nu \nu} S_{\eta \nu} L^{\nu i} L^{\mu \ell}).
$$

(B6)

The other functional derivative in Eq. B4 is

$$
\frac{\delta S_{\mu \nu}}{\delta \varphi^*_{\alpha}(r)} = \delta^*_{\alpha \nu} \varphi_{\nu}(r).
$$

(B7)
\[
\frac{\delta K^{\mu\nu}}{\delta \phi_\alpha^v} (r) = \frac{\partial K^{\mu\nu}}{\partial \phi_\alpha^v} (r).
\]  

Using Eqs. B2, B3 and B8, Eq. B1 becomes

\[
\frac{\delta E_{xc}}{\delta \phi_\alpha^v} (r) = \varphi_\alpha (r) V_{\mu} \frac{\partial K^{\mu\nu}}{\partial \phi_\alpha^v} (r) + \frac{\delta E_{xc}}{\partial n(r)} \varphi_\alpha (r) K^{\kappa\alpha} \tag{B9}
\]

where \( V_{\mu} \) is as defined in Eq. 49.

Finally, recognizing that

\[
|Q^{V}\rangle = V_{\mu} \frac{\partial K^{\mu\nu}}{\partial \phi_\alpha^v},
\]

where \( |Q^{V}\rangle \) is defined in Eq. 48, Eq. B9 becomes

\[
\frac{\delta E_{xc}}{\delta \phi_\alpha^v} (r) = 2 \varphi_\alpha (r) |Q^{V}\rangle \varphi_\alpha (r) + 2 \frac{\delta E_{xc}}{\partial n(r)} \varphi_\alpha (r) K^{\kappa\alpha} . \tag{B11}
\]

which is the expression provided earlier (Eq. 47).

Note that the preceding derivation was for complex NGWFs (where each NGWF and its complex conjugate may be varied independently). For real NGWFs, Eq. B11 is simply multiplied by a factor of two, i.e.

\[
\frac{\delta E_{xc}}{\delta \phi_\alpha^v} (r) = 2 \varphi_\alpha (r) |Q^{V}\rangle \varphi_\alpha (r) + 2 \frac{\delta E_{xc}}{\partial n(r)} \varphi_\alpha (r) K^{\kappa\alpha} . \tag{B12}
\]

**Appendix C: PKZB energy derivatives**

To evaluate the PKZB exchange-correlation potential under the FDO method, we require derivatives of the exchange-correlation energy density, \( \epsilon_{xc} \), with respect to the charge density, \( n \), its gradient, \( \nabla n \), and the kinetic energy density, \( \tau \). Equations for the PKZB exchange and correlation energy were provided in Ref. 22, but the derivatives necessary to evaluate the exchange-correlation potential were not, and do not appear to have been published elsewhere. To facilitate reproduction of our work, we present here the equations used to evaluate the PKZB energy and potential.

1. **Exchange**

The PKZB exchange energy functional [22, 74] has the form,

\[
\epsilon_{\text{PKZB}}^{\text{ex}} [n] = \int d\mathbf{r} \epsilon_{\text{ex}}^{\text{unif}} (n) F_{\text{x}} (n, \nabla n, \tau) \tag{C1}
\]

where

\[
\epsilon_{\text{ex}}^{\text{unif}} = - \frac{3}{4\pi} (3\pi^2)^{1/3} n^{4/3} \tag{C2}
\]

is the exchange energy per unit volume of the uniform electron gas and

\[
F_{\text{x}} (p, \bar{q}) = 1 + \kappa - \frac{\kappa}{1 + x/\kappa} \tag{C3}
\]

is the enhancement factor, which has a similar form to the factor used for PBE [40, 43]. PKZB differs from PBE in the definition of \( x \):

\[
x = c_1 p + c_2 q^2 + c_3 \bar{q} p + c_4 p^2 \tag{C4}
\]

where

\[
p = \frac{|\nabla n|^2}{4(3\pi^2)^{2/3} n^{8/3}} \tag{C5}
\]

\[
\bar{q} = \frac{3\pi}{2(3\pi^2)^{2/3} n^{8/3}} - \frac{9}{20} - \frac{p}{12} \tag{C6}
\]

with \( c_1 = 10/81, c_2 = 146/2025, c_3 = -73/405 \) and

\[
c_4 \left[ D + \frac{1}{\kappa} \left( \frac{10}{81} \right)^2 \right]. \tag{C7}
\]

In the preceding equations, \( \kappa \) and \( D \) are constants, with values 0.804 and 0.113, as set out in Ref. 22. The exchange energy for a spin-polarized system may easily be obtained using the well-known spin-coupling relation [120]:

\[
E_{\text{x}} [n_1, n_1] = \frac{1}{2} E_{\text{x}} [2n_1] + \frac{1}{2} E_{\text{x}} [2n_1]. \tag{C8}
\]

The derivative of \( \epsilon_{\text{x}}^{\text{PKZB}} \) with respect to \( n \) is

\[
\frac{\partial \epsilon_{\text{x}}^{\text{PKZB}}}{\partial n} = \frac{\partial \epsilon_{\text{ex}}^{\text{unif}}}{\partial n} F_{\text{x}} + \epsilon_{\text{ex}}^{\text{unif}} \frac{\partial F_{\text{x}}}{\partial n} \tag{C9}
\]

where the derivative of \( \epsilon_{\text{ex}}^{\text{unif}} \) is trivial

\[
\frac{\partial \epsilon_{\text{ex}}^{\text{unif}}}{\partial n} = - \frac{(3\pi^2)^{1/3}}{\pi} n^{4/3}. \tag{C10}
\]

The derivative of the enhancement factor is

\[
\frac{\partial F_{\text{x}}}{\partial n} = \frac{\partial F_{\text{x}}}{\partial x} \frac{\partial x}{\partial n} \tag{C11}
\]

where

\[
\frac{\partial F_{\text{x}}}{\partial x} = \left( 1 + \frac{x}{\kappa} \right)^{-2} \tag{C12}
\]

and

\[
\frac{\partial x}{\partial n} = c_1 \frac{\partial p}{\partial n} + 2 c_2 q \frac{\partial \bar{q}}{\partial n} + c_3 \left( \frac{\partial \bar{q}}{\partial n} p + \frac{\partial p}{\partial n} \right) + 2 c_4 p \frac{\partial p}{\partial n}. \tag{C13}
\]

The derivatives of \( p \) and \( \bar{q} \) are:

\[
\frac{\partial p}{\partial n} = \frac{8}{3} \frac{|\nabla n|^2}{4(3\pi^2)^{2/3} n^{8/3}} \tag{C14}
\]

\[
\frac{\partial \bar{q}}{\partial n} = \frac{5}{3} \frac{\pi}{2(3\pi^2)^{2/3} n^{8/3}} - \frac{1}{12} \frac{\partial p}{\partial n}. \tag{C15}
\]

The derivative of \( \epsilon_{\text{x}}^{\text{PKZB}} \) with respect to \( \nabla n \) can be obtained via the derivative with respect to \( |\nabla n| \), using

\[
\frac{\partial \epsilon_{\text{x}}^{\text{PKZB}}}{\partial |\nabla n|} = \frac{\partial \epsilon_{\text{x}}^{\text{PKZB}}}{\partial |\nabla n|} \frac{\partial |\nabla n|}{\partial |\nabla n|} \tag{C16}
\]
\[ \frac{\partial \epsilon_{x}^{PKZB}}{\partial \nabla n} = \epsilon_{x}^{\text{unif}} \frac{\partial F_{x}}{\partial x} \frac{\partial x}{\partial |\nabla n|}. \]  

(C17)

The form of \( \partial x/\partial |\nabla n| \) is identical to Eq. C13, but with derivatives with respect to \( n \) replaced with derivatives with respect to \( |\nabla n| \). These derivatives with respect to \( |\nabla n| \) are

\[ \frac{\partial p}{\partial |\nabla n|} = 2 \frac{|\nabla n|}{4(3\pi^{2})^{2/3}n^{2/3}}, \]  

(C18)

\[ \frac{\partial q}{\partial |\nabla n|} = -\frac{1}{12} \frac{\partial p}{\partial |\nabla n|}. \]  

(C19)

Finally, the derivative of \( \epsilon_{x}^{PKZB} \) with respect to \( \tau \) is

\[ \frac{\partial \epsilon_{x}^{PKZB}}{\partial \tau} = \epsilon_{x}^{\text{unif}} (n) \frac{\partial F_{x}}{\partial x} \frac{\partial x}{\partial \tau} \]  

(C20)

where, since \( p \) does not depend on \( \tau \),

\[ \frac{\partial x}{\partial \tau} = 2c_{2} \frac{\partial q}{\partial \tau} + c_{3} \frac{\partial q}{\partial \tau} \]  

(C21)

and

\[ \frac{\partial q}{\partial \tau} = \frac{3}{2(3\pi^{2})^{2/3}n^{2/3}}. \]  

(C22)

2. Correlation

The PKZB correlation energy functional [22, 74] has the form

\[ E_{c}^{PKZB}[n_{\uparrow}, n_{\downarrow}] = \int d\tau \left( \epsilon_{c,\uparrow}^{\text{PBE}} f_{1} - \sum_{\sigma=\uparrow,\downarrow} f_{2,\sigma} \epsilon_{c,\sigma}^{\text{PBE}} \right) \]  

(C23)

where the PBE correlation energy densities [40, 43] are

\[ \epsilon_{c,\uparrow}^{\text{PBE}} = \epsilon_{c,\downarrow}^{\text{PBE}} (n_{\uparrow}, n_{\downarrow}, |\nabla n_{\uparrow}|) \]  

(C24)

\[ \epsilon_{c,\sigma}^{\text{PBE}} = \epsilon_{c,\sigma}^{\text{PBE}} (n_{\sigma}, 0, |\nabla n_{\sigma}|, 0) \]  

(C25)

and

\[ f_{1} = (1 + C) \left( \frac{\tau_{\uparrow}^{W} + \tau_{\downarrow}^{W}}{\tau_{\uparrow} + \tau_{\downarrow}} \right)^{2}; \]  

(C26)

\[ f_{2,\sigma} = (1 + C) \left( \frac{\tau_{\sigma}^{W}}{\tau_{\sigma}} \right)^{2}, \]  

(C27)

with \( \tau_{\sigma}^{W} = (1/8)|\nabla n_{\sigma}|^{2}/n_{\sigma} \), the Weizsäcker kinetic energy density, and \( \uparrow, \downarrow \) denoting the two spin components of the charge density, \( n \), and kinetic energy density, \( \tau \).

Clearly, the derivatives of the PKZB correlation energy density, \( \epsilon_{c}^{PKZB} \), (the terms inside the curly braces of Eq. C23), with respect to \( n \) and \( |\nabla n| \) will involve the corresponding derivatives of the PBE correlation energy densities (Eqs. C24 and C25). However, since these derivatives can be evaluated using unmodified code for the PBE functional (as in our implementation of PKZB), we will not present explicit forms for these here.

Since the spin-unpolarized PKZB derivatives can be obtained from the spin-polarized forms via

\[ \frac{\partial \epsilon_{c}^{PKZB}}{\partial n} = \sum_{\sigma=\uparrow,\downarrow} \frac{\partial \epsilon_{c,\sigma}^{PKZB}}{\partial n_{\sigma}} \frac{\partial n_{\sigma}}{\partial n} \]  

(C28)

with identical relationships for derivatives with respect to \( \nabla n \) and \( \tau \), it is only necessary to consider the spin-polarized forms.

The derivative of \( \epsilon_{c}^{PKZB} \) with respect to spin-density \( n_{\sigma} \) is

\[ \frac{\partial \epsilon_{c}^{PKZB}}{\partial n_{\sigma}} = \epsilon_{c,\sigma}^{\text{PBE}} \frac{\partial f_{1}}{\partial n_{\sigma}} + \epsilon_{c,\sigma}^{\text{PBE}} \frac{\partial f_{2,\sigma}}{\partial n_{\sigma}} \]  

(C29)

In addition to the derivatives of the PBE correlation energy density, derivatives of \( f_{1} \) and \( f_{2,\sigma} \) are required. These are

\[ \frac{\partial f_{1}}{\partial n_{\sigma}} = -2C \left( \frac{\tau_{\sigma}^{W} + \tau_{\sigma}^{W}}{\tau_{\sigma} + \tau_{\sigma}} \right) \left( \frac{1}{\tau_{\sigma} + \tau_{\sigma}} \right) \frac{1}{n_{\sigma}} \]  

(C30)

\[ \frac{\partial f_{2,\sigma}}{\partial n_{\sigma}} = -2(1 + C) \left( \frac{\tau_{\sigma}^{W}}{\tau_{\sigma}} \right) \frac{1}{n_{\sigma}}. \]  

(C31)

For the correlation part of the PKZB functional we implemented the derivative of \( \epsilon_{c}^{PKZB} \) with respect to \( \nabla n_{\sigma} \) directly, rather than via \( \partial \epsilon_{c}^{PKZB}/\partial |\nabla n_{\sigma}| \). This was done in order to make use of the existing code for the spin-polarized PBE functional in ONETEP, which outputs derivatives with respect to \( |\nabla n_{\sigma}| \), rather than the spin-components of this, \( |\nabla n_{\sigma}| \). Derivatives with respect to the spin components of the gradient of the density, \( \nabla n_{\sigma} \), can be obtained from derivatives with respect to the magnitude of the gradient of the total density, \( |\nabla n| \), using

\[ \frac{\partial \epsilon_{c}^{\text{PBE}}}{\partial |\nabla n|} = \frac{\partial \epsilon_{c}^{\text{PBE}}}{\partial \nabla n_{\uparrow}} \frac{\partial |\nabla n|}{\partial n_{\uparrow}} = \frac{\partial \epsilon_{c}^{\text{PBE}}}{\partial |\nabla n|} \frac{\partial |\nabla n|}{\partial n_{\sigma}}. \]  

(C32)

The derivative of \( \epsilon_{c}^{PKZB} \) with respect to \( \nabla n_{\sigma} \) is identical to Eq. C29, but with \( \partial n_{\sigma} \) replaced with \( \partial |\nabla n_{\sigma}| \). The required derivatives of \( f_{1} \) and \( f_{2,\sigma} \) with respect to \( |\nabla n_{\sigma}| \) are

\[ \frac{\partial f_{1}}{\partial |\nabla n_{\sigma}|} = 2C \left( \frac{\tau_{\sigma}^{W} + \tau_{\sigma}^{W}}{\tau_{\sigma} + \tau_{\sigma}} \right) \left( \frac{1}{\tau_{\sigma} + \tau_{\sigma}} \right) \frac{1}{\nabla n_{\sigma}}. \]  

(C33)

\[ \frac{\partial f_{2,\sigma}}{\partial |\nabla n_{\sigma}|} = 2(1 + C) \left( \frac{\tau_{\sigma}^{W}}{\tau_{\sigma}} \right) \frac{1}{\nabla n_{\sigma}}. \]  

(C34)

where

\[ \frac{\partial |\nabla n_{\sigma}|}{\partial n_{\sigma}} = \frac{1}{4} n_{\sigma}. \]  

(C35)

Finally, the derivative of \( \epsilon_{c}^{PKZB} \) with respect to \( \tau_{\sigma} \) is

\[ \frac{\partial \epsilon_{c}^{PKZB}}{\partial \tau_{\sigma}} = \epsilon_{c,\sigma}^{\text{PBE}} \frac{\partial f_{1}}{\partial \tau_{\sigma}} - \epsilon_{c,\sigma}^{\text{PBE}} \frac{\partial f_{2,\sigma}}{\partial \tau_{\sigma}}. \]  

(C36)
which has fewer terms than Eq. C29 because $\epsilon_c^{\text{PBE}}$ is independent of $\tau_{\sigma}$. The required derivatives of $f_1$ and $f_{2,\sigma}$ are

\[
\frac{\partial f_1}{\partial \tau_{\sigma}} = -2C \left( \frac{\tau_1 + \tau_2 \sigma}{\tau_1 + \tau_2} \right)^2 \frac{1}{\tau_1},
\]

(C37)

\[
\frac{\partial f_{2,\sigma}}{\partial \tau_{\sigma}} = -2(1+C) \left( \frac{\tau_1}{\tau_{\sigma}} \right)^2 \frac{1}{\tau_1},
\]

(C38)

It is noteworthy that Eq. C37 is independent of $\sigma$, and thus need only be evaluated once for both spin-components.

[4] The term “meta-GGA” has historically been applied to exchange-correlation functionals which depend upon the Laplacian of the density, $V^2 n$, and/or the kinetic energy density, $\tau$ (see, for example, Refs. 2, 3). In the context of this paper we follow the more recent convention of considering $\tau$-dependence as the defining feature of the meta-GGA family (as in Refs. 19, 20).
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