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Ion cyclotron resonance heating (ICRH) systems are critical components of current and future tokamak experiments aimed at producing nuclear fusion energy. During ICRH a host of deleterious effects occur, including increased heat flux to plasma facing components and modification of launched wave power. A suspected root cause of these effects is the radio frequency (RF) rectification of the plasma potential. Interest in the antenna scrape-off layer (SOL) region has drawn increasing interest, as it is recognized that mitigating these effects is necessary to achieving fusion power. This dissertation investigates the RF rectification of the plasma potential and the resulting cross-field flows that form due to an active RF antenna. The experiment is performed in the Large Plasma Device (LAPD) utilizing a fast wave antenna and RF amplifier system developed for these studies. The RF system is capable of 150 kW output power for a 1 ms pulse that is repeated at the 1 Hz repetition rate of the LAPD plasma discharge.

Upon application of the RF pulse to the antenna, the DC plasma potential, measured with an emissive probe, dramatically increases in certain spatial locations by a factor greater than 10
The largest plasma potentials are observed at locations magnetically connected to the top and bottom of the antenna, and they exist only in the private SOL created between the antenna and a limiter placed 3.6 m away along the LAPD axis. The DC rectified potentials scale linearly with the antenna current over a factor of 12x in the applied current. These DC potentials increase plasma materials interactions (PMI), resulting in the sputtering of antenna materials whose presence is detected in the bulk plasma by the coatings that develop on probe diagnostics. The DC rectified potentials persist in the plasma long after the RF current in the antenna has rung down on the same time scales as the change in the density.

At the top and bottom of the antenna are circular flows, often called convective cells. These flows arise due to the spatial variation of the RF rectified potentials across the background magnetic field. The maximum strength of the electric field causing these flows was found to scale quadratically with antenna current, giving rise to drift velocities that are a substantial fraction of the local sound speed, $\frac{v_{\text{drift}}}{c_s} \approx 0.8$. These flows have a dramatic effect on the density, which increases in the SOL and develops poloidal asymmetries in the plasma region magnetically connected to the front face of the antenna. The convective cells cause a density depletion at the antenna midplane that increases with antenna current until a threshold current. The 2-D density modification is physically consistent with the calculated $E \times B_0$ flows.

These results show a plethora of problems that must be solved for successful ICRH operation, even at low antenna powers. These deleterious effects may be mitigated by antenna designs that reduce rectified potentials and utilize PMI-resilient materials. The saturation in the density depletion at the antenna midplane suggests methods for targeted density injection may be successful in improving antenna wave coupling.
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Figure 1.1: Antenna installed in Alcator C-Mod tokamak. The limiter, current strap, and Faraday screen components are labeled. Arrows indicating current straps are pointing at the bottom of them. The Faraday screen consists of numerous conducting rods positioned in front of the current straps. Reprinted with permission from ref. [7].

Figure 1.2: Floating potential and IR camera measurements during ICRF experiments in Tore Supra. a) $V_f$ profile in the scrape-off layer during a 1 MW RF discharge. Maximum $V_f$ reaches 170 V. Antenna components are shown for location reference. Flow stream lines are also shown. b) IR camera view of the same antenna. Maximum temperatures occur at the top and bottom of the antenna. Reprinted with permission from ref. [18].

Figure 1.3: Constriction of the luminous portion of the plasma in a glass discharge tube thought to be due to the formation of an RF sheath. The top picture shows the plasma discharge with RF applied to an external electrode. The bottom picture shows the situation when no RF is applied to the electrode. Reprinted with permission from ref. [21].

Figure 2.1: An overview of the RF amplifier system layout. The diagram shows the major components and how they are connected.

Figure 2.2: Pictures of the RF amplifier system main components. a) The RF amplifier chassis side-profile, b) the RF amplifier filament control and water monitoring panel, c) the HV capacitor bank, and d) the pulse modulator.

Figure 2.3. Circuit diagram of the DC power supply, the capacitor bank, and the pulse modulator circuit.

Figure 2.4: Circuit diagram of the RF amplifier. Several components in the amplifier are labeled. Their values are given in table 2.1.

Figure 2.5: Circuit diagram of the matching network, including the antenna load, in the dashed gray box.

Figure 2.6: Calculated load impedance curve for components connected to the secondary of the output transformer. Network analyzer analysis shows two peaks at these frequencies, indicating the tuning is well described by the elements in figure 2.5.

Figure 2.7: The fast wave antenna. a) a schematic without one of the slotted sides. The current strap, slots, and box enclosure are labeled. Missing from the schematic is the macor plate. and b) a picture of the antenna with dimensions.

Figure 2.8: a)-c) A single time trace of the antenna current at the resonance frequency for each of the antenna enclosures tested. Both the full box and slotted box antennas exhibit a turn-on transient that occurs during the first half of the RF pulse. The transient is indicated by red circles.
Figure 2.9: a) Ensemble averaged Q profiles vs. time for three different antenna enclosures. Vertical dashed lines indicate times during which different plasma sources were active. The curves for the full box and slotted box enclosures are not continuous in time because calculated Q values that occurred during the turn-on transient were discarded. b) $I_{\text{isat}}$ measured the center of the discharge vs. time for reference. For the slotted box antenna, as the $I_{\text{isat}}$ increases, Q decreases.

Figure 2.10: $B_z$ vs. x profiles measured on the bench (black) and in the plasma (ref). The radial decay of the measured $B_z$ is quicker on the bench than in the plasma.

Figure 3.1: a) A picture of the LAPD experiment. The turbo pumps and magnets are labeled in the figure. b) A cutaway schematic of the LAPD. Both the BaO and LaB$_6$ plasma sources are shown in the figure. When both sources are operating, the density and temperature are higher in the LaB$_6$ and BaO discharge region (labeled) than in the BaO-only discharge region (also labeled). External solenoidal magnets produce an axial magnetic field with an adjustable profile. Probe access ports located every 32.5 cm provide numerous diagnostic access to the plasma.

Figure 3.2: Probe motion and data acquisition method in the LAPD. Automated probe drives change the probe’s angle and insertion distance into the LAPD vacuum chamber, $\theta$ and $\ell$, respectively. Though this figure shows an x-y plane, x-z probe motion is possible in the LAPD. An example probe motion is shown in the grid in the figure, each point representing a probe motion. Data sets are comprised of collected data during multiple LAPD discharges at each probe motion location.

Figure 3.3: An example Langmuir probe I-V trace. Dashed lines indicate $V_p$, $V_f$, $I_{\text{isat}}$, and $I_{\text{esat}}$. Electron current is taken as positive.

Figure 3.4: CeB$_6$ emissive probe schematic. a) A picture of the probe. The inset photo is a close-up of the CeB$_6$ tip in the carbon tweezers. b) A schematic of the emissive probe with components labeled. c) A schematic of the BN hardware housing, rotated 90° from part b) Reprinted with permission from ref. [69]

Figure 3.5: Emissive probe I-V characteristics for varying probe heating currents. Heating current, from least to most, in black, red, green, and blue traces. As the emitting probe tip becomes hotter, its emitted current increases, eventually becoming greater than $I_{\text{esat}}$. $I_{\text{esat}}$ also increases with heating current, suggesting the thermal expansion of the probe tip.

Figure 3.6 Experiment schematic. The fast wave antenna is inserted into the chamber. Its axial location defines $z = 0$ m. Limiters consisting of 12”x12” stainless steel plates were inserted at $z = 3.6$ m and $z = -3.9$ m to $x = -4.5$ cm and $x = -9.9$ cm, respectively. Both the BaO and LaB$_6$ plasma sources were in operation. A private SOL is created between the antenna and the limiters. Probe measurements were made in the private SOL and the bulk plasma.

Figure 3.7: Electron density, $n_e$, measured with a Langmuir probe before the RF pulse. Plotted values are calculated using equation 3.2 with $T_e$ measurements obtained at $z = 0.65$ m with a
swept Langmuir probe and $I_{\text{stat}}$ measurements obtained at $z = 1.3$ m and calibrated against microwave interferometers. a) A color map of $n_e$. The outline of the antenna and the limiter at $z = 3.6$ m is shown for reference. The LaB$_6$ plasma discharge region in the center of the column is denser than the BaO region. The density if the “shadow” of the antenna is less than elsewhere. b) A line plot of $n_e$ vs. x at y = -1 cm.

**Figure 3.8:** Plasma potential, $V_p$, at $z = 0.65$ m measured with an emissive probe before the RF pulse. Plotted values are calculated using equation 3.7 with $T_e$ measurements obtained at $z = 0.65$ m with a swept Langmuir probe. a) A color map of $V_p$. The outline of the antenna and the limiter at $z = 3.6$ m is shown for reference. $V_p$ in the private SOL is clearly influenced by the presence of the antenna b) A line plot of $V_p$ vs. x at y = -1 cm. $V_p$ in the middle of the plasma column, $|x| \leq 5$, is lower than at the edge of the LaB$_6$ discharge plasma, $|x| \approx 10$.

**Figure 3.9:** Electron temperature, $T_e$, at $z = 0.65$ m measured with a swept Langmuir probe before the RF pulse. a) A color map of $T_e$. The outline of the antenna and the limiter at $z = 3.6$ m is shown for reference. $T_e$ in the private SOL is clearly influenced by the presence of the antenna b) A line plot of $T_e$ vs. x at y = -1 cm.

**Figure 4.1:** $V_p(t)$, $V_{p,\text{DC}}(t)$, and $V_{p,\text{RF}}(t)$ curves in black, blue, and red, respectively. $V_{p,\text{DC}}(t)$ changes on a timescale slower than the RF oscillation period.

**Figure 4.2:** A power spectrum of the emissive probe signal at two locations. The magnitude of the RF amplifier frequency at 2.38 MHz is almost 10x more than the magnitude of the second harmonic signal.

**Figure 4.3:** Timing in the LAPD ICRF experiment. a) $V_p$ and $V_{p,\text{DC}}$ vs. t. b) $I_{\text{antenna}}$ vs. t. c) $V_{\text{BaO,DC}}$ vs. t. The gray (blue) curves are the raw (low pass filtered) data. $V_{p,\text{DC}}$ and $V_{\text{BaO,DC}}$ both increase in response to the RF pulse applied to the antenna.

**Figure 4.4:** $V_{p,\text{DC}}$ measured at $z = 65$ cm and $\frac{t}{t_{\text{RF}}} = 199.84$. The location of the antenna box enclosure(—), the current strap internal to the box enclosure (--), and the limiter located at $z = 3.6$ m. (⋯⋯) are marked for reference. The most significant values occur at the top and bottom of the antenna box.

**Figure 4.5:** Pictures of probes before and after being used in the ICRF experiment described in this thesis. The top/bottom rows shows probes before/after being used. The left/right column show B-dot/Emissive probes. There are distinct copper stripes on the B-dot probes. The silica foam of the emissive probe has copper deposits.

**Figure 4.6:** $V_{e,\text{DC}}$ measured at $z = 0, 0.65, 3.25,$ and 4.9 m and time-averaged over $200 \leq \frac{t}{t_{\text{RF}}} \leq 220$. Measurements at $z = 0, 0.65,$ and 3.25 m are axially between the antenna and the limiter located at $z = 3.25$ m. The measurements at $z = 4.9$ m are between the limiter and LAPD’s BaO plasma source. The $V_{e,\text{DC}}$ spatial profile (shown in figure 4.4) exists only in the private SOL.
between the antenna and the limiter. a) $V_{e,DC}$ vs. x at y = 0 and y = 10 cm, respectively for several axial locations. The blue curve deviates from the other curves starting near x = -4.5 cm. c) $V_{e,DC}$ profiles measured at x = -10 cm. The blue curve bears no resemblance to the red and black curves, as expected because the $V_{e,DC}$ spatial profile exists only in the private SOL between the antenna and limiter. d) A color plot of $V_{e,DC}$ at z = 65 cm, with dashed lines for reference to parts a)-c).

Figure 4.7: a) $V_{e,DC}$ profile measured at z = 3.25 m and averaged over the time interval $200 \leq \frac{t}{t_{RF}} \leq 220$ when the limiters are fully retracted from the plasma. b) $V_{e,DC}$ profile measured at the same location and averaged over the same time period when the limiters are present. The color bars are the same for both figures.

Figure 4.8: 1-D low frequency RF sheath voltage drop scaling with RF potential, from equation 4.10. Green, black, and red curves represent surfaces biased to draw $\sim I_{sat}$, 0, and $-I_{sat}$ current from the plasma, respectively.

Figure 4.9: The geometry of the problem of RF sheaths in a plasma with a background magnetic field, $B_0$. $B_0$ intersects the PFC surface at an angle $\alpha$. An electric field parallel to $B_0$, $E_{||}$, accelerates particles into the PFC and creates the oscillating RF voltages, $V_{RF}$ that form the RF sheath.

Figure 4.10: $I_{sat}$ vs. time and space. a) $I_{sat}$ vs. time at (x,y,z) = (-10 or -12 cm, -12 cm, 65 cm). Even if all of the increase in $I_{sat}$ at $(x,y,z) = (-10 \text{ or } -12 \text{ cm, -12 cm, 65 cm})$. For the most part $I_{sat}$ is constant during the RF pulse. For $x \leq -15$, $I_{sat}$ changes significantly due to the applied RF. It is suspected that this is due to a combination of increased $T_e$ and $n_e$.

Figure 4.11: Color map of $V_{p,RF}$. The color map shows the maximum value of $V_{p,RF}$ during the RF pulse. The location of the antenna box enclosure, the current strap internal to the box enclosure, and the limiter located at z = 3.6 m. are marked for reference. The color map is the peak value of $V_{p,RF}$ over the entire RF discharge. It is largest in front of the antenna and at the limiter edge. At the top and bottom of the antenna the RF potential oscillations are much smaller than elsewhere. The color map in this figure is different from the color map in figure 4.4. In this figure the lowest potentials, $V_{p,RF}$, are located at the top and bottom of the antenna, whereas in figure 4.4 the highest potentials, $V_{p,DC}$, is at the top and bottom of the antenna.

Figure 4.12: $V_{p,DC}$ vs. RMS antenna current at (x,y,z) = (-10 cm, -12 cm, 65 cm). Data are plotted for $200 \leq \frac{t}{t_{RF}} \leq 1900$. Black diamonds represent values averaged over one RF cycle. The red curve is a fit of equation 4.10 to the data, and the green curve is a linear fit to the data.
Figure 4.13: Scaled $V_{p,DC}$ vs. position for $y = -12$ cm. Data plotted are averaged over $200 \leq t_{RF} \leq 1900$. The effect of the RF rectification lies spatially between the limiter and the antenna. For low power operation, the scaling is different than that for higher power antenna operation. Above a threshold power, the scaling is the same regardless of antenna power.

Figure 4.14: Power scan of the ring-down of the antenna current and the rectified potentials. a) RMS antenna current vs. time. b) $V_{p,DC}$ vs time at $(x,y,z) = (-10 \text{ cm}, -12 \text{ cm}, 65 \text{ cm})$. The fall time of $V_{p,DC}$ is much longer than that of $I_{antenna}$ at all antenna powers.

Figure 4.15: $I_{sat}$ and $V_{p,DC}$ profiles after the RF pulse at $y = -12$ cm, $z = 65$ cm. a) $I_{sat}$ vs. time. b) $V_{p,DC}$ vs. time at $(x,y,z) = (-10 \text{ cm}, -12 \text{ cm}, 65 \text{ cm})$. $I_{sat}$ increases sooner for higher values of $|x - x_0|$, where $x_0 = -13 \text{ cm}$. Conversely, $V_{p,DC}$ decays faster for higher values of $|x - x_0|$. This indicates the slow $V_{p,DC}$ decay time is related to the density fill-in.

Figure 5.1: A color map of the E-field (V/cm) and flow speed (km/s) magnitudes. A vector map of the calculated $\mathbf{E} \times \mathbf{B}_0$ drift velocity is superimposed. The maximum flow speeds occur at the top and bottom of the antenna box, where the value of $V_{p,DC}$ reached its highest values. The two circular flow regions at the top and bottom of the antenna are commonly known as “convective cells.” The two convective cells are linked by flows between them.

Figure 5.2: a) $E_x$ vs. $x$ profiles for several antenna currents. The maximum value of $E_x$ is reached inside the region between both the antenna and the limiter. The limiter edge is located at $x = -4.5 \text{ cm}$, and its boundary is not shown in the figure. b) Normalized $E_x$ vs. RMS antenna current.

Figure 5.3: A time sequence of $I_{sat}$ measurements at $z = 65 \text{ cm}$ (color) with calculated $\mathbf{E} \times \mathbf{B}_0$ vectors superimposed. Time is increasing left to right and top to bottom. The plasma density is significantly altered due to the application of the RF pulse to the antenna. Plasma density on field lines connected to the front of the antenna is pushed downward, in the direction of the $\mathbf{E} \times \mathbf{B}_0$ flow arrows. Some density is also moved into the private SOL due to the convective cells. The density is most significantly altered at $\frac{t}{t_{RF}} = 218.87$. After this time, density in front of the antenna is seen to increase until an equilibrium state is attained.

Figure 5.4: a) A color map of the percent change in density, as calculated from $I_{sat}$ measurements with a vector plot of $\mathbf{E} \times \mathbf{B}_0$ drifts superimposed. Density in front of the current strap is decreased while density in the private SOL and at the bottom of the antenna are increased. b) Line plots through the data plotted in figure 5.4 a). There is a significant increase in the density at the lower end of the antenna.

Figure 5.5: A trace of the density vs. time inferred from the measured $I_{sat}$ values. The red/black traces are acquired at $(x, y, z) = (-6 \text{ cm}, -6 \text{ cm}, 65 \text{ cm})/( -7 \text{ cm}, 2 \text{ cm}, 65 \text{ cm})$. After 1000 RF cycles, the density has equilibrated and increased/decreased at locations magnetically connected to the bottom/middle of the antenna.
Figure 5.6: a) Percent of density change measured 100 cycles after the RF pulse, \((y,z) = (0, \text{65 cm})\). The density is significantly depleted at the antenna edge, \(x = -10 \text{ cm}\). In the far SOL, \(x < -14 \text{ cm}\), the density is significantly increased. Otherwise, the density remains the same across the column. The RMS antenna current is indicated at the bottom of the figure. b) The same data plotted in figure 5.6 a) but at \(x = -10 \text{ cm}\) only for all antenna currents.

Figure 5.7: a) The measured \(B_z\) profile in the plane of the antenna at \(z = 0\). The magnitude of \(B_z\) falls sharply with distance away from the antenna. b) A plot showing measured \(\ln(B_z)\) vs. \(x\) at \((y,z) = (0,0)\) (black curve). The blue curve shows a linear fit to the data.

Figure 5.8: \(I_{\text{sat}}\) measurements from a Mach probe placed at \((x, y, z) = (-10 \text{ cm}, 9 \text{ cm}, 1.3 \text{ m})\). The figure indicates an ion flow away from the antenna. The probe tip facing the LaB\(_6\) plasma source has a larger value of \(I_{\text{sat}}\) during the RF pulse than after it, indicating ion flow toward the probe. The probe tip facing the BaO plasma source has a smaller value of \(I_{\text{sat}}\) during the RF pulse than before it, indicating ion flow away from the probe.

Figure A.1: \(B_x, B_y,\) and \(B_z\) wave field measurements vs. time for a single RF pulse with the B-dot probe located at \((x,y,z) = (0, 0, \text{65 cm})\). The \(B_z\) field changes dramatically with time, indicating a change in the wave mode or density profile.

Figure A.2: Four periods of the wave field components (solid curves) compared to theoretically calculated field components (dashed curve). The right-handed polarization of the wave is seen by the \(B_x\) trace leading the \(B_y\) component by \(90^\circ\).

Figure A.3: Wave field profiles at one instant in time, measured/theoretical curves are shown in solid/dashed lines. The LaB\(_6\) plasma radius used in the theoretical curve was 18 cm with the measured \(k_\perp\) of 20.9 m\(^{-1}\). For both theory and measurement, \(B_y\) is highest at \(x = 0 \text{ cm}\) and falls off from there. For \(B_z\), the profile resembles the first order Bessel function.

Figure A.4: Left column, measured wave \(B\)-field components for three separate phases of the RF cycle. Right column, theoretical wave \(B\)-field components for the same three phases. The color plot shows the \(B_z\) wave component, and the vectors show the \(B_x\) and \(B_y\) components. Time increases going down the column. Arrows at the center of the plane point in the same directions for both theory and measured profiles. Both columns evolve in time in a similar way, with the wave structure rotating counter-clockwise.

Figure A.5: Wave dispersion curves, theory vs. experiment. The lines are the theoretically calculated dispersion curves using equation A.6. The points are the measured wave propagation parameters.
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<td>Area</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Angle between $B_0$ and PFC tangent</td>
</tr>
<tr>
<td>$b$</td>
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</tr>
<tr>
<td>$B$</td>
<td>Time-varying magnetic field</td>
</tr>
<tr>
<td>$B_0$</td>
<td>Background Magnetic Field</td>
</tr>
<tr>
<td>$c_s$</td>
<td>Ion Sound Speed</td>
</tr>
<tr>
<td>$d$</td>
<td>Area calibration factor for Mach Probe analysis</td>
</tr>
<tr>
<td>$d\hat{A}$</td>
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</tr>
<tr>
<td>$\Delta V$</td>
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<tr>
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<tr>
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<tr>
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</tr>
<tr>
<td>$I_{esat}, I_{isat}$</td>
<td>Electron and Ion saturation currents</td>
</tr>
<tr>
<td>$I_{PFC}$</td>
<td>Current drawn by a PFC</td>
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</tr>
<tr>
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</tr>
<tr>
<td>$\lambda_i$</td>
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</tr>
<tr>
<td>$M$</td>
<td>Mach number</td>
</tr>
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<td>Electron and ion charge</td>
</tr>
<tr>
<td>$\rho_e, \rho_i$</td>
<td>Electron and Ion gyro-radius</td>
</tr>
<tr>
<td>$\rho_{T_i}$</td>
<td>Ion Thermal gyroradius</td>
</tr>
<tr>
<td>$s$</td>
<td>Time-averaged sheath thickness</td>
</tr>
<tr>
<td>$s$</td>
<td>Sheath thickness</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>particle species</td>
</tr>
<tr>
<td>$T_e, T_i$</td>
<td>Electron and Ion temperatures</td>
</tr>
<tr>
<td>$t_{RF}$</td>
<td>RF period</td>
</tr>
<tr>
<td>$t_{sh}$</td>
<td>The time it takes an ion to traverse the sheath</td>
</tr>
<tr>
<td>$V$</td>
<td>Voltage, Probe Bias</td>
</tr>
<tr>
<td>$V_{BaO}, V_{LaB_6}$</td>
<td>Potential of the BaO and LaB$_6$ Limiters, respectively</td>
</tr>
<tr>
<td>$V_e$</td>
<td>Space-charge limited Emissive probe floating potential</td>
</tr>
<tr>
<td>$V_f$</td>
<td>Floating Potential</td>
</tr>
<tr>
<td>$V_{f,e}$</td>
<td>The floating potential of an emissive probe that is not space-charge limited in its emission</td>
</tr>
<tr>
<td>$V_0$</td>
<td>Sheath potential drop</td>
</tr>
<tr>
<td>$\bar{V}_0$</td>
<td>Time-averaged sheath potential drop</td>
</tr>
<tr>
<td>$V_p$</td>
<td>Plasma potential</td>
</tr>
<tr>
<td>$V_{PFC}$</td>
<td>Bias voltage of the PFC</td>
</tr>
<tr>
<td>$V_{p,DC}$</td>
<td>DC component of the plasma potential</td>
</tr>
<tr>
<td>$V_{p,RF}$</td>
<td>RF component of the plasma potential</td>
</tr>
<tr>
<td>$V_{RF}$</td>
<td>RF potential oscillations</td>
</tr>
<tr>
<td>$v_{ee}$</td>
<td>Electron-electron collision frequency</td>
</tr>
<tr>
<td>$v_{E\times B_0}$</td>
<td>E cross $B_0$ drift velocity</td>
</tr>
<tr>
<td>$v_{Te}, v_{Ti}$</td>
<td>Electron and Ion Thermal velocities</td>
</tr>
<tr>
<td>$v_{in}$</td>
<td>Ion-neutral collision frequency</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular Frequency</td>
</tr>
<tr>
<td>$\omega_{sh}$</td>
<td>Sheath transit time angular frequency</td>
</tr>
<tr>
<td>$Z$</td>
<td>Effective ion charge</td>
</tr>
</tbody>
</table>

1 Bold quantities are vector quantities.
### Frequently Used Acronyms

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcator C-Mod</td>
<td>Alto Campo Toro C-Mod, tokamak located at MIT in Cambridge, Massachusetts</td>
</tr>
<tr>
<td>ASDEX(-U)</td>
<td>Axially Symmetric Divertor Experiment (Upgrade), Tokamak located at the Max Planck Institute in Garching, Germany</td>
</tr>
<tr>
<td>BAPSF</td>
<td>Basic Plasma Science Facility</td>
</tr>
<tr>
<td>DIII-D</td>
<td>Doublet III-D, Tokamak located at General Atomics in San Diego</td>
</tr>
<tr>
<td>EAST</td>
<td>Experimental Advanced Superconducting Tokamak, located at the Hefei Institutes of Physical Science in Hefei, China</td>
</tr>
<tr>
<td>GPI</td>
<td>Gas puff imaging</td>
</tr>
<tr>
<td>ICRF</td>
<td>Ion Cyclotron Range of Frequencies</td>
</tr>
<tr>
<td>ICRH</td>
<td>Ion Cyclotron Resonance Heating</td>
</tr>
<tr>
<td>IED(F)</td>
<td>Ion Energy Distribution (Functions)</td>
</tr>
<tr>
<td>ITER</td>
<td>International Thermonuclear Experimental Reactor</td>
</tr>
<tr>
<td>JET</td>
<td>Joint European Torus, tokamak located at the Culham Centre for Fusion Energy in Oxfordshire, U.K.</td>
</tr>
<tr>
<td>KSTAR</td>
<td>Korea Superconducting Tokamak Advanced Research, located in Daejeon, South Korea</td>
</tr>
<tr>
<td>LAPD</td>
<td>LArge Plasma Device</td>
</tr>
<tr>
<td>LH</td>
<td>Lower Hybrid</td>
</tr>
<tr>
<td>NSTX(-U)</td>
<td>National Spherical Torus Experiment (Upgrade), Spherical tokamak located at Princeton Plasma Physics Lab in Princeton, NJ</td>
</tr>
<tr>
<td>PFC</td>
<td>Plasma Facing Component</td>
</tr>
<tr>
<td>PIC</td>
<td>Particle in Cell</td>
</tr>
<tr>
<td>PS</td>
<td>Power Supply</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RFA</td>
<td>Retarding Field energy Analyzer</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>SOL</td>
<td>Scrape-Off Layer</td>
</tr>
<tr>
<td>STRB</td>
<td>Science and Technology Research Building</td>
</tr>
<tr>
<td>Tokamak</td>
<td>Toroidal’naya Kamera S Magnitnymi Katushkami</td>
</tr>
<tr>
<td>Tore Supra</td>
<td>Tore Supraconducteur (French), tokamak located at the CEA in Cadarache, France; the facility has since been named WEST</td>
</tr>
</tbody>
</table>
### Glossary of Selected Terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current Strap</strong></td>
<td>A current carrying copper conductor within an ICRF antenna. It is the main radiating element of the antenna.</td>
</tr>
<tr>
<td><strong>Limiter</strong></td>
<td>A material object designed to be impacted by plasma in order to shape the plasma profile. In this dissertation, the limiters refer to two 12”x12” stainless steel plates inserted into the plasma on either side of the antenna.</td>
</tr>
<tr>
<td><strong>Plasma Facing Component (PFC)</strong></td>
<td>Any material object that is directly exposed to plasma and may therefore experience high heat fluxes or be impacted by energetic particles.</td>
</tr>
<tr>
<td><strong>Scrape-off layer (SOL)</strong></td>
<td>The scrape-off layer refers to the plasma regions in which background magnetic field lines terminate in materials surfaces. In this thesis, it refers to the plasma region between the antenna and the limiters.</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Thesis Motivation

Nuclear fusion power tantalizes mankind with, effectively, an unlimited supply of energy with relatively harmless nuclear byproducts. In order to create conditions conducive to nuclear fusion reactions, the fusion reaction cross section must be substantial. For D-T fusion, the lowest hanging fruit of all known fusion reactions, this occurs for \( T_i > 10 \text{ keV} \) [1]. Ion-cyclotron resonance heating (ICRH) is a demonstrated method for heating magnetically confined plasma ion species to such conditions [2], and will be relied upon in ITER, whose first plasma is currently scheduled for December 2025, to couple up to 40 MW of power to the plasma, 20 MW from each of two antennas [3].

ICRH has been demonstrated on early stage tokamaks, and is used on most major tokamak experiments today, including JET, Asdex-U, Alcator C-Mod, Tore Supra/WEST [2], EAST [4], and KSTAR [5] with radio-frequency generators in the 1 - 10 MW range. Though ICRH successfully heats the ions, it also has its drawbacks. Increases in the impurity content, often consisting of the plasma facing component (PFC) material, are observed during ICRH in many tokamaks [6, 7]. This is troublesome for nuclear fusion energy production, as a low fractional content of high-Z impurities [\( 10^{-5} \) for W, \( 10^{-4} \) for Mo, \( 10^{-1} \) for C] may radiatively cool the plasma, limiting its fusion performance [8].
The suspected cause of the increased impurity content is related to the RF rectification of DC plasma potential, often termed RF sheaths [9]. RF sheath potentials of several hundred volts are believed to accelerate plasma ions into PFCs, causing materials sputtering. RF sheaths in tokamaks are broadly distinguished in two categories, the so-called near-field and far-field sheaths. Though these terms are ubiquitous in ICRH literature, the literature is inconsistent on the distinction between the two categories. For the purpose of this thesis, near-field sheaths will refer to the sheaths that form on PFCs that are connected along background magnetic field lines, \( B_0 \), to the antenna, including the antenna itself. Whereas far-field sheaths refer to sheaths that form on other PFCs in the vessel.

The exact cause of the RF sheaths that form during ICRH is debated. One expected cause of RF sheaths is the presence of an oscillating RF potential between the plasma and PFCs that drives the RF sheath [10, 11]. Another explanation is that RF sheaths are caused by parasitic launch of a slow wave or mode conversion of a fast wave to a slow wave [12 - 14]. The reasoning behind this theory is that slow waves have an electric field parallel to the background magnetic field, \( E_\parallel \), which causes the formation of the RF sheath [15]. Wave-induced RF sheath theories are currently limited by using a plane wave approximation, which doesn’t fully account for realistic wave structures. A third candidate for driving the RF sheaths is the direct excitation of \( E_\parallel \) in the antenna launch structure. The distinction between \( E_\parallel \) from the antenna structure and from the slow wave is only occasionally mentioned in the literature, with most authors implicating the slow wave. At first these suspected causes of driving RF sheaths appear to be the same thing, namely an \( E_\parallel \) to
$B_0$ at PFCs. However, the nature of the electric field can be either electrostatic (antenna) or inductive (wave). The distinction is also important because methods of controlling or minimizing, for example, slow wave $E_{||}$ vs. antenna launcher $E_{||}$ may be different.

![Figure 1.1: Antenna installed in Alcator C-Mod tokamak. The limiter, current strap, and Faraday screen components are labeled. Arrows indicating current straps are pointing at the bottom of them. The Faraday screen consists of numerous conducting rods positioned in front of the current straps. Reprinted with permission from ref. [7].]
ICRH antennas across most tokamaks contain similar design elements. One of the ICRH antennas in the Alcator C-mod tokamak is pictured in figure 1.1. The current straps in the antenna are the RF current carrying conductor designed to be the radiating element for the desired wave. Antennas often contain both poloidal and radial limiters to prevent plasma seeping into the antenna enclosure. Limiters in general are structures in tokamaks that background magnetic field lines intersect. Most antennas also contain Faraday screens in order to prevent the launching of undesirable wave polarizations. These elements are shown and labeled in figure 1.1.

Diagnosis of RF sheaths in tokamaks, regardless of their cause, is difficult because tokamak plasmas are harsh environments that are not amenable to direct diagnostic probing. However, a number of tokamaks have been successful in directly or indirectly measuring behavior consistent with RF sheaths in a limited fashion. In Alcator C-mod, emissive probes and gas puff imaging (GPI) were used to measure one-dimensional profiles of plasma potential [7]. Emissive probes make this measurement directly, whereas when using GPI, the assumption that poloidal velocities are caused only by \( \mathbf{E}_{\text{radial}} \times \mathbf{B}_{\text{toroidal}} \) flows is made. \( \mathbf{E}_{\text{radial}} \) can be integrated to give the plasma potential (this of course requires a known or assumed boundary condition). In Alcator C-mod, measurements of RF-rectified potentials in both the near-field [7] and far-field [16] have been made, where plasma potentials increase up to 700 V and 100 V, respectively. In the Tore Supra tokamak, reciprocating Langmuir probes have measured the floating potential and ion saturation current in the SOL of an active ICRF antenna, where the floating potential increased 140 V [17]. This measurement was repeated during several tokamak discharges with varying
Figure 1.2: Floating potential and IR camera measurements during ICRF experiments in Tore Supra. a) $V_f$ profile in the scrape-off layer during a 1 MW RF discharge. Maximum $V_f$ reaches 170 V. Antenna components are shown for location reference. Flow stream lines are also shown. b) IR camera view of the same antenna. Maximum temperatures occur at the top and bottom of the antenna. Reprinted with permission from ref. [18].
$B_0$ pitch angle to map out magnetic connections to the entire height of the ICRH antenna in the SOL. The floating potential map obtained from one of these experiments [18] is shown in figure 1.2, and it shows that the most significant enhancements to the floating potential occur when the probe tip is at a location magnetically connected near the top and bottom corners of the antenna structure. In addition, retarding field energy analyzers (RFA) have successfully been deployed in both ASDEX-Upgrade and Tore Supra to obtain average ion impact energies derived from ion energy distributions [19, 20]. These measurements involve many tokamak discharges with a sweep over magnetic pitch angle. Changing magnetic pitch angle adjusts where a magnetic field line through a poloidally stationary probe intersects the antenna structure and thus provides poloidally resolved measurements using poloidally stationary probes. Changing magnetic pitch angle also changes the plasma discharge by adjusting the plasma density and temperature and is not an ideal way to diagnose RF-enhanced potentials. In addition, floating potential and RFAs do not provide direct measurements of the plasma potential, and thus must be interpreted carefully.

The problem of RF sheaths is by no means unique to ICRF experiments in tokamaks. RF sheaths have been visually observed in plasma discharge tubes where active RF electrodes resulted in the, “constriction of the luminous portion of the plasma away from the inner walls of the glass tube” [21]. This phenomenon is pictured in figure 1.3. In addition, RF sheaths are essential to fabrication of microelectronics, especially during the etch portion of the process [22]. During the microelectronics manufacturing process a silicon wafer is placed on an RF-biased
substrate. The RF bias is used to control the ion energy distribution function (IED) of plasma ions accelerated in the RF sheath and impacting or reacting with the silicon wafer. Analytical models of the IEDs have limited applicability [23,24], and so often computer models are used to investigate the IEDs [25]. A thorough review is given in ref. [24]. These IEDs have been measured using Laser-Induced Florencecence in 1-D [26] and 2-D [27] single-frequency bias cases and in 2-D dual frequency bias cases [28].

Significant differences exist between the RF sheaths that occur in tokamaks and plasma processing chambers. Firstly, for the most part RF sheath forming structures in plasma etch chambers are capacitively coupled, whereas ICRF antennas are inductively coupled. Secondly, plasma processing chambers are often unmagnetized with low ionization fraction, while PFCs in tokamaks can be oriented with arbitrary angle relative to \( B_0 \). Even the approach to diagnosing the RF sheaths in the two fields is different. The main concern is the IED in plasma processing, whereas the DC rectified plasma potential is the main concern in tokamak RF sheath research. These two quantities may be very closely related for strongly capacitive sheaths, where \( f_{RF} \gg f_{pl} \), with \( f_{RF} \) and \( f_{pl} \) the RF and ion plasma frequencies, respectively.

Shifting focus back to tokamak plasmas, \( B_0 \) field lines in the SOL terminate on plasma boundaries. RF rectification may increase the plasma potential on one magnetic field line differently from the plasma potential on an adjacent field line. In this case, an electrostatic electric field is formed in the SOL across the magnetic field.
Figure 1.3: Constriction of the luminous portion of the plasma in a glass discharge tube thought to be due to the formation of an RF sheath. The top picture shows the plasma discharge with RF applied to an external electrode. The bottom picture shows the situation when no RF is applied to the electrode. Reprinted with permission from ref. [21].
This leads to $E \times B_\theta$ particle drifts, and may establish steady state convective cells [29]. The term “convective cells” has been used to describe roughly circular flow patterns that close on themselves and are established by $E \times B_\theta$ particle drifts. As far as this author is aware, three classes of convective cells are thought to exist. One class of convective cells involves the flows between adjacent Faraday screen elements, and a second class involves the flows along the entire front face of the ICRF antenna structure [29]. The third class of convective cells occurs closer to the outer wall of the tokamak and is produced at the upper and lower extremities of ICRF antennas [17, 30, 31]. It is this third class of convective cells that will be discussed in this thesis.

Direct experimental measurements of convective cells are difficult to obtain. The spatial profile of convective cells observed in ref. [18], seen in figure 1.2, though illuminating, relies on measurement of $V_f$, rather than $V_p$, and so is only qualitative at best. RFA measurements [19,20] of average parallel ion energy are also not necessarily indicative of cross-field $E \times B_\theta$ flows because they require knowledge of the plasma density in order to be rigorously interpreted. Optical measurements are less direct. Reflectometry gives one-dimensional density profiles. Convective cells are invoked to explain the change in reflectometry profiles after an ICRF antenna is activated [19, 32], as is the increased heat flux to ICRF antennas as measured by IR cameras [18].

The principal concern in tokamak operation with the formation of convective cells is the redistribution of the SOL density profile. ICRF coupling theory is sensitive to the density profile in front the antenna in both simulation [33, 34] and
experiment [35], and this profile is usually imposed in the calculation, rather than self-consistently calculated. In general, a decreased density in front of the ICRF antenna will lead to decreased loading resistance and coupled power [eg. 35]. Other deleterious effects may also occur, including the refraction of the launched wave or a mode conversion into an unwanted wave. Additionally, a broadening of the SOL density profile may increase the density in the far SOL, thus increasing the heat flux to thermally sensitive PFCs that may need to be actively cooled [35]. Furthermore, the SOL density modifications are nonlocal with respect to the ICRF antenna and impact the entire SOL where they are observed to alter Lower Hybrid (LH) launcher radiation resistance [17]. In some cases the LH radiation resistance actually increases, rather than decreases!

Ever more sophisticated computation is being performed to study these phenomena in a predictive capacity, with the current trend moving away from one-dimensional [13, 14, 36, 37] models to two- or three-dimensional modeling [38, 39] that take into account realistic antenna geometries. However, there is currently no diagnosable plasma physics experiment to validate the predictions of these computer simulations. A strong desire for more feedback between experimental and computational research in this discipline, especially with more detailed measurements is motivating the construction of dedicated plasma experiments for ICRF studies [40 - 42].

1.2 Thesis Outline

This thesis attempts to characterize the RF-enhanced potentials and resulting $E \times B_0$ flows in the SOL of an active ICRF antenna in the LAPD plasma. As
such, it provides a benchmarking case for comparison to future ICRF simulations. The LAPD is a highly diagnosable plasma experiment, which is ideal for performing detailed benchmarking experiments for simulation validation. Unfortunately, at the start of this thesis the facility was not equipped with a high-power ICRF source necessary for experiments exploring RF-rectification and convective cell phenomena. Fortunately, through the efforts of this thesis, that has changed. Chapter 2 describes the design, construction, and performance of the RF source that was built for this experiment. Details about the LAPD plasma experiment and diagnostic methods are described in Chapter 3. Particular attention is given to the design and performance of the emissive probe used to measure the plasma potential in the LAPD, which uses a unique CeB₆ emitter. Chapter 3 also describes the experimental setup. Chapter 4 details the rectified potential measurements with comparisons to various RF-sheath models. RF sheath theory and concepts are introduced in this chapter as they become necessary. The parallel (to \( B_0 \)) physics in that rectified potentials are responsible for ion acceleration into PFCs during ICRH are presented. The perpendicular flows due to the \( E \times B_0 \) drift are detailed in Chapter 5. Finally, concluding statements made about the results and future work to continue this project comprise Chapter 6.
Chapter 2

Design of the High Power Fast Wave RF Amplifier

A high power RF amplifier system was designed and built to launch fast waves in the LAPD to study near- and far-field sheath generation. The design goal of the amplifier was to produce an RMS RF power output of 100 kW at operating frequencies in the ion cyclotron range of frequencies (ICRF) for Hydrogen in the LAPD (2 – 6 MHz). A brief schematic of the entire system is shown in figure 2.1 below. Pictures of the main components of the system are shown in figure 2.2. Prior to the construction of this system, the highest power RF driver at the lab that operated in the ICRF had a maximum power output of 5 kW.

The RF amplifier system consists of a high voltage DC charging power supply (PS), a capacitor bank, a pulse modulator, controls and power cables connecting components on the ground floor of the Science and Technology Research Building (STRB) with components in the LAPD basement lab, the RF amplifier, an impedance matching network, and a fast wave antenna. The basic operation is as follows: the DC supply charges the capacitor bank, which is the energy source of the amplifier. The capacitor bank voltage is switched to the RF amplifier through the pulse modulator, with a high voltage coax cable connecting the pulse modulator and amplifier. The amplifier output is impedance matched to the antenna with a matching network, and the antenna is immersed in the LAPD plasma. Brief descriptions of each component are given in the following sections.
Figure 2.1: An overview of the RF amplifier system layout. The diagram shows the major components and how they are connected.
**Figure 2.2:** Pictures of the RF amplifier system main components. a) The RF amplifier chassis side-profile, b) the RF amplifier filament control and water monitoring panel, c) the HV capacitor bank, and d) the pulse modulator.
2.1 Power Supply and Capacitor Bank

The DC Power Supply (PS) charges the capacitor bank during operation of the RF amplifier. It is capable of providing a DC output power of up to 37.5 kW (1.5 A at 25 kV). The PS charges a 624 μF capacitor bank, which consists of twelve 52 μF capacitors in parallel with each other. When halting operation of the capacitor bank and PS, the capacitor bank is dumped through a 3 kΩ resistor network, with an RC time constant of 1.87 s. Safety relay circuits have been installed on the capacitor bank and PS to insure that the PS does not charge the capacitor bank when the dump switch is closed. 50 MΩ resistors have been installed across each 52 μF capacitor so that in the event of a catastrophic failure of the dump resistors each capacitor will slowly discharge through the bleeder resistor with a time constant of .72 hours. This allows the operator to leave the capacitor bank unattended overnight.

During routine operation of the amplifier the bank voltage is set to approximately 12 kV, with 45 kJ of stored energy in the bank. If the amplifier is operated at full power (200 kW RMS power) for a 10 ms LAPD discharge a bank voltage droop of 4.4% per pulse is expected. The charging supply can recharge the capacitor bank between LAPD discharges. The output voltage of the bank is connected to the plate of the pulse modulator triode, as shown in figure 2.3.

2.2 Pulse Modulator

The basic pulse modulator circuit diagram is shown in figure 2.3. It acts as a high voltage, current limited switch that delivers power from the capacitor bank to the RF amplifier during the active portion of its duty cycle. The pulse modulator outputs
a high voltage square pulse to the plates of the triodes in the RF amplifier and is current limited by thermionic emission of the triode filaments and its grid bias circuitry. It separates the high voltage side of the capacitor bank from the plate circuit in the RF amplifier, which prevents damage to these components in the event of a short to ground in the RF amplifier plate circuitry. The pulse modulator also adds a measure of convenience to operating the RF amplifier. During an experiment the RF amplifier is in the STRB basement, and the capacitor bank and charging supply are on the STRB 1st floor (see figure 2.1).

The pulse modulator consists of a single ML-8618 vacuum tube. The DC high voltage from the capacitor bank is connected to the plate of the tube, and the filament of the tube acts as the output, as in figure 2.3. An IGBT circuit pulses the grid to +240 V with respect to the filament to make the triode conduct current, and otherwise holds it at -1.2 kV to largely prevent the tube from conducting. With 12 kV on the capacitor bank a -1.2 kV grid bias is below the recommended cutoff curve for the triode [43]. In practice, the pulse modulator allows some current to flow to the plate circuit during the inactive part of its duty cycle. According to ref. [43], this current is below 20 mA. A 20 mA electric shock is described as a, “painful shock, [with] loss of muscle control [for 50% of the population]” [44, 45]. This is below the threshold for ventricular fibrillation for most people, which occurs around 50 mA. At any rate, proper safety measures should always be taken while working with high voltage, and so the RF amplifier plate circuit is grounded during maintenance.

The pulse modulator output is connected to the plates in the RF amplifier circuit by a length of high voltage coax cable whose outer conductor is grounded at
both ends to provide shielding. The signal for pulsing the grid of the pulse modulator is supplied by a delay generator located in the LAPD lab and carried to the pulse modulator through a fiber optic cable. The pulse modulator includes safety relays that ensure the filaments are not heated unless there is cooling water flowing through the tube jacket of the ML-8618 triode. The water in the tube jacket is connected to both the plate of the triode and the high voltage side of the capacitor bank at all times. The water line is grounded to the pulse modulator chassis in both the supply and return lines, which are separated from the jacket by ~ 2 meters of 1” ID tubing. It is thus important that the water present a high impedance path to ground. This was achieved by using deionized water in a closed, recirculating system. Using non-deionized water in the tube jacket resulted in draining the capacitor bank at a rate the DC charging supply could not keep pace with. The downside of the using deionized water is that it erodes copper over time [46]. Given that the experiment is not being continuously run, the engineering compromise to use deionized water was made.
The amplifier works in a push-pull configuration operated anywhere from class AB to class C, depending on the DC plate voltage. The push-pull RF amplifier employs two ML-8618 vacuum tubes. One end of each tube filament is grounded. The grids of the triodes are driven by a MOSFET H-bridge RF driver that utilizes 32 transistors. Each MOSFET is capable of continuous operation with a drain-source voltage of 600 V and a drain current of 39 A. The RF driver output is transformed by an air core step up transformer. The grids of the tubes are attached to opposite ends of the secondary of the transformer to be driven 180 degrees out of phase. The grid driving circuit is tunable through two vacuum
variable capacitors, $C_t$, that form a tank circuit with the secondary inductance of the air core transformer. A DC bias is applied to the grids via a 600 V DC power supply.

The pulse modulator output voltage, taken at the filament of the pulse modulator triode, is connected to the plates of the RF amplifier triodes through the center-tapped primary of the output transformer. This point is also bypassed to ground through a 50 nF capacitor, $C_{p,b}$, to minimize RF voltages at the filament of the pulse modulator. The plates of the two vacuum tubes are connected to each other through the primary of the output transformer. The secondary of the transformer has variable inductance/turn number and is connected to the output leads, which connect to the load. The output transformer consists of two air-core, coaxial, solenoidal inductor windings, each consisting of 20 turns. The variable output transformer provides the benefits of DC isolation between the pulse modulator and the load as well as variable turn ratio for impedance matching. It also keeps the output broadband, in case the operator wants to change the operating frequency.

Interelectrode capacitance between the grid and plate is inherent in triodes, which motivated the design of tetrode and pentode vacuum tubes that minimize this effect. The capacitance produces feedback between the input and output circuits and may drive the tubes unstable if the load is inductive, which could happen if it is slightly detuned \([47]\). In order to minimize this feedback, adjustable "neutralizing" capacitors, $C_{n}$ \([47]\) were installed on each triode between the plate of one triode and the grid of the other. The neutralizing capacitors cancel out the effect of plate-grid capacitance in each triode. This addition of neutralizing capacitors requires increased grid driving power, but with the benefit of stable operation. Resistors, $R_n$,
are added in series with the neutralizing capacitors to provide damping to oscillating signals.

Figure 2.4: Circuit diagram of the RF amplifier. Several components in the amplifier are labeled. Their values are given in table 2.1.
<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid Bypass Capacitance, $C_{g,b}$</td>
<td>11 μF</td>
</tr>
<tr>
<td>Current Limiting Resistor, $R_l$</td>
<td>10 Ω</td>
</tr>
<tr>
<td>Grid Tuning Capacitors, $C_t$</td>
<td>10 – 2000 pF</td>
</tr>
<tr>
<td>Damping Resistor, $R_d$</td>
<td>6.8 kΩ</td>
</tr>
<tr>
<td>Input Transformer (calc.):</td>
<td></td>
</tr>
<tr>
<td>Primary Inductance</td>
<td>.16 μH</td>
</tr>
<tr>
<td>Secondary Inductance</td>
<td>2.5 - 3 μH</td>
</tr>
<tr>
<td>$Z_{\text{load}}$ (calc.)</td>
<td>~ 800–900 Ω</td>
</tr>
<tr>
<td>Neutralizing Capacitor, $C_n$</td>
<td>20-300 pF</td>
</tr>
<tr>
<td>“Neutralizing” Resistance, $R_n$</td>
<td>100 Ω</td>
</tr>
<tr>
<td>Plate Bypass Capacitance, $C_{p,b}$</td>
<td>50 nF</td>
</tr>
<tr>
<td>DC Grid Power Supply</td>
<td>0 to - 600 V</td>
</tr>
<tr>
<td>Output Transformer:</td>
<td></td>
</tr>
<tr>
<td>Primary Inductance</td>
<td>57 μH</td>
</tr>
<tr>
<td>Secondary Inductance</td>
<td>121 μH</td>
</tr>
<tr>
<td>Mutual Inductance</td>
<td>32-45 μH</td>
</tr>
</tbody>
</table>

Table 2.1: Values of labeled circuit quantities in figure 2.4. All values are measured unless they are labeled as calculated.
2.4 Matching Network

![Circuit diagram of the matching network, including the antenna load, in the dashed gray box.](image)

**Figure 2.5:** Circuit diagram of the matching network, including the antenna load, in the dashed gray box.

The matching network matches the impedance of the antenna with the output impedance of the triodes. Vacuum tubes typically have high output impedances [47], and are often needed to couple power to low impedance loads, such as antennas or audio speakers. The secondary of the transformer is connected to two 22’ lengths of coaxial cable with capacitance of 26.7 pF/ft and inductance of .067 uH/ft. The outer conductor of each cable is grounded, and the inner conductor is connected as shown in figure 2.5. The wavelength of light in the cable at 2.4 MHz is 238’, thus using 22’ sections of the line should not require the inclusion of transmission line effects, and the line acts like lumped circuit elements.

Impedance matching was largely done with a network analyzer, SPICE simulation, and load impedance calculation. Calculations of the frequency response of the load show a double peaked response, with local maxima of the load impedance near 2.4 MHz and 3.5 MHz. Figure 2.6 displays a plot of the calculated
impedance characteristic of the load connected to the secondary coil of the output transformer, pictured in figure 2.5. This plot roughly agrees with the results obtained by the network analyzer measuring the current in the antenna strap while driving the primary of the output transformer. This indicates that the load tuning is well described by the elements in figure 2.5. It was found upon inspection that the maximum current circulating through the antenna occurred with a driving frequency of 2.4 MHz rather than 3.5 MHz, indicating better impedance matching through the output transformer at this frequency.

2.5 The Fast Wave Antenna

![Figure 2.6: Calculated load impedance curve for components connected to the secondary of the output transformer. Network analyzer analysis shows two peaks at these frequencies, indicating the tuning is well described by the elements in figure 2.5.](image)
The fast wave antenna used in this project consists of a single current strap that is enclosed in a slotted copper box. Design of these antennas occupies many talented RF engineers. Here, we opted for the simplest case for the initial RF experiments. A schematic and picture of the antenna are shown in figure 2.7. Two sides of the enclosure have slots machined into them, indicated in figure 2.7. Each slotted side has a machineable glass-ceramic (macor) insulating plate epoxied to its interior in order to avoid a direct connection between the antenna strap and the plasma for particles traveling along $B_0$. The antenna design has elements common to many ICRH wave launchers in tokamaks: a current strap, a box enclosure, slotted sides, and a dielectric material [48 - 50]. During operation, the current strap is oriented such that the current is mainly in the $\hat{y}$-direction in the LAPD (see figure 3.2). This antenna design was the result of an LAPD experiment to determine the fast wave antenna with the highest loading for a launched fast wave coupled to simplicity in construction.

Three types of antenna enclosures were tested during the LAPD experiment. One of the antenna enclosures was the antenna in figure 2.7, henceforth referred to as the slotted-box antenna. A second type of enclosure was a copper box the same size as the slotted box but without slots and macor plates and with the current strap recessed an additional $\frac{1}{2}''$ from the box opening. This second enclosure will henceforth be referred to as the full box antenna. The final enclosure tested was a completely bare copper current strap, henceforth referred to as the bare strap antenna.
The Q of all three types of antenna-enclosure combinations was measured both in vacuum and with a plasma load. Here, Q is defined as the ratio $f_r/\Delta f$, where $f_r$ and $\Delta f$ are the circuit resonance frequency and -3 dB amplitude bandwidth, respectively. This measurement was recorded over a 16 ms time interval in an LAPD discharge to study the variation with plasma temperature and density, which changed dramatically during this time interval. Each Q value represents an ensemble average measurement. During a single LAPD discharge an RF pulse at a

**Figure 2.7:** The fast wave antenna. a) a schematic without one of the slotted sides. The current strap, slots, and box enclosure are labeled. Missing from the schematic is the macor plate. and b) a picture of the antenna with dimensions.
preset frequency was applied to the antenna and the antenna current was digitized.

Time traces of individual antenna current measurements are shown in figure 2.8. For a single preset frequency the antenna current was measured during 20 – 25 LAPD discharges. The preset frequency was then changed, and the antenna current measurements were repeated. The frequency was adjusted over 20 – 24 values centered about the antenna resonance frequency. The results of the ensemble averaged Q measurements are displayed in figure 2.9 a. The full box and slotted box curves are broken due to the fact that the antenna exhibits a turn-on transient.
during the first half of the RF pulse. Q values calculated during the turn-on transient were discarded. Figure 2.9 a) shows that the slotted box antenna “experiences” a significant decrease in its Q during the LaB₆ portion of the discharge. In fact, its Q decreases by almost a factor of 2. The slotted box antenna has a vacuum Q = 57. By the end of the LaB₆ discharge the slotted box Q drops to Q = 30, indicating that the circuit resistance has increased by a factor of 2 in the high density plasma. Unlike the slotted-box antenna design, the full box antenna’s Q changes insignificantly during the discharge. In vacuum, the full box antenna’s Q = 73, and at the end of the LaB₆ discharge its value has decreased to Q = 56. Finally, figure 2.9 a) shows the Q profile of the bare strap antenna with a plasma load. In vacuum, the bare strap antenna’s Q = 69, and during the LaB₆ discharge it decreases to Q = 8. This is almost an increase in the circuit resistance of a factor of 10! However, note that even in the afterglow plasma the bare strap’s Q = 25, which is still a significant decrease from its vacuum value. It is suspected that the strap’s direct contact with the plasma is responsible for most of its decrease in Q. The resonance frequency of the slotted-box and full box antenna designs remains the same with a vacuum and plasma load. Unlike the boxed antennas, however, the bare strap antenna circuit resonance frequency changes from 2.44 MHz in vacuum to 2.6 MHz with a plasma during the LaB₆ portion of the discharge, indicating the introduction of reactive circuit elements, probably capacitive coupling, due to the presence of the plasma. Figure 2.9b shows the time evolution of Iₛₐₐ during the discharge at the center of the LAPD axis for reference. Maximum resistance values calculated from the Q values for the
Figure 2.9: a) Ensemble averaged $Q$ profiles vs. time for three different antenna enclosures. Vertical dashed lines indicate times during which different plasma sources were active. The curves for the full box and slotted box enclosures are not continuous in time because calculated $Q$ values that occurred during the turn-on transient were discarded. b) $I_{\text{sat}}$ measured the center of the discharge vs. time for reference. For the slotted box antenna, as the $I_{\text{sat}}$ increases, $Q$ decreases.
full box, slotted box, and bare strap antennas were, respectively, $0.060 \Omega$, $0.135 \Omega$, and $0.734 \Omega$.

In addition to measuring the Q of the antenna, the radiation efficiency, $\eta$, defined specifically for this instance as $
eta_{\text{antenna}} = \int S_z \cdot \overline{dA} / I_{\text{antenna}}$ was calculated based on B-field measurements made in a plane across the LAPD plasma column at a single axial location. In the previous expression, $S_z$, refers to the Poynting flux along the LAPD axis and the expression represents the radiated power per amp in the antenna. Implicit in this calculation is that the antenna launches a wave and that all the measured B-field is due to this wave. Since the E-field was not measured, in order to calculate $\eta_{\text{antenna}}$, the approximation $E_\perp \propto B_\perp$ was made. The resulting practical definition for $\eta_{\text{antenna}}$ based on the limitations of the experiment becomes,

$$\eta_{\text{antenna}} = \int \frac{|B_\perp|^2}{\mu_0} dA / I_{\text{antenna}}.$$  

B-field measurements were made in an x-y plane across the plasma column 1.9 m away from the antenna. The calculated efficiencies were, $\eta_{\text{full box}} = (2.2 \pm 1.1) \times 10^{-7} \frac{J}{Am}$, $\eta_{\text{bare strap}} = (2.4 \pm 1.1) \times 10^{-7} \frac{J}{Am}$, and $\eta_{\text{slotted box}} = (11.2 \pm 5.3) \times 10^{-7} \frac{J}{Am}$. The results of the efficiency measurements had high measurement error due to the fact that the B-field of the wave varied significantly from shot to shot. The cause of this is uncertain but may be due to the dominant wave mode changing during the RF pulse, which would cause significant changes to the wave profile. In the end a conditional averaging procedure was performed on the wave-field data in order to get rid of the contribution of spuriously high or low wave fields to the efficiency measurements.
The slotted box antenna was chosen as the final antenna design for initial RF experiments because it had higher average efficiency than the full box and bare strap antennas, despite its reduction in Q being less significant than the bare strap antenna. In addition, its construction most resembles tokamak ICRH antennas, such as the Alcator C-Mod antenna in figure 1.1. Finally, the circuit was not dramatically changed between having the antenna face a vacuum and plasma load, meaning tuning would not depend on load conditions.

2.6 Comparison of Antenna B-field

The $B_z$ component of the magnetic field produced by the antenna was measured both on the bench and during the experiment described in the following chapters. A plot of the natural logarithm of $B_z$ vs. distance away from the current strap of the antenna is shown in figure 2.10 for measurements made both on the bench and in the plasma. The magnitudes are scaled to be comparable on the same verticle axis. Also shown in figure 2.10 are linear fits to the $\ln (B_z) vs. x$ data. The $B_z$ measurements taken on the bench show a much larger radial decay than the measurements taken in the plasma. The $B_z$ e-folding length on the bench is 1.9 cm, whereas the e-folding length in the plasma is 6.7 cm.
2.7 RF System Performance

During bench testing of the RF system, the design goal was to couple 1 kA into the antenna tank circuit, shown in figure 2.5. During the bench test, a prototype tank circuit with a measured Q of 14.5 was used. The capacitance was 15.67 nF, and the frequency was 2.91 MHz, giving a resistance of .24 ohms. With 1 kA in the tank circuit, the RMS coupled power was 120 kW, in compliance with the design goals of the amplifier.
Chapter 3

Experimental Methods

3.1 The LAPD

The experiment was conducted in the LArge Plasma Device (LAPD) located at the BAsic Plasma Science Facility (BAPSF) at UCLA. A photograph of the LAPD is shown in figure 3.1. A detailed discussion of the LAPD is given in ref. [51], but a brief discussion will be given here for cohesion. The LAPD vacuum chamber is a 24.4 m long cylindrical, stainless steel vessel. It consists of two pump-out sections at each end of the chamber that are 2 m long and 1.5 m in diameter. The middle section of the LAPD is 1 m in diameter and approximately 20 m long. Four turbo-molecular pumps evacuate the chamber to a base pressure less than $5 \times 10^{-7}$ torr. The middle section of the LAPD is surrounded by yellow and purple solenoidal magnets that produce the axial magnetic field profile in the chamber, as can be seen in figure 3.1. Ten independently controlled power supplies supply current to the magnets, making a variety of magnetic field profiles possible. Typical operating magnetic fields are 200 – 2000 Gauss. Once the chamber is evacuated, gas is inserted into the chamber through Mass Flow Controlers (MFCs). Possible fill gases include H$_2$, He, Ne, Ar with a typical fill pressure of $5\times10^{-5}$ torr. The gas and impurity content is constantly monitored by a Residual Gas Analyzer (RGA) located near the BaO cathode.
Figure 3.1: a) A picture of the LAPD experiment. The turbo pumps and magnets are labeled in the figure. b) A cutaway schematic of the LAPD. Both the BaO and LaB$_6$ plasma sources are shown in the figure. When both sources are operating, the density and temperature are higher in the LaB$_6$ and BaO discharge region (labeled) than in the BaO-only discharge region (also labeled). External solenoidal magnets produce an axial magnetic field with an adjustable profile. Probe access ports located every 32.5 cm provide numerous diagnostic access to the plasma.
A BaO cathode-anode pair is located on one side of the machine. The cathode consists of a 60 cm diameter nickel substrate that is coated with BaO [52]. The cathode is indirectly heated by an array of resistive tungsten filaments located behind it. A 50% transparency molybdenum mesh anode is located 50 cm away from the BaO cathode in front of it. When the BaO cathode is heated to a 750° - 800° C, it becomes a strong thermionic emitter, with an emission current density of 2 A/cm². Plasma production by the BaO cathode discharge is achieved by pulsing the bias voltage between the cathode and anode [53]. Typical discharge parameters are 40 – 70 V and 3 – 5 kA. The bias voltage on the anode attracts the thermionically emitted electrons from the BaO cathode to the anode. Due to its transparency, some of the electrons accelerated towards the anode are not collected by it and instead continue moving into the middle section of the LAPD chamber where they collide with the fill gas, ionize it, and create a current-free plasma. Ionization also occurs between the cathode and anode, but what is the dominant mechanism in creating the plasma has not been researched in detail. A LaB₆ cathode-anode pair is located on the opposite end of the LAPD chamber from the BaO cathode-anode pair. Its operation is similar to the BaO plasma source. LaB₆ is capable of achieving a higher emission current than BaO, but at a much higher temperature [54]. At ~ 1800 °C, the emission current of LaB₆ is approximately 20 A/cm². Thus the LaB₆ can produce hotter, denser plasmas because of the higher number of primary electrons with high energies (> 100 eV). The LaB₆ cathode is a 20 cm x 20 cm square and is indirectly heated by a graphite filament located behind it. The LaB₆ cathode can have its anode placed at a variety of axial locations, the choice of which depends on the type of
experiment. In this experiment the anode was located 32 cm away from the cathode. Each cathode-anode pair electronically floats with respect to chamber ground, and is independently controlled.

The LAPD vacuum chamber is equipped with probe access ports located every 32.5 cm along the z-direction. Each port is equipped with a ball valve [55] that allows for changing a probe’s angle. Probes are installed on KF-40 or KF-50 nipples attached to the ball valves and are evacuated using a cryogenic pump-out system before they are opened to LAPD vacuum. Automated probe drives move the probes to user-specified positions within the plasma column. Volumetric data is possible to obtain by creating x-y or x-z planes at different axial locations. During experiments, the probe signals are connected to an A/D converter that stores the information for later analysis. The digitization is triggered at a user-specified delay with respect to the start of the LAPD BaO discharge.

3.2 Plasma Diagnostics

The majority of measurements made are in-situ probe measurements. Probes are inserted into the LAPD vacuum chamber once they have been pumped down to pressures less than \(8 \cdot 10^{-6}\) torr, which is below normal neutral fill pressures in the LAPD (\(\sim 10^{-5}\) torr). Probes are positioned inside the chamber by automated probe drives that can adjust the x-y or x-z position of the probes. This 2-D motion is achievable because the vacuum ball-joint [55] and double o-ring seals allow independent control of the probe shaft tilt angle and the insertion distance into the chamber, as in figure 3.2. The probe’s position inside the LAPD vacuum chamber is calibrated by a telescope looking along the LAPD axis, \(x = y = 0\). Finally, a
probe motion grid, as in figure 3.2, is programmed into the probe motion computer. The probe tip is positioned at each point on the grid, and it acquires data for a user-specified number of LAPD plasma discharges. After it is finished acquiring data at one position it moves to the next position in the grid and acquires data there. In this way, single point, 1-D, or 2-D profiles are built up over many successive discharges.

**Figure 3.2**: Probe motion and data acquisition method in the LAPD. Automated probe drives change the probe’s angle and insertion distance into the LAPD vacuum chamber, $\theta$ and $\ell$, respectively. Though this figure shows an x-y plane, x-z probe motion is possible in the LAPD. An example probe motion is shown in the grid in the figure, each point representing a probe motion. Data sets are comprised of collected data during multiple LAPD discharges at each probe motion location.
3.2.1. Langmuir Probes

One of the workhorse probes in plasma physics is the Langmuir probe, named after Irving Langmuir. The term “Langmuir probe” generally refers to conducting electrostatic probes in direct contact with plasma, regardless of their bias potential with respect to the plasma. They are easy to build and use but may be inaccurate in measuring density. When diagnosing a Maxwellian plasma, information on the plasma parameters can be obtained from the current-voltage characteristic curves, often called I-V curves. Figure 3.3 shows an example of an I-V curve obtained in the LAPD plasma column. Swept I-V curve analysis is well established in other texts [56, 57] and so will only be briefly explained here.

In a Maxwellian plasma with thermal electrons and positively charged cold ions, the electron current to a planar biased probe is given by:

\[
I_e(V) = A_p q_e n_e \sqrt{\frac{T_e}{2\pi m_e}} \frac{e^{-\frac{e(V-V_p)}{T_e}}}{T_e}.
\]

Where \(A_p\) is the probe plus sheath area, \(q_e\) is the electron charge, and \(m_e\) is the electron mass. \(T_e\) is the electron temperature in eV, \(V_p\) is the plasma potential, and \(V\) is the probe bias potential. This equation is valid for \(V - V_p \leq 0\). When \(V - V_p > 0\), a constant electron saturation current, \(I_{esat}\), is drawn by the probe in ideal cases. For real probes, however, sheath expansion may cause the collected current to vary at probe biases above the plasma potential. Assuming cold ions, with \(V - V_p \leq 0\), the ion current to the probe is the ion saturation current:

\[
I_{isat} = 0.61A_p q_i n_{i,\infty} c_s.
\]
where $q_i$ is the ion charge, $q_i = Z |q_e|$, and $c_s$ is the ion sound speed, $c_s = \sqrt{T_e/m_i}$ for cold ions, with $m_i$ the ion mass. The total current to the probe tip for $V - V_p \leq 0$ is then,

$$I_{\text{probe}}(V) = I_{\text{esat}} e^{(V - V_p)/e} - I_{\text{isat}},$$

(3.3)

where quasineutrality has been assumed, $e$ is the unit of the fundamental charge, $I_{\text{esat}}$ is defined as $A_p e n_e \sqrt{T_e/2\pi m_e}$ and the electron current is considered positive, as per convention. $V_p$ can be determined from the location of the maximum value of $\frac{\partial I_{\text{probe}}}{\partial V}$, and the electron current measured by the probe at $V_p$ is considered $I_{\text{esat}}$. When the probe draws zero net current, it is at the “floating potential,” $V_f$. It can be shown that,

$$V_f - V_p = \frac{T_e}{e} \ln \left( \frac{I_{\text{isat}}}{I_{\text{esat}}} \right).$$

(3.4)

This equation will appear later when considering the behavior of emissive probes with low emission currents compared to $I_{\text{esat}}$. Figure 3.3, includes dashed lines indicating $I_{\text{isat}}$, $I_{\text{esat}}$, $V_f$, and $V_p$. The horizontal lines indicate the $I_{\text{isat}}$ and $I_{\text{esat}}$ values, while the vertical lines indicate $V_f$ and $V_p$. 
Figure 3.3: An example Langmuir probe I-V trace. Dashed lines indicate $V_p$, $V_f$, $I_{isat}$, and $I_{esat}$. Electron current is taken as positive.

$T_e$ and $V_p$ are determined from the swept I-V characteristics, and $n_e$ is determined from $I_{isat}$ with $T_e$ known. The $n_e$ measurement is calibrated with microwave interferometry, which measures the line-averaged density across the plasma column. Langmuir probes are used in various configurations. Swept probes are used to determine $T_e$, $V_p$, and $n_e$, but time resolution of this measurement is limited by the sweeping circuitry. Floating probes measure time-resolved $V_f$, but the usefulness of this quantity is debatable, especially in the presence of fast electrons [58], RF oscillations [59], or $T_e$ gradients. Langmuir probes may also be used as $I_{isat}$ measurements when connected to a sufficiently negative DC probe bias.
3.2.2. B-dot probes

Fluctuating magnetic field measurements are performed using B-dot probes. The operating mechanism behind the probe is Faraday’s law; the probe measures the EMF induced in a loop of wire by time-varying magnetic flux through the loop, $V = -A_{\text{eff}} \frac{\partial B}{\partial t}$, where $V$ is the voltage measured across the loop, $A_{\text{eff}}$ is the area of the loop, and $B$ is the fluctuating magnetic field parallel to the area normal of the loop. The B-dot probes used in this experiment consist of three orthogonal wire loops wound around a cube with edge lengths of approximately 3 mm. Each winding consists of 10 turns of differentially wound wire (5 turns in each direction). The wire is differentially wound to cancel any electrostatic pickup in the system. The probe windings are covered by a ceramic dome in order to avoid a direct plasma connection with the loops. B-dot probe measurements performed in the LAPD must correct for the probe shaft inclination angle (figure 3.2), though in practice this correction is small.

B-dot probes are calibrated using a network analyzer driving a Helmholtz coil. The probe’s frequency response is captured by the network analyzer, and the operating frequency range of the probe is determined by the region in which the probe response is linear. In these experiments, the probe response is linear up to 7 MHz, which is comfortably above the 2.38 MHz launch frequency of the fast wave. More details on the design, operation, and calibration of the B-dot probes can be found in [60] and [61].
3.2.3. Emissive probes

Emissive probes are a diagnostic capable of directly measuring $V_p$ as suggested by Irving Langmuir [62]. Emissive probes consist of a thermionic emitter and the components necessary to heat it. These most often consist of comparatively large current-carrying electrical leads and support structure. In this work, the emissive probe is used as a floating emissive probe [63], though there are other methods for determining the plasma potential from an emissive probe [64].

If a cold, floating probe is in contact with a plasma, then the potential difference, $V_p - V_f$, is governed by equation 3.4. In a Helium plasma with Maxwellian electrons and cold ions, $V_p - V_f \approx 4T_e/e$, with $T_e$ in eV, assuming singly ionized He ions and equal collecting areas for ion and electron current. However, for low emission currents, a floating probe can float closer to the plasma potential by the addition of another term in equation 3.4:

$$V_{f,e} - V_p = \frac{T_e}{e} \ln \left( \frac{I_{sat} + I_{emit}}{I_{sat}} \right),$$  \hspace{1cm} (3.5)

where $I_{emit}$ is the emitted electron current. Here the term “float” means the probe’s potential is set by the current balance of the plasma rather than the operator. Equation 3.5 above is only valid for low emission currents, where a cloud of negative space charge around the probe does not occur. An important distinction between equation 3.4 and equation 3.5 is that $V_{f,e}$ is used instead of $V_f$, where $V_{f,e}$ refers to an electron emitting probe’s floating potential. Langmuir probes that experience secondary electron emission record floating potentials in this same way. The emissive probe can emit electrons in either a temperature-limited or space charge-
limited regime. In the temperature-limited regime, $V_p$ increases monotonically away from the probe, and the probe's emission current is limited by its temperature according to the Richardson-Dushman equation,

$$J = AT^2 e^{-\phi/T},$$

(3.6)

where $J$, $T$, $A$, and $\phi$ are the probe's emission current, temperature, Richardson constant, and material work function, respectively. In the space-charge limited regime a cloud of negative charge develops around the probe, and $V_p$ no longer increases monotonically away from the probe tip. In this situation a virtual cathode forms around the probe. The space-charge limited regime is reached when the current emitted by the probe, according to the Richardson-Dushman equations, is comparable to $I_{esat}$. In the event that the probe’s emission current is space-charge limited, as opposed to temperature limited, then

$$V_p = V_e + \alpha T_e,$$

(3.7)

where $\alpha$ is an order unity correction to the plasma potential and $V_e$ is the floating potential of a space-charge limited emissive probe. The value of $\alpha$ has been derived analytically using fluid theory [65] to be 1.02 for He. Ye and Takamura [66] developed a model that takes space charge effects into account, and calculate $\alpha$ to be .99 for He. Kinetic PIC codes and theory also show order unity $T_e$ corrections to the emissive probe floating potential [67, 68]. Throughout this work the value of $\alpha$ used in the data analysis will be $\alpha = 1$. The main benefits of the emissive probe over standard swept Langmuir probes is that they offer better time resolution of the
plasma potential, are unaffected by radio frequency (RF) oscillations of $V_p$, and float closer to $V_p$ than floating probes.

In many applications an emissive probe consisting of a thoriated tungsten filament is sufficient. However, in the BaO discharge plasma in the LAPD, $n_e > 10^{12} cm^{-3}$. A thoriated tungsten probe operating in this plasma density is at its structural limits; in order to be sufficiently emissive it is necessary to heat it to such high temperature that the filament breaks. Therefore, in the LAPD plasma a higher emissivity material, such as CeB$_6$ or LaB$_6$ is needed [69]. A resistively heated CeB$_6$ emissive probe was developed in order to obtain measurements in the LAPD plasma. A picture of the probe is shown in figure 3.4a, along with schematics in figure 3.4b-c. The CeB$_6$ tip is resistively heated by DC electrical current flowing from 10 AWG copper leads, through the nickel lugs, through the carbon tweezers, and finally through the CeB$_6$ emitter. The CeB$_6$ is held in place by the class 3 lever action of the carbon tweezers, with the fulcrum-force-load points being the alumina fulcrum, the steel clamp, and the CeB$_6$, respectively. The electrically conducting elements of the emissive probe are insulated from the plasma by the Boron Nitride (BN) and silica foam components so that only the tip of the CeB$_6$ protrudes through a hole in the BN cap and is in direct contact with the plasma. The silica foam is a poor thermal conductor, and helps keep the heat at the probe tip rather than conducting it back to other probe components.
During experiments, one must be careful to assess whether the probe is sufficiently heated before beginning data acquisition with the probe. The probe is moved to the highest density location in the plasma. This can be roughly determined by $I_{\text{isat}}$ or swept Langmuir probe measurements. Once the tip is at the highest density location in the device, it is slowly heated by increasing the DC current through the probe. The heating current is switched off during the entire LAPD discharge, and the probe bias voltage is swept in the same way as with a swept Langmuir probe. Figure 3.5 shows a progression of emissive probe I-V characteristics. At low heating currents the I-V curve resembles a normal swept Langmuir probe I-V curve (the black curve in figure 3.5). As the probe starts emitting, the apparent $I_{\text{isat}}$ value increases (red and green curves in figure 3.5).
probe is hot enough once the emitted current is greater than the collected electron current (the blue curve in figure 3.5). An alternate method of assessing whether the emissive probe is sufficiently heated involves tracking the floating potential of the emissive probe as its temperature is increased. Once the value of the emissive probe’s floating potential, the probe is sufficiently emissive. It is then operated as a floating probe, and the value $V_e$ is digitized.

The time response of the emissive probe in this experiment is determined by the distributed capacitance in the copper wires contained in the probe shaft and by the connection impedance between the probe tip and the plasma. An electrically floating emissive probe’s effective sheath impedance is larger when the probe is cold and non emitting than when it is heated and emitting approximately $I_{esat}$. This effect is visually evident in the improved time response of the emissive probe as it is gradually heated from non-emitting to emitting in the space-charge limited regime. In the non-emitting regime, potential oscillations in the ICRF are not visible. Whereas in the space-charge limited emission regime potentials in the ICRF become measureable. The emissive probe was determined to be able to effectively capture plasma potential oscillations up to 10 MHz by connecting the probe tip to the output of a signal generator through a resistor approximating the sheath impedance and verifying that the measured probe potential remains flat.
The Mach probe is a type of directional Langmuir probe used for measuring the ion flow speed in a plasma. It consists of two conducting probe tips facing opposite directions, each of which is independently biased to collect ion saturation current. Three orthogonally directed pairs of tips may be placed on the same probe, in which case the probe is able to measure the three components of the ion drift velocity. Mach probe analysis is often separated into the magnetized \([70, 71]\) and unmagnetized \([72 - 74]\) ion limits. The unmagnetized approximation is valid for \(\rho_i \gg d\), where \(\rho_i\) is the ion Larmour radius and \(d\) is the typical probe dimension. The

\[\text{Figure 3.5: Emissive probe I-V characteristics for varying probe heating currents. Heating current, from least to most, in black, red, green, and blue traces. As the emitting probe tip becomes hotter, its emitted current increases, eventually becoming greater than } I_{\text{esat}}. I_{\text{esat}} \text{ also increases with heating current, suggesting the thermal expansion of the probe tip.}\]
Mach probe conductor area used in this experiment was 1 mm², making the value of \( d = 1 \text{mm} \). As for \( \rho_i \), the expression, \( \rho_i = \frac{v_{ti}}{\omega_{ci}} = \sqrt{T_i m_i/(q_i B_0)} \), requires some knowledge of the ion temperature. Assuming \( T_i \approx 1 \text{eV} \), which is consistent with spectroscopic measurements of the ion temperature in the LAPD, and singly ionized He, then \( \rho_i = 2.04 \text{mm} \), in which case the unmagnetized approximation is marginally satisfied. In fact, \( \rho_i \) reaches the collector size when the ion temperature is .24 eV.

Unmagnetized Mach probe interpretation relies on the ratios of collected ion saturation currents à la [72, 73],

\[
\frac{j_{isat}^+}{j_{isat}^-} = e^{KM},
\]

where \( M \) is the ratio of ion drift speed, \( v_{di} \), to the ion sound speed, \( c_s \), \( K \) is a proportionality constant of order unity, and superscripts ‘+’ and ‘−’ refer to upstream and downstream facing probe tips. Eq. 3.8 agrees with PIC simulations of a spherical Mach probe for a \( K \) value of 1.34[73] when the probe is much larger than the Debye length. Eq. 3.8 has been experimentally validated with flows deduced by LIF [75] and emissive probes [74] with a value of \( K \) in the same ballpark, \( K = 1.3 \). Most \( K \) values determined by experiment, simulation, and theory determine that \( K \) falls in the range \( 1 \leq K \leq 2 \). As such, in the interpretation of Mach Probe data, a value of \( K = 1.3 \) will be used throughout the analysis. This will give good order of magnitude measurements. However, when the Mach probe dimensions are comparable to the Debye length, \( .1 \leq d/\lambda_{De} \leq 10 \) the value of \( K \) can become negative because the electric field of the downstream collector may accelerated ions.
moving upstream into it [76]. This has been experimentally verified [77]. The probe tip used in this experiment has the lowest value of $d/\lambda_{pe} \approx 33$ ($T_e = 3.8, n_e = 2 \cdot 10^{11} cm^{-3}$), safely putting it in the “positive K” operating regime.

Recalling from above that the measured value of $I_{isat}^{\pm}$ is proportional to the probe collection area, means that the value of $R$ in equation 2.8 needs to be calibrated to account for different collection areas of realistic probe tips. In principle, this can be accomplished by positioning the probe at a single location in the plasma and acquiring $I_{isat}$ values with both tips. Afterwards, rotating the probe $180^\circ$ and following the same procedure should give a calibration to the area of $b = A_a/A_b = (I_{a}^+ + I_{a}^-)/(I_{b}^+ + I_{b}^-)$, where $I_{a,b}^{\pm}$ refers to the measured probe signal, with subscripts $a$ and $b$ referring to the different probe tips, superscripts “+” and “−” refer to upstream and downstream facing. Unfortunately, in the experiments described this calibration method was not suitable, possibly due to sheath effects [78]. Instead, the value of $(\Delta I_a^+)/\Delta I_b^−$ was taken as the area calibration factor, where $\Delta I$ is the current difference on one probe tip between the plasma discharge and the afterglow plasma.
3.3. Summary of experiment

The main findings of this thesis follow a single experiment performed on the LAPD. The experiment schematic is shown in figure 3.6, and it can be considered a cut across $y = 0$ in the LAPD vacuum chamber. In the Cartesian coordinate system used in the experiment, $z = 0$ is the location of the fast wave antenna port, and both $x = 0$ and $y = 0$ fall along the center of the LAPD axis. Both the BaO and LaB$_6$ discharges are in operation during the experiment. The BaO discharge voltage and current are 58 V and 3.1 kA, and the LaB$_6$ discharge voltage and current are 120 V and 1.25 kA. It was decided that operating the LaB$_6$ at lower discharge current than its maximum was beneficial for obtaining emissive probe measurements during the data run.
Limiters consisting of 12”x12” 304 stainless steel plates whose area normal vectors, were aligned with $\hat{z}$, were inserted on either side of the antenna. The BaO limiter extended from $x = -4.5$ cm to $x = -35$ cm, and the LaB$_6$ limiter extended from $x = -9.9$ cm to $x = -40.4$ cm. At $y = 0$, the antenna extends to $x = -10$ cm. Both limiters and the antenna are connected to chamber ground. The limiters serve the function of blocking direct connection through the plasma between the antenna and the floating cathode-anode discharge circuits at either end of the machine. They also serve the additional purpose of providing a ground reference potential to $V_p$ measurements inside the private scrape-off layer plasma that exists between the limiters and the antenna.

The antenna is operated at 2.38 MHz for 2000 RF cycles. The value of $t=0$ is chosen to correspond to the starting time of the RF antenna pulse. Often, time will be reported in normalized time, $t/t_{RF} = tf_{RF}$, where $t$ is time relative to the start of the RF antenna pulse, and $f_{RF}$ is the launch frequency.

Because there are many objects inserted into the plasma during this experiment, there is certainly a modification of the plasma parameters. $n_e$, $V_p$, and $T_e$ color maps all show traces of the antenna outline. Figure 3.7-3.9 shows the measured $n_e$, $V_p$, and $T_e$ before the start of the RF pulse. Table 3.1 shows typical experiment parameters, in the main discharge region of the plasma (around $x = y = 0$) and in the private scrape-off layer region ($x = -15$ cm, $y = 0$). $T_e$ values were determined from swept Langmuir probe measurements at $z = 65$ cm. $n_e$ values were determined using the $T_e$ values and $I_{isat}$ measurements at $z = 1.3$ m, and $V_p$ values
were determined from emissive probe measurements with $T_e$ corrections at $z = 65$ cm.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Main Discharge ($z = y = 0$) value</th>
<th>Private SOL ($-15 \text{ cm} \leq x \leq -10 \text{ cm}, y = 0$) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_e$ (eV)</td>
<td>10</td>
<td>3.8 - 8</td>
</tr>
<tr>
<td>$n_e$ (cm⁻³)</td>
<td>$8 \cdot 10^{12}$</td>
<td>$2 \cdot 10^{11} - 1 \cdot 10^{12}$</td>
</tr>
<tr>
<td>$\lambda_D$ ($\mu m$)</td>
<td>8.3</td>
<td>32.4 - 21.0</td>
</tr>
<tr>
<td>$v_{Te}$ (cm/s)</td>
<td>$1.33 \cdot 10^8$</td>
<td>$0.82 - 1.19 \cdot 10^8$</td>
</tr>
<tr>
<td>$f_{rf}$ (MHz)</td>
<td>2.38</td>
<td>2.38</td>
</tr>
<tr>
<td>$f_{rf}/f_{ci}$</td>
<td>6.23</td>
<td>6.23</td>
</tr>
<tr>
<td>$f_{pi}/f_{rf}$</td>
<td>125</td>
<td>19.7 - 44.1</td>
</tr>
<tr>
<td>$v_{ee}$ (MHz)</td>
<td>8.43</td>
<td>0.94 - 1.6</td>
</tr>
<tr>
<td>$f_{LH}$ (MHz)</td>
<td>32.5</td>
<td>26.8 - 31.2</td>
</tr>
<tr>
<td>$c_s$ (cm/s)</td>
<td>$1.55 \cdot 10^6$</td>
<td>$9.6 \cdot 10^5 - 1.4 \cdot 10^6$</td>
</tr>
<tr>
<td>$\nu_{in}$ (Hz)</td>
<td>0</td>
<td>527 - 700</td>
</tr>
<tr>
<td>$\nu_{ei}$ (MHz)</td>
<td>2.2</td>
<td>0.063 - 0.295</td>
</tr>
<tr>
<td>$\rho_l$ (cm)</td>
<td>.2</td>
<td>.2</td>
</tr>
<tr>
<td>$f_{e, \text{transit}}$ (MHz)</td>
<td>13.3</td>
<td>8.2 - 11.9</td>
</tr>
</tbody>
</table>

**Table 3.1:** Typical operational parameters in the experiment in both the main discharge and the private SOL created by the limiters and the antenna. The fill gas used during the experiment was He. In the main discharge, 100% ionization is assumed.
Figure 3.7: Electron density, $n_e$, measured with a Langmuir probe before the RF pulse. Plotted values are calculated using equation 3.2 with $T_e$ measurements obtained at $z = 0.65$ m with a swept Langmuir probe and $I_{sat}$ measurements obtained at $z = 1.3$ m and calibrated against microwave interferometers. a) A color map of $n_e$. The outline of the antenna and the limiter at $z = 3.6$ m is shown for reference. The LaB$_6$ plasma discharge region in the center of the column is denser than the BaO region. The density if the “shadow” of the antenna is less than elsewhere. b) A line plot of $n_e$ vs. $x$ at $y = -1$ cm.
Figure 3.8: Plasma potential, $V_p$, at $z = 0.65$ m measured with an emissive probe before the RF pulse. Plotted values are calculated using equation 3.7 with $T_e$ measurements obtained at $z = 0.65$ m with a swept Langmuir probe. a) A color map of $V_p$. The outline of the antenna and the limiter at $z = 3.6$ m is shown for reference. $V_p$ in the private SOL is clearly influenced by the presence of the antenna b) A line plot of $V_p$ vs. $x$ at $y = -1$ cm. $V_p$ in the middle of the plasma column, $|x| \leq 5$, is lower than at the edge of the LaB$_6$ discharge plasma, $|x| \approx 10$. 
Figure 3.9: Electron temperature, $T_e$, at $z = 0.65$ m measured with a swept Langmuir probe before the RF pulse. a) A color map of $T_e$. The outline of the antenna and the limiter at $z = 3.6$ m is shown for reference. $T_e$ in the private SOL is clearly influenced by the presence of the antenna b) A line plot of $T_e$ vs. $x$ at $y = -1$ cm.
Chapter 4: Properties of RF-Enhanced Plasma Potentials in the LAPD

4.1 Observed Properties of the RF-Enhanced Plasma Potentials

During this experiment the ICRF antenna pictured in figure 2.7 was oriented vertically in the LAPD vacuum chamber, and at y = 0 it extended to x = -10 cm. The antenna outline is clearly seen in the color map of the plasma parameters in the previous chapter (fig 3.7-9 a)). In most cases the RF amplifier supplied 120 kW +/- 40 kW of RF power to the plasma, which corresponds to an RMS antenna current of 565 A. For comparison, the power supplied by the

![Figure 4.1: $V_p(t)$, $V_{p,DC}(t)$, and $V_{p,RF}(t)$ curves in black, blue, and red, respectively. $V_{p,DC}(t)$ changes on a timescale slower than the RF oscillation period.](image)
BaO and LaB$_6$ sources was 180 kW and 150 kW, respectively. Only the capacitor bank voltage was changed during power scans of the RF amplifier, and it was varied from 1 kV to 12 kV. When the RF pulse was applied to the antenna, the floating potential of the space-charge limited emissive probe, $V_e$, was seen to change. Throughout this discussion, measured quantities may be divided into their various frequency components as,

$$V_p(t) = V_{p,DC}(t) + V_{p,RF}(t).$$

(4.1)

Figure 4.1 shows a plot with all of these components clearly labeled. The low-pass filtered data, the quasi DC component, is obtained by digitally applying a filter to the quantity between 0 and 2.38 MHz.

**Figure 4.2:** A power spectrum of the emissive probe signal at two locations. The magnitude of the RF amplifier frequency at 2.38 MHz is almost 10x more than the magnitude of the second harmonic signal.
1 MHz. It is called the “DC” component of the quantity because its time variation is slow compared to the RF period and is denoted by a “DC” in the quantity subscript, as in \( V_{p,DC} \). The RF component refers to the digitally band-pass filtered data between 1 – 4 MHz and is dominated by the RF launch frequency. It will be denoted by an “RF” in the quantity subscript, as in \( V_{p,RF} \). The \( V_p \) trace in figure 4.1 does not appear to have a large second harmonic component to the oscillation. A \( V_p \) frequency spectrum is shown in figure 4.2, where the red trace shows the frequency spectrum of the data in figure 4.1. Figure 4.2 shows that, indeed, the fundamental RF frequency component is approximately 10x larger than the second harmonic.

Figure 4.3 a) shows a plot of \( V_p \) vs. time for the entire RF pulse during a single LAPD discharge when the probe tip was located at \((x,y,z) = (0,0,65 \text{ cm})\). Figures 4.3 b) and c) show the antenna current, \( I_{antenna} \), and the potential of the BaO anode, \( V_{BaO} \), respectively. All potentials are measured with respect to the LAPD vacuum chamber ground. In figure 4.3 a) and c) the gray traces are the measured values of the potentials, and the blue lines are a result of digitally applying a low pass filter to the raw data. Within 100 RF cycles after the start of the RF pulse, the DC \( V_e \) increases and subsequently establishes itself at a near-steady value. The same is true of the DC BaO and LaB\(_6\) anode voltages, \( V_{BaO} \) and \( V_{LaB_6} \), respectively. In fact, the DC voltage increase on the anodes is the same as the increase in \( V_{p,DC} \), along the center of the LAPD axis. After the RF pulse, the antenna current returns to 0 A. The BaO and LaB\(_6\) discharges both end at \( \frac{t}{t_{RF}} = 3570 \), well after the phenomena discussed in this and the next chapter.

The change in \( V_{p,DC} \) is spatially dependent, as can be seen in figure 4.4, which now shows the DC plasma potential, \( V_{p,DC} \), at \( \frac{t}{t_{RF}} = 199.84 \). The DC plasma potential is calculated from \( V_{p,DC} = V_{e,DC} + \alpha T_e [66] \), where the value of \( \alpha \) used is 1.0, rather than the recommended value.
This produces a negligible change in the results. Typical errors in the value of $T_e$ are 20-30% in the SOL and 10% in the main discharge based on the standard deviation of five $T_e$ measurements taken before the RF pulse. The electron temperature used in the calculation of $V_{p,DC}$ is measured with a swept Langmuir probe before the RF pulse to the antenna was applied. This is a limitation on the data, but in practice it is not a large limitation. $V_{e,DC}$ changes up to 80 V at the top and bottom of the antenna, and $T_e$ is expected to change by no more than 10 eV. This limit to the expected change in $T_e$ comes from the fact that highest observed electron...
temperature values in the LAPD are of order 10 eV. This means that changes in $V_{e,DC}$ are much larger than any expected change in $T_e$, and that using the measured $T_e$ before the RF pulse to calculate the $V_{p,DC}$ values will not greatly change the results. Indeed, swept probe measurements performed 60 us after the RF pulse with a 100 us sweep time show modest increases in $T_e$ of up to a maximum of 3 eV in both the main discharge and SOL. The spatial locations where $T_e$ is higher after the RF pulse do not correspond to where the largest $V_p$ is observed. Assuming all of the RF power is somehow transferred to heating electrons for an 18 m plasma column with an axially uniform density profile given in figure 3.7, the expected energy increase for each electron would be over 113 eV! This calculation ignores all mechanisms of energy loss for the plasma, for example radiative energy loss. A more reasonable calculation compares the power ratios of the BaO plasma source to the injected RF power, 180 kW vs. 120 kW, respectively. The BaO plasma source produces approximately 6 eV plasma column. Increasing its power by two-thirds, assuming a linear relationship between power and $T_e$, would increase the temperature by 4 eV. The measured 3 eV increase in electron temperature is, at any rate, within reasonable expectations. Figure 4.4 is assembled from data collected at $z = 65$ cm. Outlines of the antenna box enclosure, the current strap, and the BaO limiter are shown in the figure for convenience and reference. The most significant rectification of the plasma potential occurs in line with the top and bottom of the antenna, qualitatively consistent with floating potential and IR camera measurements in Tore Supra, e.g., [18].
Since the value of $V_{p,DC}$ reaches almost 100 V, singly charged He ions in the bulk plasma are accelerated into the antenna enclosure with energies of almost 100 eV. This energy is sufficient to cause He$^+$ sputtering on Cu [79] with a sputtering yield of a single Cu atom sputtered for every 22.2 He$^+$ atoms impinging on the antenna. Evidence for the antenna material sputtering is observed by the copper coatings that develop on probes used during this experiment. Figure 4.5 shows pictures of B-dot and emissive probes before and after being used in this experiment. Both the emissive and B-dot probes have copper deposited on them. The B-dot probe has a single copper stripe, oriented in the $\pm y$ direction. The presumed reason for this is that Cu deposits form on the entire surface of the B-dot probe tip while it is in the plasma, but
plasma ions and electrons, having a smaller gyro-radius than the sputtered copper, strike the probe tip where \( d\hat{A} \cdot \hat{z} \neq 0 \), where \( d\hat{A} \) is the differential area normal of the B-dot probe. Similarly, Cu deposits form on the porous silica foam component of the emissive probe, except close to the probe tip and carbon tweezers where the temperature of these components approaches 2000° C. Figure 4.5 shows clear evidence that plasma-materials interaction (PMI) is an important consideration in ICRH studies, even at the modest antenna powers in this experiment (\(~ 120 \text{ kW}\)) compared to tokamak antenna powers (> 1 MW). Large values of \( V_{p,DC} \) will accelerate plasma ions into antenna components, and antenna materials will sputter and end up in the bulk plasma. A combination of approaches to address this problem during ICRH is necessary, including designing antennas, through proper materials selection, that are resilient to high-energy ion bombardment, determining mitigating scenarios of antenna operation that

![Figure 4.5](image.png)

**Figure 4.5**: Pictures of probes before and after being used in the ICRF experiment described in this thesis. The top/bottom rows shows probes before/after being used. The left/right column show B-dot/Emissive probes. There are distinct copper stripes on the B-dot probes. The silica foam of the emissive probe has copper deposits.
produce smaller and acceptable values of $V_{p,DC}$, and operating in plasma scenarios less prone to being influenced by PMI.

The rectified potentials that form in the LAPD bias the field lines for several meters. Figure 4.6 illustrates this. The emissive probe was used to measure $V_e$ at $z = 0, 0.65$ m, $3.25$ m, and $4.9$ m axial locations. $V_e$ measurements taken at $z = 0$ m were obtained only on the $y = 0$ line between $-9$ cm $\leq x \leq 20$ cm due to technical difficulties with the emissive probe, while measurements at $z = 0.65$ m, $3.25$ m, and $4.9$ m axial locations were performed in an x-y plane. Figure 4.6 a)-c) shows single line plots of $V_{e,DC}$ for various lines cutting across the LAPD column. Figure 4.6 d) shows the locations of these lines for reference. All lines show the 20 cycle average of $V_{e,DC}$ between $200 \leq t/t_{RF} \leq 220$. As can be seen from figures 4.6 a)-c), the $V_{e,DC}$ profiles line up, within experimental uncertainty, regardless of axial location. Exceptions to this occur most notably at and around $x = \pm 10$ cm, where there is a strong density gradient due to the LaB$_6$ plasma source region. These locations correspond to where the $I_{isat}$ signals show a local maximum in their magnitude of low frequency oscillations ($10 - 50$ kHz), suggesting the presence of drift waves at this location. The existence of drift waves at the LaB$_6$-BaO discharge region interface is likely to contribute to the low frequency measurements of $V_{e,DC}$. The magnetic field magnitude at the discharge region interface was not observed to be larger than in the LaB$_6$ discharge region, suggesting that edge modes did not contribute to the observed $V_{e,DC}$ peaks at $x = \pm 10$ cm. Field lines experience a uniform potential increase along the $z$ direction, within the region data were collected. This confirms the conjecture that the RF enhancement to the plasma potential is a global effect along magnetic field lines. The high potential rectification between the antenna and the limiter does not occur between the limiter and the BaO anode, as can be seen by comparing the blue curves to the other curves in fig 4.6 a) – c). These blue curves
Figure 4.6: $V_{e,DC}$ measured at $z = 0, 0.65, 3.25, \text{ and } 4.9$ m and time-averaged over $200 \leq \frac{t}{t_{RF}} \leq 220$. Measurements at $z = 0, 0.65, \text{ and } 3.25$ m are axially between the antenna and the limiter located at $z = 3.25$ m. The measurements at $z = 4.9$ m are between the limiter and LAPD’s BaO plasma source. The $V_{e,DC}$ spatial profile (shown in figure 4.4) exists only in the private SOL between the antenna and the limiter. a) – b) $V_{e,DC}$ vs. $x$ at $y = 0$ and $y = 10$ cm, respectively for several axial locations. The blue curve deviates from the other curves starting near $x = -4.5$ cm. c) $V_{e,DC}$ profiles measured at $x = -10$ cm. The blue curve bears no resemblance to the red and black curves, as expected because the $V_{e,DC}$ spatial profile exists only in the private SOL between the antenna and limiter. d) A color plot of $V_{e,DC}$ at $z = 65$ cm, with dashed lines for reference to parts a)-c).

represent measurements taken at $z = 4.9$ m, which is not in the private SOL formed by the antenna and the limiters. Large rectified potentials are not expected to exist here, and figure 4.6
confirms this suspicion. The potential rectification pattern in fig. 4.6 d) is local to between the antenna and the limiter only.

Figure 4.6 illustrates that the largest enhancement to $V_{p,DC}$ is confined to the axial region between the limiter and the antenna, $z = 3.6$ m and 0 m, respectively. Removing the limiters from the plasma and comparing the $V_{e,DC}$ profiles between the two cases (i.e. limiters present and limiters removed) further exhibits their effect. A color map of $V_{e,DC}$ measured at $z = 3.25$ m with the limiters removed (present) is shown in figure 4.7 a) (figure 4.6 b)). The $V_{e,DC}$ patterns are quite different between the two figures. Figure 4.7 a) shows a more uniform $V_{e,DC}$ profile when the limiters are removed from the plasma than figure 4.7 b). The presumed reason for this potential pattern is that with the limiters removed, there is nothing preventing a direct connection between the antenna and the LAPD plasma sources’ anodes through the plasma. This means that any large increase in the value of $V_{e,DC}$ at one location biases the potential at that x-y location for all axial locations, consistent with the data shown in figures 4.6. This increased potential then biases the anodes’ potentials. Because the anodes are electrically conducting, they are able to set the potential across the magnetic field, so if their potential increases, $V_{e,DC}$ across the plasma column will increase. Both anodes’ potentials increased by 60 V with the limiters removed; with both limiters in the plasma, the anodes’ potentials increased by only 10 V. Only by having the limiters inserted in the plasma is the $V_{e,DC}$ pattern in figure 4.7 b) observable. The influence of the limiter location, both axially and radially, on the $V_{e,DC}$ profiles has not yet been explored experimentally, and is recommended for future experiments.
Figure 4.7: a) $V_{e,DC}$ profile measured at $z = 3.25$ m and averaged over the time interval $200 \leq t \leq 220$ when the limiters are fully retracted from the plasma. b) $V_{e,DC}$ profile measured at the same location and averaged over the same time period when the limiters are present. The color bars are the same for both figures.
4.2 Relevant RF Sheath Theory

4.2.1 1-D Low Frequency RF Sheath Theory

A low frequency RF sheath model is introduced in order to obtain a point of comparison for LAPD results. The presence of RF potential oscillations between a plasma and a confining boundary have the ability to significantly alter the ion dynamics in the sheath region. These dynamics become much different from their behavior in DC sheaths. An important parameter determining the behavior of an RF sheath is the ratio of the ion transit time through the sheath to the RF period, \( t_{RF}/t_{sh} = \omega_{RF}/\omega_{sh} \), where \( t_{RF} \) is the RF period and \( t_{sh} \) is the ion transit time through the sheath, and \( \omega_{RF} \) and \( \omega_{sh} \) are their respective angular frequencies. For \( t_{RF}/t_{sh} \gg 1 \), an ion traversing the sheath does not experience a significant change during the RF cycle. Thus, the phase of the RF at which it enters the sheath determines its dynamics, and the system behaves as an ensemble of DC sheaths with ions entering them, each representing a different phase of the RF. In contrast, when \( t_{RF}/t_{sh} \ll 1 \), an ion traversing the sheath experiences a significant number of RF periods during its trajectory. This may be modeled as a single, time-averaged sheath. In order to proceed with analysis of RF sheath phenomena, it is important to understand the regime of this experiment. As is often the case in theoretical plasma physics (and probably physics in general), much less work has been performed on understanding the intermediate frequency regime where \( t_{RF}/t_{sh} \approx 1 \), where sheath impedance has comparable real and imaginary components. The nature of the sheath impedance is calculated by estimating the ratios of conduction current density and displacement current density through the sheath \([24]\). When \( t_{RF}/t_{sh} \ll 1 \) the displacement current is much larger than the conduction current, and the sheath impedance is mostly capacitive. On the other hand, when \( t_{RF}/t_{sh} \gg 1 \) the conduction current is
much larger than the displacement current, and the sheath impedance is mostly resistive. In the intermediate regime the IEDs are bimodal and the sheath impedance is a mix of comparably large resistive and capacitive components, and the phase at which the ion enters the sheath is important. Recent experimental [26-28] and simulation [25] efforts have been aimed at understanding this regime.

In order to determine the nature of the RF sheath, it is important to define the sheath transit time. The following analysis is that given in [24]. The first step is to calculate the sheath thickness assuming a high voltage, collisionless Child-Langmuir sheath. The assumed spatial scalings are \( s \ll \lambda_i, L \), where \( s, \lambda_i, \) and \( L \) are the sheath thickness, the ion mean free path, and the system size, respectively. A Child-Langmuir sheath differs from a Debye sheath due to the presence of a high voltage DC bias, \( |V_0| \gg T_e/e \), driving the sheath potential, where \( V_0 \) is the bias existing between the bulk plasma and the boundary. In the Child-Langmuir sheath, the bias is significant enough to repel all plasma electrons and draw ion saturation current from the plasma. In contrast, a Debye sheath is the natural result of a bounded plasma consisting of electrons and positive ions and usually refers to a surface drawing no net current from the plasma. The electrons are the more mobile species and first establish the sheath by being lost to the confining vessel walls. The Debye sheath potential drop to an electrically floating surface is on the order of \( \Delta V_{sh} = V_{p,DC} - V_{f,DC} \approx 4 \ T_e/e \), for a Helium plasma. The sheath thickness was estimated in an unbiased etch tool to be on the order of \( s \approx 10 \lambda_{De} \) [80], where \( s \) is the sheath thickness, and \( \lambda_{De} \) is the electron Debye length, defined as,

\[
\lambda_{De} = \sqrt{\frac{\epsilon_0 T_e}{n_e e^2}},
\]

(4.2)
The sheath thickness was estimated based on where the ion fluid satisfied the Bohm criterion. The Child-Langmuir sheath width, on the other hand, scales as,

$$s = \frac{\sqrt{2}}{3} \left( \frac{2qV_0}{T_e} \right)^{3/4} \lambda_{De}, \quad (4.3)$$

where in the analysis it is assumed that the energy the ion gains traversing the sheath is much larger than the initial energy it has upon entering the sheath, in other words, \( \frac{1}{2} m_i c_s^2 \ll -q_i V_0 \) and that the ion temperature is negligible compared to the electron temperature. For typical LAPD SOL parameters in this experiment, \( V_0 \approx 100 \, V, T_e \approx 3 \, eV \), and \( \lambda_{De} \approx 20 \, \mu m \) the expected sheath thickness is 220 \( \mu m \) based on equation 4.3.

Having obtained a sheath width for the Child-Langmuir sheath, one can then obtain the ion transit time through the sheath, which is,

$$t_{sh} = 3s \left( \frac{m_i}{2qV_0} \right)^{1/2}, \quad (4.4)$$

This expression once again assumes that the initial ion energy into the sheath is much less than the energy gained traversing the sheath. In the case of an RF sheath, the location of the sheath edge is changing with RF phase, as is the potential drop through the sheath. In this case, the expressions used in the sheath transit times are their time-averaged values, and \( s \) and \( V_0 \) are replaced by their time-averaged values, \( \bar{s} \) and \( \bar{V}_0 \), respectively. Note that equation 4.4 blows up as \( V_0 \) approaches 0 because the additional presence of the Debye sheath was neglected in the derivation. Now it is possible to define the ratio,

$$\frac{t_{RF}}{t_{sh}} = \frac{2\pi}{\omega_{RF}} \left( \frac{2qV_0}{M} \right)^{1/2} \left( \frac{1}{3\bar{s}} \right), \quad (4.5)$$

and substituting equation 4.3 into equation 4.5,
Inserting LAPD parameters measured/used during this thesis experiment \((T_e \sim 1 \text{ eV}, n_e \sim 10^{11} \text{ cm}^{-3}, V_0 \sim 100 \text{ V}, \text{ and } f_{RF} = 2.379 \text{ MHz in a Helium plasma})\) into equation 4.6, we find \(t_{RF}/t_{sh} \approx 16.4\). This means that an ion traversing the sheath experiences relatively little change in the accelerating potential during the RF cycle during its trajectory through the sheath and the low frequency RF sheath limit can be used.

In low-frequency analysis of RF sheaths, one can assume a sinusoidal RF bias applied between a plasma and a PFC. It does not matter which side has the bias applied. In this case, the instantaneous plasma current to a PFC, \(I_{PFC}\), can be described by a modified form of equation 3.3 [10, 22, 59, 81]

\[
I_{PFC}(V, t) = I_{sat}e^{\frac{e(V_{PFC,DC}-V_{p,DC}+V_{RF} \cos(\omega_{RF}t))}{k_B T_e}} - I_{sat}, \tag{4.7}
\]

Note that implicit in this low frequency analysis is the assumption that the current through the sheath is particle current rather than displacement current. This means the sheath is resistive rather than capacitive, consistent with parallel plate capacitor sheath estimates for RF sheaths [24]. Langmuir probe analysis electrical current signage conventions are invoked in equations 4.7 and the following analysis, in which current due to positive charge carriers is negative.

Equation 4.7 is valid within the voltage limits for which \(|V_{PFC,DC} - V_{p,DC}| \geq V_{RF}\). Within this voltage limit, the PFC may collect \(I_{sat}\) for only a single instant during the RF cycle, when \(\omega_{RF}t = 2\pi n\), where \(n\) is an integer. In the situation where \(|V_{PFC,DC} - V_{p,DC}| < V_{RF}\), equation 4.7 becomes, \(I_{PFC}(V, t) = I_{sat}\), at times for which \(V_{PFC,DC} - V_{p,DC} + V_{RF} \cos(\omega_{RF} \cdot t) > 0\). In the limit \(I_{PFC}(V, t) = -I_{sat}, V_{PFC,DC} - V_{p,DC}\) goes to infinity, signifying that all electrons in the
distribution function are prevented from contributing to $I_{PFC}$. A common approach to the
problem of collected current in a time-varying system is to find the average value of the current
through the sheath over one RF period. In normalized units equation 4.7 becomes,

$$\left\langle \frac{I_{PFC}(V, t)}{I_{sat}} \right\rangle = \left( \frac{v_{te}}{0.61 \cdot c_s} \right) e^{\frac{e(\Delta V)}{k_B T_e}} \left( e^\frac{e(V_{RF} \cos(\omega R t))}{k_B T_e} \right) - 1,$$

(4.8)

where the quantities in brackets are time-averaged quantities and $\Delta V$ is the DC-rectified potential
difference between the PFC potential and the plasma potential, $V_{PFC,DC} - V_{p,DC}$. Normalization to
$I_{sat}$ is done because, in the LAPD, $V_p$ is a factor 2-3 times $T_e$ greater than the grounded limiter
potential, and electron current to the limiter is greatly reduced from $I_{esat}$. To continue with the
derivation, one uses [82]:

$$I_0(z) = \frac{1}{\pi} \int_0^\pi e^{\pm z \cos(\theta)} d\theta,$$

(4.9)

where $I_0(z)$ is the modified Bessel function of the first kind of order 0. Then equation 4.8 becomes,

$$\left\langle \frac{I_{PFC}(V, t)}{I_{sat}} \right\rangle = \left( \frac{v_{te}}{0.61 \cdot c_s} \right) e^{\frac{e(\Delta V)}{k_B T_e}} I_0 \left( \frac{eV_{RF}}{k_B T_e} \right) - 1,$$

(4.10)

In the limit of $eV_{RF} \gg k_B T_e$,

$$\left\langle \frac{I_{PFC}(V, t)}{I_{sat}} \right\rangle = \left( \frac{v_{te}}{0.61 \cdot c_s} \right) e^{\frac{e(\Delta V)}{k_B T_e}} \frac{1}{\sqrt{2\pi \left( \frac{eV_{RF}}{k_B T_e} \right)}} \frac{e^{\frac{eV_{RF}}{k_B T_e}}}{e^{\frac{eV_{RF}}{k_B T_e}}} - 1,$$

(4.11)

A common approximation in the ICRF literature [15] is that the boundary is an electrically
floating surface ($\left\langle \frac{I_{PFC}(V, t)}{I_{sat}} \right\rangle = 0$), in which case equation 4.11 becomes,

$$-\frac{e\Delta V}{k_B T_e} = \ln \left( \frac{v_{te}}{0.61 \cdot c_s} \right) + \frac{eV_{RF}}{k_B T_e} - \frac{1}{2} \ln \left( 2\pi \frac{eV_{RF}}{k_B T_e} \right),$$

(4.12)
where the DC rectified sheath potential voltage is now on the left hand side of the equation. The first term on the right hand side of the equation is the Debye sheath potential (recall equation 3.4), and the second and third terms, which contain $V_{RF}$, represent the RF contribution to the sheath potential. In the limit of $eV_{RF} \gg k_B T_e$, the term linear in $V_{RF}$ is the dominant contributor to the low frequency RF sheath potential. The floating boundary assumption is taken assuming that the plasma cannot supply current to the boundary and will therefore, in steady-state, supply zero time-averaged current.

Figure 4.8 shows how the low frequency RF sheath potential, $\Delta V$, scales with RF potential oscillations, $V_{RF}$. As can be seen in the figure, for RF potential oscillations above $3T_e$, the scaling becomes linear with applied RF potential. In addition, drawing net current from the plasma merely displaces the curve in the y-direction in figure 4.8, so the $\Delta V$ vs. $V_{RF}$ trend is general, regardless of current drawn from the plasma, within the limits of this discussion.
4.2.2 RF Sheaths in tokamaks

The previous analysis was performed assuming no background magnetic field, $B_0$, is present. In the LAPD and tokamak environments, however, a $B_0$ does exist. In the event that $B_0$ is not of grazing incidence, $\alpha > \sin^{-1}\left(\sqrt{\frac{m_e}{m_i}}\right)$, where $\alpha$ is the angle between the magnetic field and the PFC tangent, as shown in figure 4.7, the sheath can be treated approximately as in the unmagnetized case [83, 84] for magnetized plasma along background magnetic field lines. This

---

**Figure 4.8:** 1-D low frequency RF sheath voltage drop scaling with RF potential, from equation 4.10. Green, black, and red curves represent surfaces biased to draw $\sim I_{\text{isat}}$, 0, and $-I_{\text{isat}}$ current from the plasma, respectively.
approach is appropriate in tokamaks for antenna components, with a typical pitch angle of up to 13 degrees with the surface normal, however, it may not be appropriate for divertor tiles where the magnetic fields make a grazing angle with the tiles. The common ansatz [9] is that an RF electric field parallel to $\mathbf{B}_0$, $\mathbf{E}_\parallel$, drives the RF sheath potential, $V_{RF}$, that form the RF sheath.

![Figure 4.9](image)

**Figure 4.9:** The geometry of the problem of RF sheaths in a plasma with a background magnetic field, $\mathbf{B}_0$. $\mathbf{B}_0$ intersects the PFC surface at an angle $\alpha$. An electric field parallel to $\mathbf{B}_0$, $\mathbf{E}_\parallel$, accelerates particles into the PFC and creates the oscillating RF voltages, $V_{RF}$ that form the RF sheath.

The oscillating potential, $V_{RF}$, is the oscillating potential, $\mathbf{dl}$, is the differential length vector, and the integral bounds are momentarily undefined. The original application of equation 4.13 was to describe accelerating RF sheaths that form between adjacent Faraday screen elements [9] as a result of sinusoidal magnetic flux through the closed-loop formed by faraday screen rods and their supports. In this instance the bounds of the integral in equation 4.13 are the locations of the Faraday screen surfaces. In general this integral should be made over definite bounds, but in

$$V_{RF} = \int \mathbf{E}_\parallel \cdot d\mathbf{l}$$

(4.13)
practice the bounds are limited by the spatial extent of the calculation area [85, 34]. Equation 4.13 has since been more generally applied to studies of wave-induced sheaths [85, 86] and to sheaths forming on antenna side limiters [87]. Though equation 4.13 is a one-dimensional description of RF sheath-forming potentials, analytical efforts are being made towards more sophisticated two-dimensional descriptions of RF sheath formation by use of a plasmas Green’s function [88].

The value of $E_\parallel$ is essentially the only term in equation 4.13. Thus, tokamak antenna design efforts concentrate on either minimizing $E_\parallel$ or the integration result of equation 4.13. This minimization is performed on both the launched wave fields [85, 34] and on the fields at the antenna limiter surfaces [87]. These efforts have produced mixed results in minimizing RF enhanced DC potentials and deleterious RF-sheath effects in tokamaks [18, 7, 89]. Ref. [18] describes an experiment performed in the Tore Supra tokamak utilizing a 2-strap antenna designed to minimize $\int E_\parallel \cdot dl$ (and allegedly RF sheath voltages) by diverting RF current paths in the antenna box enclosure. However, floating potential measurements showed high floating potentials (up to 170 V) along field lines connected to the top and bottom of the antenna, as in figure 1.2 a). In the same experiment, IR camera measurements showed that the areas of the antenna that experienced the most significant heating during the RF pulse was at the top and bottom. In ref. [7], a novel field-aligned (FA) antenna was installed in the Alcator C-mod tokamak that was designed to reduce launched $V_{RF} = \int E_\parallel \cdot dl$ [85] compared to the standard toroidally aligned (TA) antenna. Results obtained with an emissive probe showed that rectified potentials due to the TA and FA antennas were quantitatively similar over a range of antenna powers 200 kW – 1.5 MW, but that the FA antenna reduced the presence of core Mo impurities. Additionally, ref. [89] describes a novel three-strap antenna experiment performed in the
ASDEX-U tokamak. Experiments show that when the strap phasing is [0, pi, 0] and the current in the middle strap is twice the current in the other two straps that the tungsten sputtering is reduced by a factor of 2 or higher than a typical 2 strap antenna. The suspected reason for this was that the magnitude and phasing of the three strap antenna was effectively minimizing RF image currents in the antenna box enclosure, and was thus minimizing the launched $E_\parallel$, thought to drive the sheath potential, as opposed to $\int E_\parallel \cdot dl$. Experimental validation that this was effective in minimizing $V_{RF}$ is only indirect, as seen in the reduction in tungsten sputtering.

In summary, equation 4.12 gives a dimensionless power scaling for low frequency RF sheaths. This is based on a one-dimensional treatment of the RF sheath. The spatial location of the enhanced potentials can be determined from the location of large $E_\parallel$ forming at the antenna structure. This is often done by finite-element modeling of the antenna using codes such as TOPICA [90]. The result is a map of $E_\parallel$ at the antenna, and is merely qualitative, giving the locations of the RF sheaths, rather than the value of them, due to the fact that the integration length in equation 4.13 is often ill defined. Attempts at converting the $E_\parallel$ resulting from antenna simulations into RF sheath potentials is an ongoing effort [87].

4.3 Comparison of Results 1-D RF-sheath model

The discussion will now focus on the region at the bottom of the antenna in figure 4.4 where the rectified potentials are the highest. In order to determine the effect of heating, the time evolution of the ion saturation current is plotted in figure 4.10 a), in the middle of this region of high RF rectified potential. As can be seen in the figure, $I_{sat}$ at $x = y = -12$ cm increases during the RF pulse by a factor of 2 within the first 100 cycles, and slowly decays to less than its pre-RF value. At $(x,y) = (-10, -12)$ cm there is no discernible increase in $I_{sat}$ during the RF pulse.
From these plots, it is determined that the effect of the RF on the electron temperature is to increase it by no more than a factor of 4 at \( x = y = -12 \text{ cm} \), with little to no change in \( T_e \) at \((x,y) = (-10 \text{ cm}, -12 \text{ cm})\). Interestingly, 100 cycles after the RF pulse is over the value of the \( I_{lsat} \) sharply increases at both locations. This will be discussed later. For now the focus is on the potentials during the RF pulse. Figure 4.10 b) now shows how \( I_{lsat} \) changes at \( y = -12 \text{ cm} \) for \( x \) between -20 cm and 0 cm and for various times during the RF pulse. As can be seen in this figure, for \( x < -15 \text{ cm} \) the value of \( I_{lsat} \) changes dramatically over time, whereas for \( x > -15 \text{ cm} \), changes in \( T_e \) are not expected to play a large role in determining the cause of RF potential enhancements, though they may influence the plasma potential for \( x < -15 \text{ cm} \).
Figure 4.10: $I_{\text{sat}}$ vs. time and space. a) $I_{\text{sat}}$ vs. time at $(x,y,z) = (-10 \text{ or } -12 \text{ cm}, -12 \text{ cm}, 65 \text{ cm})$. Even if all of the increase in $I_{\text{sat}} \propto n_e \sqrt{T_e}$ during the RF pulse is due to increased $T_e$, that only amplifies $T_e$ by a factor of 4. b) Normalized $I_{\text{sat}}$ vs. position at $(y,z) = (-12 \text{ cm}, 65 \text{ cm})$. For the most part $I_{\text{sat}}$ changes insignificantly during the RF pulse. For $x \leq -15$, $I_{\text{sat}}$ increases significantly due to the applied RF. It is suspected that this is due to a combination of increased $T_e$ and $n_e$. 
An RF power scan was performed to determine the effect of the RF enhancement of the plasma potential. The emissive probe is able to reliably capture potential oscillations up to 10 MHz [69]. Unfortunately for comparison to equation 4.10, the oscillating RF potentials appear to be electrostatically screened by the plasma, meaning the majority of the sheath oscillation occurs very close to the antenna. This has been reported in a commercial plasma etch tool, where the geometry is different and there is no $B_0$; the RF bias applied to the wafer is observed to no longer influence the ion energy distribution functions 1 cm above the wafer [91]. This is explained as the bias voltage not penetrating into the plasma and is essentially the size of the RF sheath and presheath. To illustrate this electrostatic screening, the RF oscillation amplitudes of the plasma potential are plotted in a color map across the plasma column in figure 4.11. Data in figure 4.11 were acquired at $z = 65$ cm. This figure plots the maximum oscillation amplitude of the RF plasma potential. It is clear that there are dark spots in the color map, corresponding to low RF plasma potential oscillations, at the top and bottom of the antenna. These locations correspond to the locations where the DC component of the plasma potential is the highest.
Since the measured $V_{e,RF}$ is not useful for substitution into equation 4.10, a proxy for it must be used. In this experiment, the natural proxy is the current in the antenna strap, with the assumption that $V_{e,RF} = V_{p,RF} \propto I_{\text{antenna}}$. The result of the power scan is shown in figure 4.12 at $(x,y) = (-10 \text{ cm}, -12 \text{ cm})$ for $200 \leq \frac{t}{t_{RF}} \leq 1900$, where the $V_{p,DC}$ is plotted vs. the RMS antenna current. This timeframe is chosen because both the antenna current and the plasma potential...
reach near steady state values in this window. As the antenna current is increased, the plasma potential rectification linearly responds at high power RF operation. Future theoretical studies should explain this linear behavior. The magnitude of the impedance measured across the antenna coaxial input was 4.6 $\Omega$, measured by the ratio of the RMS voltage across the antenna over the RMS current in the antenna. Thus, at the highest antenna powers, with 560 A RMS in the antenna, the voltage on the antenna was close to 2600 V RMS. Also shown in figure 4.12 are two curve fits to the data; the red line is a fit using equation 4.10, and the green line is the result of a linear fit to the data. $T_e$ used in the red curve is 5.5 eV, within experimental error of the value measured at this location. The fitted curve using equation 4.10 lines up with the data well for all antenna powers. The linear fit to the data aligns well with the data for non-zero antenna current, indicating that the rectified plasma potential is linear in antenna current. In figure 4.10, the DC plasma potential for various antenna currents changes by a factor of ~ 6, from 12 V to 75 V when the RF is present. This indicates that if the potential rectification were a Debye sheath it would be due to electron temperatures greater than 20 eV, which have never been reported in the LAPD. Both fits plotted in figure 4.12 provide good approximations to the measurements, however, it should be noted that the error bars in the plasma potential are large. The significant result of figure 4.12 is that the plasma potential rectification is linear with antenna current. It is not surprising that equation 4.10 provides a good fit to the measured data, because for $V_{RF} \gg T_e$ equation 4.10 becomes approximately linear in the RF oscillating potential. To more rigorously apply 1-D RF sheath theory, many similar measurements must be made in the $0 < I_{antenna} < 100$ A range of antenna operation.
A nonlinearity in the RF potential rectification is easily observed in figure 4.13, which plots the rectified component of $V_{p,DC}$, $\Delta V_{p,DC} = V_{p,DC} \left( \frac{t}{t_{RF}} \right) - V_{p,DC}(0)$, divided by the RMS antenna current. The figure shows that for low RMS current in the antenna, the rectified potential increases less rapidly with antenna current than for high RMS currents in the antenna. This is particularly apparent for $x < -8$ cm.

**Figure 4.12:** $V_{p,DC}$ vs. RMS antenna current at $(x,y,z) = (-10 \text{ cm}, -12 \text{ cm}, 65 \text{ cm})$. Data are plotted for $200 \leq \frac{t}{t_{RF}} \leq 1900$. Black diamonds represent values averaged over one RF cycle. The red curve is a fit of equation 4.10 to the data, and the green curve is a linear fit to the data.

Fit to Eqn. 4.10 with $T_e = 5.5$ eV
Linear Fit: $V_{\text{plasma}} \propto 0.12 \cdot I_{\text{antenna}}$
Nowhere in equations 4.8 – 4.12 is there any time dependence other than an integration over an RF period. This is due to the resistive, rather than capacitive, nature of the low frequency RF sheath. Because the ions respond instantaneously to the impressed RF potentials, the RF rectification should immediately respond to changes in the RF bias voltage. This is observed during the initiation of the RF pulse. As the RF current in the antenna increases, the rectified

**Figure 4.13:** Scaled $V_{p,DC}$ vs. position for $y = -12$ cm. Data plotted are averaged over $200 \leq \frac{t}{t_{RF}} \leq 1900$. The effect of the RF rectification lies spatially between the limiter and the antenna. For low power operation, the scaling is different than that for higher power antenna operation. Above a threshold power, the scaling is the same regardless of antenna power.

### 4.4 Rectified Potential Ring Down

Nowhere in equations 4.8 – 4.12 is there any time dependence other than an integration over an RF period. This is due to the resistive, rather than capacitive, nature of the low frequency RF sheath. Because the ions respond instantaneously to the impressed RF potentials, the RF rectification should immediately respond to changes in the RF bias voltage. This is observed during the initiation of the RF pulse. As the RF current in the antenna increases, the rectified
potential instantaneously increases. However, after the antenna is shut-off, the rectified potential remains. Figures 4.14 a) - b). show the timing of this phenomenon. Figure 4.14 a) shows the RMS antenna current between $1900 \leq \frac{t}{t_{RF}} \leq 2200$. As can be seen in the figure, the antenna current has rung-down to less than 10% of its value during the RF pulse 50 RF cycles ($\frac{t}{t_{RF}} = 2050$) after RF shutoff. However, as can be seen in figure 4.14 b), the plasma potential decays much slower. The measurements for figure 4.14 b) were acquired with the emissive probe at $z = 65$ cm, but are similar to those acquired at $z = 3.25$ m in that the ring down takes place over the same time range at the same x-y position. The $\mathbf{B}$-field magnitude measured at $z = 65$ cm decreases after the RF pulse at a rate similar to the antenna current. It is thus presumed that the persistence of the DC plasma potential is not a wave-induced phenomenon for waves with strong magnetic fields. This slow ring down behavior is in stark contrast to that exhibited in a previous ICRF experiment on the LAPD in which an un-slotted metal box enclosure was used instead of the current slotted-box with a dielectric. In the previous experiment the plasma potential decreased with the antenna current, rather than continuing to decrease long after it. One may speculate as to why the plasma potential takes so long to decrease to its pre-RF value. It may have to do with the macor dielectric on the interior of the box charges positive during the RF pulse. This seems unlikely because there is no sign of the slots in the box when looking at the results from data planes. If the enhanced potential were due to the macor, one would expect data magnetically aligned with the macor to be different from data magnetically aligned to copper antenna components. In addition, dielectric charging has been observed in smaller plasma chambers where it charged the plasma negatively. Another proposed reason the plasma potential takes so long to decrease is that the flows created by the $\mathbf{E} \times \mathbf{B}_0$ drifts decrease electron transport to this portion of the plasma. An interesting thing to note is that the $I_{Sat}$ measurements show a
large increase after the RF pulse. Here, $I_{\text{sat}}$ is used as a proxy for $n_e$. $T_e$ was measured between $2141 \leq \frac{t}{t_{RF}} \leq 2379$, soon after the RF pulse. Little electron heating was observed with these measurements. This, combined with square root dependence on temperature for ion saturation current is why $I_{\text{sat}}$ is treated as a proxy for $n_e$. Even though the timeframe in figure 4.15 ends at $\frac{t}{t_{RF}} = 2200$, an inspection of figure 4.10a shows that $I_{\text{sat}}$ is larger during the swept probe measurements after the RF pulse, indicating that if significant increases in $T_e$ had occurred, they would have been measured. The timing of this increase is in $I_{\text{sat}}$ is shown for various $x$ locations at $(y,z) = (-12 \text{ cm}, 65 \text{ cm})$ with an RMS antenna current of 565 A in figure 4.15 a). The figure shows that $I_{\text{sat}}$ increases sooner after the RF pulse outside the center of the high plasma potential region, $x \leq -15 \text{ cm}$ and $x \geq -10 \text{ cm}$. Closer to the center of the region with large increases in plasma potential, $-15 \text{ cm} \leq x \leq -10 \text{ cm}$, the time it takes for $I_{\text{sat}}$ to increase is much longer, up to 100 RF periods. Figure 4.15 b) shows a similar trend for how long it takes $V_{p,DC}$ to decay. $V_{p,DC}$ takes longer to decay in the center of the region of high $V_{p,DC}$, $-15 \text{ cm} \leq x \leq -10 \text{ cm}$, and shorter outside this region. Thus, at all powers, the RF-enhanced DC plasma potentials must be reducing transport to the regions where the potentials are the highest. This is fairly interesting, given that $I_{\text{sat}}$ increases farther in the SOL, $x \leq -15 \text{ cm}$, than where the high RF potentials form. The density changes in figure 4.15 a) indicate the presence of strong restoring flows that redistribute the density after the RF pulse. Figure 4.10 a) hints at the presence of these flows during the RF pulse. The flows due to the electrostatic electric field shown in figure 4.4 is the subject of the next chapter.
Figure 4.14: Power scan of the ring-down of the antenna current and the rectified potentials. a) RMS antenna current vs. time. b) $V_{p,DC}$ vs time at $(x,y,z) = (-10 \text{ cm}, -12 \text{ cm}, 65 \text{ cm})$. The fall time of $V_{p,DC}$ is much longer than that of $I_{antenna}$ at all antenna powers.
Figure 4.15: $I_{\text{sat}}$ and $V_{p,\text{DC}}$ profiles after the RF pulse at $y = -12$ cm, $z = 65$ cm. a) $I_{\text{sat}}$ vs. time. b) $V_{p,\text{DC}}$ vs. time at $(x,y,z) = (-10$ cm, $-12$ cm, 65 cm). $I_{\text{sat}}$ increases sooner for higher values of $|x - x_0|$, where $x_0 = -13$ cm. Conversely, $V_{p,\text{DC}}$ decays faster for higher values of $|x - x_0|$. This indicates the slow $V_{p,\text{DC}}$ decay time is related to the density fill-in.
Chapter 5: Properties of RF-Induced Flows

5.1 Properties of RF Induced $E \times B_0$ flows in the SOL

The $V_{p,DC}$ profiles discussed in the previous chapter create electrostatic electric fields, $E = -\nabla V_{p,DC}$, that induce $E \times B_0$ drifts with velocity $v_{E \times B_0} = \frac{E \times B_0}{B_0^2}$. These flows are calculated from the $V_{p,DC}$ measurements made with the emissive probe. A color and vector map of these particle drifts is displayed in figure 5.1. The color bar in figure 5.1 denotes the electrostatic electric field perpendicular to $B_0$, $E_\perp$, in V/cm as well as the flow speed in km/s derived assuming the drift is due to $E \times B_0$. Figure 5.1 shows two distinct regions of high flow velocity, at the top and bottom of the antenna on the edges of where the $V_{p,DC}$ profile during the RF pulse is the highest. The two circular regions of high flow velocity on the top and bottom of the antenna will henceforth be referred to as “convective cells.” The convective cells are linked by vertical flows so that the whole flow region resembles two bicycle gears plus their chain. Three additional flow vortices can be seen in the bulk plasma region. Those flows exist before the RF pulse and are a result of the background $E_\perp$ due to the two plasma sources. The RF-induced flows in figure 5.1 are much larger in magnitude than these background flows. Is the $E \times B_0$ flow description appropriate to describe the particle response to the electrostatic electric fields due to the limited spatial region in which they exist? In order to determine this, the non-dimensional length scaling is calculated for the drifts as,

$$\rho_{T_i} \cdot l_{E_\perp}^{-1} \equiv \rho_{T_i} \cdot \left| \frac{d(ln(E_\perp))}{dr} \right|,$$

(5.1)
where $l^{-1}_{E\perp}$ is defined as the inverse scale length of the electrostatic electric field, and $\rho_{T_i}$ is the thermal Larmour radius for ions, and $E_{\perp}$ is inside the argument of the natural logarithm function.

In order to use the $E \times B_0$ drift explanation for particle trajectories, it is required that the ratio $\rho_{T_i} \cdot l^{-1}_{E\perp} \ll 1$. The calculated values satisfy the inequality $\rho_{T_i} \cdot l^{-1}_{E\perp} < 0.2$, so describing the response in terms of $E \times B_0$ drifts is appropriate. Flow speeds approach 11 km/s, according to figure 5.1, which is the sound speed for cold Helium ions with a 5 eV electron temperature.

**Figure 5.1:** A color map of the E-field (V/cm) and flow speed (km/s) magnitudes. A vector map of the calculated $E \times B_0$ drift velocity is superimposed. The maximum flow speeds occur at the top and bottom of the antenna box, where the value of $V_{p,DC}$ reached its highest values. The two circular flow regions at the top and bottom of the antenna are commonly known as “convective cells.” The two convective cells are linked by flows between them.
The calculated $E_x = -\nabla_x V_{p,DC}$ is plotted in figure 5.2a for several antenna currents. It shows the steepening of the $E_x$ vs. $x$ profile steepens with increasing antenna current. The maximum electric field occurs between the antenna and the limiter, at $x = -8$ cm. The maximum...
value of $E_x$, normalized to the RMS antenna current, is plotted vs. $I_{antenna}$ in figure 5.2b. The figure shows a threshold current for the onset of large $E_x$. For RMS antenna currents less than 100 A, there appears no appreciable $E_x$. Above 150 A RMS in the antenna the electrostatic electric field increases significantly. Between 150 A and 570 A normalized $E_x$ increases gradually with antenna current. Within this range of currents is where the RF enhanced plasma potential, shown in figure 4.12, increased linearly with antenna current; this indicates that the potential oscillations at the antenna are $\sim 3T_e$ or greater. Figure 5.2 b) indicates that though the rectified potentials increase linearly with antenna current, the electric fields increase quadratically above a threshold current.

5.2 Density Convection in the SOL across $B_0$

The SOL density profile experiences a profound adjustment during the application of an RF pulse. As mentioned previously, $I_{lsat}$ measurements are used as a proxy for density. Langmuir probe sweeps acquired in a plane at $z = 1.63$ m and performed after the RF pulse showed no significant heating in the bulk plasma region. Figure 5.3 below shows a time sequence of $I_{lsat}$ measurements with $E\times B_0$ vectors superimposed. At time $\frac{t}{t_{RF}} = 218.87$ the density on magnetic field lines connected to the front of the antenna is significantly altered. At the antenna midplane and above, $0 \text{ cm} \leq y \leq 10 \text{ cm}$, the density is decreased, while below the midplane, $-10 \text{ cm} \leq y \leq 0 \text{ cm}$, the density is increased. The density profile relaxes to an equilibrium state after $\frac{t}{t_{RF}} \approx 440$, at which point the profile is still altered from its profile before the application of the RF pulse.
Figure 5.3: A time sequence of \( I_{sat} \) measurements at \( z = 65 \) cm (color) with calculated \( E \times B_0 \) vectors superimposed. Time is increasing left to right and top to bottom. The plasma density is significantly altered due to the application of the RF pulse to the antenna. Plasma density on field lines connected to the front of the antenna is pushed downward, in the direction of the \( E \times B_0 \) flow arrows. Some density is also moved into the private SOL due to the convective cells. The density is most significantly altered at \( \frac{t}{t_{RF}} = 218.87 \). After this time, density in front of the antenna is seen to increase until an equilibrium state is attained.
Figure 5.4: a) A color map of the percent change in density, as calculated from $I_{\text{sat}}$ measurements with a vector plot of $E \times B_0$ drifts superimposed. Density in front of the current strap is decreased while density in the private SOL and at the bottom of the antenna are increased. b) Line plots through the data plotted in figure 5.4 a). There is a significant increase in the density at the lower end of the antenna.
A vector plot of the $E \times B_0$ flows and a color plot of impact on the density is displayed in figure 5.4 for the time at which the density is most significantly modified. The color map shows $I_{isat} \equiv I_{isat}(t)/I_{isat}(0) \times 100.0$, which is the ratio of the value of $I_{isat}$ during the RF pulse to the value of $I_{isat}$ before the RF pulse. The density profile in the region directly in front of the antenna ($-10 \text{ cm} \leq x \leq -6 \text{ cm}$) experiences a change that differs depending on y-location in the figure. In tokamak parlance the density change is “poloidally asymmetric.” At the top of the antenna ($-5 \text{ cm} \geq y \geq 10 \text{ cm}$), there is a depletion of density. Closer to the bottom-right corner of the antenna in figure 5.4, $-10 \text{ cm} \geq y \geq -5 \text{ cm}$, the density has increased. Figure 5.4 is consistent with the $E \times B_0$ flow “pushing” density in front of the antenna in the $-\hat{y}$ direction. In addition, the SOL density profile exhibits a significant change during the RF pulse, and some density is swept into the SOL by the convective cells. Density profile modification in front of the antenna affects the antenna coupling, and no current simulations self-consistently calculate the nonlinear interaction between the plasma and the antenna; often a density profile is assumed. Figure 5.4 b) shows line cuts of this data for various values of x. A clear poloidal asymmetry can be seen in this figure.
Figure 5.4 shows a single snapshot in time of the density modification in a plane across the plasma column. The density profile, however, does not reach an equilibrium until much later during the RF pulse. Figure 5.5 shows a plot of two locations where the density fluctuates significantly. Within 200 RF cycles, the density significantly increases at (x, y) = (-6 cm, 6 cm) and decreases at (x, y) = (-7 cm, 2 cm). This density modulation is almost 180 degrees out of phase between these two locations. A more quiescent state is reached at $\frac{t}{t_{RF}} = 1000$, where the final density at (-6 cm, 6 cm) is higher than before the RF pulse and the final density at (-7 cm, 2 cm) is lower than before the RF pulse. During the RF pulse, the change in density triggers the onset of low frequency, coherent oscillations in the $I_{isat}$ measurements, as shown in figure 5.5.

Figure 5.5: A trace of the density vs. time inferred from the measured $I_{isat}$ values. The red/black traces are acquired at (x, y, z) = (-6 cm, -6 cm, 65 cm)/(-7 cm, 2 cm, 65 cm). After 1000 RF cycles, the density has equilibrated and increased/decreased at locations magnetically connected to the bottom/middle of the antenna.
The frequency of these oscillations is 7 kHz. This low frequency oscillation in the $I_{lsat}$ measurements suggests that drift waves may play a role how the density reaches an equilibrium state after the start of the RF pulse. As can be seen in the figure, this relaxation to quiescence requires only a couple of cycles before an equilibrium is obtained.

The main effect of the RF pulse is to eject density directly in front of the antenna region. A power scaling of the effect on the density is shown in figure 5.6 a). This shows the ratio of $I_{lsat}$ measured 100-125 RF cycles after the RF pulse to $I_{lsat}$ measured 2250 - 0 RF cycles before the RF pulse at $(y,z) = (0, 65 \text{ cm})$. The figure displays a significant increase in the SOL density between $x \leq -14 \text{ cm}$ and a decrease in the density near the antenna edge $-14 \text{ cm} \leq x \leq -6 \text{ cm}$. The change in the density at the antenna edge is independent of RF power above 390 A RMS in the antenna, as shown in figure 5.6 b). This is interesting given that results plotted in figure 5.3 b) where the electric field responsible for $E \times B_0$ convection continues increasing with increasing antenna current. In the bulk LaB$_6$ plasma discharge region, $-6 \text{ cm} \leq x \leq 8 \text{ cm}$ the density is unchanged after the RF pulse regardless of RF power.
Figure 5.6: a): Percent of density change measured 100 cycles after the RF pulse, \((y,z) = (0, 65 \text{ cm})\). The density is significantly depleted at the antenna edge, \(x = -10 \text{ cm}\). In the far SOL, \(x < -14 \text{ cm}\), the density is significantly increased. Otherwise, the density remains the same across the column. The RMS antenna current is indicated at the bottom of the figure. b) The same data plotted in figure 5.6 a) but at \(x = -10 \text{ cm}\) only for all antenna currents.
5.3 Consideration of Ponderomotive Effects

In addition to convective cells being a proposed mechanism for causing density redistribution during tokamak ICRH experiments, the ponderomotive force is often implicated in altering the density profile. Particles are thought to experience this force mainly in the region directly in front of the ICRF antenna where evanescent electric fields are highest in magnitude, but the effect on the density is suspected to propagate toroidally and poloidally due to $\mathbf{E} \times \mathbf{B}_0$ drifts. The ponderomotive force, $\mathbf{F}_{\text{pond,no } B_0}$, is experienced by a charged particle in a spatially inhomogeneous oscillating electric field [e.g. 92],

$$
\mathbf{F}_{\text{pond,no } B_0} = -\frac{q_\sigma^2 \nabla (\mathbf{E}^2)}{4m_\sigma \omega^2},
$$

(5.2)

where $q_\sigma$ and $m_\sigma$ are the particle’s charge and mass, respectively, where $\sigma$ represents the particle species, $\omega$ is the oscillation frequency, and $\mathbf{E}$ is the spatially dependent oscillating electric field, whose amplitude is assumed constant in time. This expression is valid only in the absence of an imposed magnetic field, $\mathbf{B}_0$, and is therefore not applicable to determining particle drifts when a $\mathbf{B}_0$ is present. The ponderomotive acceleration experienced by a charged particle in a magnetized plasma is of considerable interest in the community. Detailed studies of ICRF-relevant ponderomotive effects are given in [93, 94]. A detailed analysis of the ponderomotive effects is beyond the scope of this thesis. However, an attempt at determining the importance of the ponderomotive force in determining the observed effects is made.

In order to estimate the importance of ponderomotive effects, the RF electric field must be determined. The oscillating inductive electric field in front of the antenna was not measured during this experiment. However, the oscillating $\mathbf{B}$-field was measured, and it can be used to gain insight into the ponderomotive effects due to the antenna. Figure 5.7 a) shows a color map of the amplitude of $\mathbf{B}_z$ measured in the $z = 0$ plane. The amplitude is highest closer to the
antenna. The black regions in the color map in figure 5.7 a) are where no measurements were made due to concerns about the probe hitting the antenna structure. The exponential nature of the decay in the amplitude of $B_z$ vs. $x$ is shown in figure 5.7 b) with an exponential fit plotted over the data. This plot suggests that at the antenna midplane the exponential decay in $B_z$ vs. $x$ provides a good fit to the data.

Using Faraday’s law, the electric field of the antenna can be calculated assuming a predominantly $E_y$ component to the electric field in front of the antenna. This is consistent with TOPICA simulations of ICRF antennas [95] at vertical locations near the center of the antenna strap, near $y = 0$ in this experiment. Closer to the vertical edges of the antenna this is a poor approximation for the scaling of the electric field. However, it should give a qualitative prediction for the ponderomotive force and the resulting flows due to it. From Faraday’s law it can be calculated that, $E_y = \int \frac{\partial B_z}{\partial t} dx$. The expression for $E_y$ becomes $E_y = \frac{1}{k_x} \frac{\partial B_z}{\partial t} = \frac{i_0}{k_x} B_z$, with

$k_x = 0.14 \text{ cm}^{-1}$ the exponential decay rate of $B_z$. The maximum value $E_y$ takes for a 20 G $B_z$ at a frequency of 2.4 MHz is then $E_y \approx 2.15 \text{ kV/m}$. This calculated value of the induced electric field is almost a factor 2 greater than the strongest DC electric fields measured in the vicinity of the convective cells, where $E \approx 1.10 \text{ kV/m}$. For comparison, the maximum measured value of the RF electrostatic electric field was $E \approx 1.0 \text{ kV/m}$.

A parameter determining the importance of the non-linear effects due to the ponderomotive force is given by the expression [e.g. 96],

$$\beta_e = \frac{e_0 E^2}{2 n_e T_e},$$

(5.3)

where $E$ is the magnitude of the RF electric field. Substituting in this expression for LAPD SOL parameters, where $E \approx 3.15 \text{ kV/m}$ (approximated from the addition of the electrostatic and
inductive components of the oscillating electric field), \( n_e \approx 10^{11} \text{cm}^{-3} \), and \( T_e \approx 1 \text{eV} \), one obtains, \( \beta_e \approx 2.7 \cdot 10^{-3} \). This value of \( \beta_e \) would indicate that nonlinear effects due to the ponderomotive force are small. However, this value of \( \beta_e \) relied upon calculated electric fields, rather than measured fields. Furthermore, the 3-D electric field pattern around the antenna is unknown, with the largest electric fields often seen at the top and bottom of the antenna [87]; thus this calculation of \( \beta_e \) may underestimate the value of \( \beta_e \) in the SOL. In order to rigorously determine the role of the ponderomotive force in causing the density depletion, all terms in the ion and electron equations of motion would have to be measured. One could then iteratively calculate the density profile by solving the continuity equation with all measured drifts. Such comprehensive measurements are beyond the scope of this dissertation.

Though the discussion thus far has focused primarily on the perpendicular flows, the RF pulse may also form parallel flows. Evidence for this is seen in Mach probe data taken at \( z = 1.3 \) m and is shown in figure 5.8. Unfortunately, 2-D Mach probe flow profiles were not obtained from this data run. However, clear evidence for parallel ion flow is seen in figure 5.8. The Mach probe tip facing the antenna shows enhanced collected current, consistent with an ion flow away from the antenna, whereas the probe tip facing away from the antenna shows less current collected during the RF pulse, indicating an ion flow away from the probe tip. Further data collection with Mach probes must be made in order to determine the 2-D structure of the flows in the SOL. The ion flow shown in figure 5.8 is consistent with parallel flows expected due to the ponderomotive force, assuming \( \mathbf{v} \mathbf{E}^2 \) increases towards the antenna. However, a rough calculation of \( \beta_e \) gives values \( \beta_e \ll 1 \). Attribution of the mechanism driving parallel flows in the SOL is not yet possible without more knowledge of the \( \mathbf{E} \)-field produced by the antenna.
Figure 5.7: a) The measured $B_z$ profile in the plane of the antenna at $z = 0$. The magnitude of $B_z$ falls sharply with distance away from the antenna. b) A plot showing measured $\ln(B_z)$ vs. $x$ at $(y,z) = (0,0)$ (black curve). The blue curve shows a linear fit to the data.
Figure 5.8: $I_{\text{sat}}$ measurements from a Mach probe placed at $(x, y, z) = (-10 \, \text{cm}, 9 \, \text{cm}, 1.3 \, \text{m})$. The figure indicates an ion flow away from the antenna. The probe tip facing the LaB$_6$ plasma source has a larger value of $I_{\text{sat}}$ during the RF pulse than after it, indicating ion flow toward the probe. The probe tip facing the BaO plasma source has a smaller value of $I_{\text{sat}}$ during the RF pulse than before it, indicating ion flow away from the probe.
Chapter 6: Conclusions and Future Work

6.1 Conclusions

This dissertation describes detailed measurements of the electrostatic potentials and flows present in the private SOL of an active ICRF antenna. These measurements were made using Mach and emissive probes in a simple, cylindrical geometry. In addition, B-dot probes measured the fast wave pattern launched by the antenna.

Previous work exploring RF sheath formation relevant to ICRF experiments has been performed in research tokamaks utilizing probe diagnostics, reflectometry, and IR thermography. Except for thermography, data obtained in this type of environment has often been 1-D, showing only the radial change in parameters, or has relied on probe diagnostics whose results require a strong dependence on models for interpretation.

The RF system developed for this dissertation was built to operate in the ICRF regime for the LAPD plasma (2 MHz – 6 MHz), with a fixed frequency load of 2.38 MHz. The system is capable of operating with an RF pulse length of 1 ms at the LAPD plasma discharge rate of 1 Hz with up to 150 kW RF power output. The antenna driven by the RF system consists of a single radiating current strap enclosed inside a slotted box with dielectric plates epoxied to the interior of the box sides. This antenna was determined to be the most efficient antenna out of several tried for launching fast waves in the LAPD.

During the RF pulse, the DC plasma potential in the private SOL between the antenna and a limiter was seen to increase, especially at the x-y locations of the top and bottom of the antenna enclosure. This observed plasma potential increase was not observed outside the private SOL. Copper deposits observed on probes removed from the LAPD after the ICRF experiments confirm the large increase in the plasma potential, as the deposits must have come from sputtered
antenna material. These deposits indicate the importance of PMI to ICRF studies, as any antenna design that produces large rectified potentials will cause plasma ion acceleration into antenna components. Based on the ion energy gain through the sheath and the antenna material sputtering yield at that energy, antenna materials may be sputtered and make their way into the bulk plasma.

The ICRF experiment was conducted in the low frequency RF sheath regime, \( \frac{t_{rf}}{t_{sh}} \gg 1 \), due to both the fixed frequency of the RF amplifier and the plasma density in the private SOL. Both the RF amplifier frequency and the plasma density were unable to be varied at the time of these thesis experiments. Oscillating plasma potential amplitudes were measured to be much less than the DC rectified potentials, indicating that plasma potential oscillations occurred only axially very close to the antenna. Using the antenna current as a proxy for the RF plasma potential oscillations, the DC rectified potential magnetically connected to the bottom of the antenna was observed to scale consistently in power with low frequency RF sheath models. The plasma potential decay after the RF pulse was shut-off lasted much longer than the antenna current decay. It was discovered that this coincided in time with large increases in the density after the RF pulse.

The RF enhanced DC plasma potential creates \( E \times B_0 \) convective cell flow patterns at the top and bottom of the antenna location in the private SOL. These convective cells are thought to be responsible for the density increase in the SOL. The density in the SOL along \( B_0 \) lines connected to the antenna edge experienced a poloidal asymmetry, with an increase in density seen at the bottom of the antenna and a decrease at the top. The depletion in the density at the antenna midplane exhibited a saturation above a threshold RF power.
In summary, a 150 kW RF amplifier was developed in order to perform experiments exploring fast wave and RF potential rectification physics. The main findings of this thesis are:

- Plasma potentials rectify up to $96 \text{ V}, \approx 20 \cdot T_e$, in the SOL between the antenna and limiter. This potential is of order 3% of the RMS voltage across the antenna coax.
- Convective cells are seen to form in the SOL on magnetic field lines connected to the top and bottom of the antenna. These convective cells are thought to be responsible for modifications to the density in the SOL and at the antenna edge.
- Density modifications occur due to the RF pulse and are consistent with convective cell flow patterns. At the antenna edge, $\frac{\delta n}{n} \approx 0.5$ is observed.

All of these findings present problems for current and future ICRH efforts. Plasma potential rectification increases the likelihood that PMI will become an important consideration in the design and operation of ICRH antennas. Antenna materials are likely to make their way into the plasma. The observed poloidally asymmetric density modification indicates that 1-D antenna wave coupling codes are unrealistic physical descriptions of ICRH experiments. Furthermore, the density modifications due to the active RF antenna highlight the importance of the interplay between fast and slow time scales and the need to integrate both time scales in ICRH simulations.

6.2 Future Work and Outlook

Future Work: The hardware developed in the course of this dissertation is an integral component of the LAPD ICRF campaign involving researchers from several institutions and focusing on fast wave physics and nonlinear interactions between the launching structure and the
plasma. An incomplete discussion of both hardware and physics topics to explore in the future is given in the following paragraphs.

Several improvements to the RF amplifier could be made in order to broaden the scope of the physics that can be investigated. The triodes used in this amplifier are capable of CW operation with an RF output power of 200 kW. Components in the load currently limit the RF pulse length to 1 ms. An upgrade of these components would allow for RF pulsing for the entire LAPD discharge. This would enable the study of low frequency phenomenon that occur due high power RF. In building any RF components, a load impedance must be matched to the conjugate of the generator impedance. In this dissertation, this resulted in a fixed-frequency load at 2.38 MHz. The maximum ratings for the triodes are applicable from between DC to 30 MHz. Adjusting the amplifier to have a broadband operation would allow for the exploration of high power wave physics from the shear Alfvén to the lower hybrid regime. These would of course require their own specially designed launching structures.

As far as the physics results of this dissertation go, there is room to both improve the measurements and place them in a broader scientific context. The RF potential rectification was found to scale consistently with 1-D RF sheath theory. Measuring the spatial distribution of the potential in the sheath using probes with dimensions smaller than the size of the RF sheath would allow for comparison of the sheath structure to the Child-Langmuir sheath. In addition, measurements of the IEDs of ions in the sheath at the antenna, using either LIF or RFAs could confirm the nature of the RF sheath with the observation of bimodal energy distributions. This experiment was performed with a specific antenna enclosure consisting of a slotted box with a dielectric material epoxied on the sides. The antenna enclosure type may significantly alter the RF potential rectification. Thus experimenting with several enclosure (dielectric side walls, all
copper box, Faraday shield) types could shed light on the mechanisms rectifying the plasma potential. Furthermore, the results obtained in this thesis could be used to benchmark ICRF simulations purporting to calculate the spatial variations of the RF enhanced plasma potentials and to self consistently calculate the plasma flows and parameters. Though this dissertation has mainly considered the plasma dynamics in the private SOL, there is considerable interest in the plasma directly in front of ICRF antennas. Measurements in the vicinity of the antenna would be directly relevant to the study of how an antenna alters its own coupling.

Physics topics heretofore unexplored in the LAPD could also be investigated using the equipment developed in this thesis. Far-field sheath generation remains an outstanding problem in the ICRH community. The LAPD is an excellent facility for detailed studies of far-field sheaths. Additionally, different types of ICRF antennas could also be constructed, with multiple straps or even entire loops and tested in the LAPD. The amplifier was designed to operate in the ICRF regime in the LAPD. If the ions could be heated such that $T_i > T_e$, this would open up a whole new regime in which to perform basic plasma experiments.

Finally, the wave launched by the antenna has been barely touched upon during the body of this dissertation. A deeper understanding of the launched fast wave and comparison to wave propagation theories and simulations would be interesting.

**Outlook:** The state of experimental ICRF research programs in the US is in decline. Between 2009 and the present, DIII-D lost its funding for its ICRF program, though the facility is still in operation, and Alcator C-Mod fully lost its funding. ICRF physics research has remained alive and well at both Oak Ridge National Laboratory (ORNL) and Princeton Plasma Physics Lab (PPPL). ORNL facilities include Proto-MPEX and MPEX (planned) for exploring RF sheath physics on fast wave antennas, amongst other things, and NSTX at PPPL employs
High Harmonic Fast Wave (HHFW) heating schemes. It is a shame that two facilities that train students have shut down their research programs that are directly relevant to critical components of ITER, leaving US researchers little alternative but to export their expertise and attention to facilities such as EAST and KSTAR. The UCLA experimental platform, however, offers exciting opportunities to perform basic ICRF experiments in a much more diagnosable environment than a tokamak. The need for this kind of basic experimental study is widely recognized in the community and has inspired the creation of dedicated experiments such as Aline [97] and IShTAR [40] in Europe, both of which, at the time of writing this dissertation, operate with low ($\leq 1$ kW) RF powers. It is hoped that this encourages more communication between the tokamak and basic plasma communities. The ICRF campaign at UCLA is an optimistic and earnest step in this direction.
Appendix A: Fast Wave Measurements

A.1 Cylindrically Bounded Cold Plasma Waves

This section briefly discusses the theory of wave propagation in a cylindrically bounded plasma. Unlike plane wave theory present in most introductory plasma physics texts, the consideration of these waves involves solving for the spatial profile of the waves in realistic experiment geometry. These types of waves were first considered in the MHD regime in the 1960s [98, 99] and were later considered using the two-fluid equations of motion [100] and [101-103]. The following derivation follows that given in Ch. 5 of ref [92].

Start with a plasma with a dielectric tensor of the form given by,

$$\epsilon = \begin{bmatrix} \epsilon_1 & -i\epsilon_2 & 0 \\ i\epsilon_2 & \epsilon_1 & 0 \\ 0 & 0 & \epsilon_3 \end{bmatrix}.$$  \hspace{1cm} (A.1)

In the following theory $\epsilon$ is a rank 2 tensor, and $\epsilon_1$, $\epsilon_2$, and $\epsilon_3$ are given by,

$$\epsilon_1 = 1 - \sum_{\sigma} \frac{\omega_{p\sigma}}{\omega^2 - \omega_{c\sigma}^2},$$

$$\epsilon_2 = \sum_{\sigma} \frac{\pm \omega_{c\sigma} \cdot \omega_{p\sigma}^2}{\omega (\omega^2 - \omega_{c\sigma}^2)} \text{, and}$$

$$\epsilon_3 = 1 - \sum_{\sigma} \frac{\omega_{p\sigma}^2}{\omega^2},$$ \hspace{1cm} (A.2)

where the subscript $\sigma$ refers to the particle species and the $\pm$ refers to the species charge. The elements of the dielectric tensor are found by linearizing the charged particle equations of motion neglecting thermal and collisional effects, solving for the particle current in the system and combining it with the displacement current. This dielectric also assumes uniform plasma density. Solutions of the form,
\[ E = E(r)e^{i(k_x z - \omega t + m\theta)} \]  \hspace{1cm} (A.3)

are considered and substituted into both Faraday’s law and Ampere’s law,
\[ \nabla \times E = i\omega B \]  \hspace{1cm} (A.4)
\[ \nabla \times B = \frac{-i\omega}{c^2} \varepsilon \cdot E, \]  \hspace{1cm} (A.5)

where \( c \) is the speed of light in vacuum. These equations are solved in cylindrical coordinates and after a healthy amount of algebra produce the solution,
\[ (\nabla^2_\perp + k^2_{\perp, -}) (\nabla^2_\perp + k^2_{\perp, +}) \left( \frac{E_z}{B_z} \right) = 0, \]  \hspace{1cm} (A.6)

where the \( \perp \) in the subscript refers to directions perpendicular to \( B_0 \), which is in the \( z \) direction. The expressions for \( k_{\perp, -} \) and \( k_{\perp, +} \) is given by solutions to the quadratic,
\[ \left( H - \frac{F^2}{G} \right) k^4_{\perp} + \left( \frac{i\omega H}{G} + \frac{i\omega \varepsilon_z}{c^2} \right) k^2_{\perp} - \frac{\omega^2 \varepsilon_z}{c^2 G} = 0, \]  \hspace{1cm} (A.7)

with the “+” and “-“ subscripts referring to the quadratic solution with an addition or subtraction in the numerator, respectively, corresponding to the slow and fast wave, respectively. In equation A.7, constants \( F, G, \) and \( H \) are given by (as well as \( A \) and \( b \)),
\[ A = i \left( \frac{k_x^2}{\omega} - \frac{\omega}{c^2 \varepsilon_1} \right), \]
\[ b = \frac{\omega}{c^2 \varepsilon_2}, \]
\[ F = \frac{k_x b}{\omega} \frac{A^2 + b^2}{A^2 + b^2}, \]  \hspace{1cm} (A.8)
\[ G = \frac{A}{A^2 + b^2}, \]
\[ H = \frac{ib^2}{\omega} + \frac{A \varepsilon_1}{c^2}. \]

Equation A.6 is simply the Bessel differential equation with solutions,
\[ B_z, E_z \propto A_{m,\pm} J_m(k_{\perp,\pm} r) e^{i m \theta}, \]  
\hspace{1cm} (A.9)

Where \( A_{m,\pm} \) is an arbitrary amplitude factor, and \( J_m(k_{\perp,\pm} r) \) is the Bessel function of the first kind of order \( m \). Bessel functions of the second kind do not give valid solutions to the plasma considered in this dissertation because their solutions blow up at \( r = 0 \). The solution to equation A.6 given in equation A.9 is valid only when \( k_{\perp,\pm} \) is real. In the event of an imaginary \( k_{\perp,\pm} \), solutions to equation A.6 are given by,

\[ B_z, E_z \propto A_{m,\pm} I_m(|k_{\perp,\pm}| r) e^{i m \theta}, \]  
\hspace{1cm} (A.10)

Where \( I_m(|k_{\perp,\pm}| r) \) are the modified Bessel functions of the first kind of order \( m \). Similarly, modified Bessel functions of the second kind have solutions that blow up at \( r = 0 \) and are not applicable to the LAPD plasma.

The formula for the radial dependence on the \( z \)-component of both \( B_z \) and \( E_z \) is the same as that given for plane waves in a cold magnetized plasma, e.g. [92]. However, there is a subtle difference between the meaning of \( k_{\perp} \) for plane waves and bounded waves. For plane waves, \( k_{\perp} \), is the wave propagation vector defined by, \( k_{\perp} = \frac{2\pi}{\lambda} \), whereas for bounded waves \( k_{\perp} \) is a constant describing the radial mode of the Bessel function.

The \( B_r, B_\theta, E_r, \) and \( E_\theta \) wave components can be calculated from Maxwell’s equations and will not be discussed here.

In a bounded plasma, both fast and slow wave solutions exist simultaneously and the total field is the superposition of these two solutions. Boundary conditions must be matched to find the complete wave profiles across the entire plasma region. For a dielectric interface, the requirement on the fields is,
\[ \hat{n} \cdot (D_1 - D_2) = \sigma \]
\[ \hat{n} \times (E_1 - E_2) = 0 \]
\[ \hat{n} \cdot (B_1 - B_2) = 0 \]
\[ \hat{n} \times (H_1 - H_2) = K \]  \hspace{1cm} (A.11)

where \( \sigma \), \( K \), and \( \hat{n} \) are surface charge density, surface current density, and the unit normal vector pointing from region 1 to region 2; subscripts 1 and 2 indicate the dielectric region. At a perfectly conducting metallic boundary, the tangential component of the electric field must go to zero. The preceding analysis has been conducted only for natural modes of the system, whereas often the wave is launched by an antenna located somewhere in the plasma. This adds an external current term to Faraday’s law, further complicating the analysis.

**A.2 Fast Wave Measurements in the LAPD**

This section describes the fast wave \( B \)-field measurements made in the LAPD using the slotted antenna described in Chapter 2. The purpose of this section is to document the measurements that have been made and compare them to the simple model presented earlier in this appendix. Unless otherwise noted, the experimental setup used in obtaining the measurements was that described in section 3.3. The theory used for comparison to the measurements is a simplification of the experiment. For example, only the peak density in the LaB\(_6\) discharge region was used to calculate the dielectric in equation A.1. Furthermore, matching boundary conditions at the LaB\(_6\)-BaO discharge region interface was not performed. Indeed, even an inspection of figure 3.7 reveals that the plasma is non-cylindrical. The comparison between experiment and theory involves only LaB\(_6\) discharge region plasma parameters and is valid only in that region. This
simplified analysis is instructive in illustrating aspects of the measured wave profiles without having to take into account all of the boundaries in the LAPD: the chamber walls, the limiters, and the slotted-box antenna. Therefore, it is expected that there will exist discrepancies between the model and the measurements.

Fast wave $\mathbf{B}$-field measurements were made using the B-dot probes described in chapter 3. All signals were integrated and calibrated using the method discussed in the appendix of ref. [60]. Figure A.1 shows all three wave $\mathbf{B}$-field components measured at $(x,y,z) = (0, 0, 65 \text{ cm})$ during a single RF pulse. Unlike the antenna current trace, the time

![Wave field measurements](image)

**Figure A.1:** $B_x$, $B_y$, and $B_z$ wave field measurements vs. time for a single RF pulse with the B-dot probe located at $(x,y,z) = (0, 0, 65 \text{ cm})$. The $B_z$ field changes dramatically with time, indicating a change in the wave mode or density profile.
trace of the three components of the magnetic field are not smooth-looking sinusoidal waveforms. This is especially true of the $B_z$ component. This may be due to a combination of either the dominant mode or the $r = 0$ location of the cylindrically bounded mode changing with time.

If the time window is shrunk to include only a few RF cycles starting at $\frac{t}{t_{RF}} = 116$, the result is figure A.2, showing $B_x$, $B_y$, and $B_z$ at $(x,y,z) = (0, 0, 65 \text{ cm})$.

The solid curves in figure A.2 are the measured $B$-field components, and the dashed lines are the results of the model presented in the previous section. The model inputs necessary

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figA.pdf}
\caption{Four periods of the wave field components (solid curves) compared to theoretically calculated field components (dashed curve). The right-handed polarization of the wave is seen by the $B_x$ trace leading the $B_y$ component by 90°.}
\end{figure}
to produce the theory curves in figure A.2 were \((B_0, k_z, n_e, m) = (1000 \text{ G}, 8 \text{ m}^{-1}, 7.9 \cdot 10^{18} \text{ m}^{-3}, 1)\), all of which were measured quantities. The theory curves presented are valid only for the fast wave in this model. The calculated magnitude of \(k_\perp\) for the slow wave is \(859 \text{ m}^{-1}\), so its contribution to the measured fields is thought to be negligible except at the LaB\(_6\)-BaO discharge region interface, because of the exponential behavior \(I_1(k_\perp r)\) for large argument. Figure A.2 shows the \(B_x\) wave component leading the \(B_y\) wave component by \(90^\circ\), showing the fast wave is right-hand circularly polarized. These results agree well with the theoretical wave-propagation model. The measured \(B_z\) component at this location is non-zero, as it should be for \(r = 0\). Even a slight deviation in probe location from \(r = 0\) will result in measuring some wave field, thus the disparity between this and the model is expected.

The spatial structure of the wave, \(B_y(x)\) and \(B_z(x)\), measured at \((y, z) = (0, 65 \text{ cm})\) at \(\frac{t}{t_{RF}} = 118\) is shown in figure A.3. The density profile in this experiment is shown in figure 3.7 b). The spacing between positive and negative peaks in the \(B_z\) value is what is used to determine \(k_\perp\) of the cylindrically bounded mode. Here \(k_\perp\) is taken to be \(\pi\) divided by that distance. This does not strictly give the correct argument for the Bessel function form of the wave fields, but it is quite close. \(B_z\) profiles involve only a single Bessel function, as indicated in equation A.8, making them a clearer indicator of \(k_\perp\) rather than \(B_x\) or \(B_y\) profiles, which involve the derivatives of Bessel functions, thus involving both higher and lower order Bessel functions. Using this measure of \(k_\perp\), the value of \(k_\perp\) in figure A.3 is \(20.9 \text{ m}^{-1}\) for the measured \(B_z\) peak separation of 15 cm. This value of \(k_\perp\) is used in calculating the model wave profiles, shown as dashed curves, for figure A.3. These curves are calculated for an 18 cm radius LaB\(_6\) plasma discharge
region, though the actual LaB₆ region is roughly within −8 cm ≤ x ≤ 10 cm. Outside this region the model cannot be trusted. The comparison between the model and the measurement shows points of qualitative agreement. The $B_y$ wave component for both is highest at $x = 0$ and decreases with $x$. The $B_z$ component, on the other hand, resembles a

---

**Figure A.3:** Wave field profiles at one instant in time, measured/theoretical curves are shown in solid/dashed lines. The LaB₆ plasma radius used in the theoretical curve was 18 cm with the measured $k_\perp$ of 20.9 m⁻¹. For both theory and measurement, $B_y$ is highest at $x = 0$ cm and falls off from there. For $B_z$, the profile resembles the first order Bessel function.
first order Bessel function centered about $x = 0$ cm. Quantitatively, the agreement
between the model and the measurement is poor. The $B_z$ is too small for how large the
$B_y$ component is. Additionally, the $B_y, B_z vs. x$ profiles are not similar outside
$-5 \text{ cm} \leq x \leq 5 \text{ cm}$. This is partially due to the density profile that was not accounted
for in the theory. Figure A.3 shows poorer agreement between theory and measurement
than figure A.2 because A.2 compares data and theory at a single location, where the
theory is most valid, whereas figure A.3 makes comparisons across the plasma column,
including regions where application of the theory is expected to fail.

The fast wave profile was measured in the $z = 65$ cm plane. This measurement is
shown in figure A.4 in the left column for three separate times during a single wave
period. The color map represents the $B_z$ field component, and the arrows are vector plots
of the $B_x$ and $B_y$ components. The column on the right of figure A.4 shows the same
information for the fast wave $B$-field calculated from formulas A.7 and A.9 with the
measured $k_\perp$ as an input in the expression and for a LaB$_6$ discharge region radius of 18
cm. Once again, the agreement between theory and measurements is only qualitative.
Both columns of color maps show approximately half the plane is either blue or red
(positive or negative $B_z$). The color map of the measurement is similar to the theory-
produced color map to its right, resembling the $J_1(k_\perp r)e^{im\theta}$ pattern that is predicted. The
arrows concentrated in the middle of the plasma column are pointing either vertically or
horizontally, depending on the phase of the fast wave, and they both point in the same
direction for the theoretical and measured wave profiles. Additionally, both sets of
measurements evolve in time in a similar way, with the entire wave pattern rotating in the
counter clockwise direction. Even the simplified theory produces qualitative agreement
with the measurement and quantitative agreement in the center of the LaB$_6$ discharge. Further studies of the launched wave could involve more refined, non-uniform plasma analytic theories or even 3-D simulations taking into account all of the boundaries present and density nonuniformities utilizing simulations packages such as COMSOL.
Figure A.4: Left column, measured wave B-field components for three separate phases of the RF cycle. Right column, theoretical wave B-field components for the same three phases. The color plot shows the $B_z$ wave component, and the vectors show the $B_x$ and $B_y$ components. Time increases going down the column. Arrows at the center of the plane point in the same directions for both theory and measured profiles. Both columns evolve in time in a similar way, with the wave structure rotating counter-clockwise.
Finally, in another experiment, the wave dispersion was measured in the LAPD. The setup was similar to that shown in figure 3.6 but without the limiters and with only a low power (~ 10 kW) RF driver launching the fast wave. Values of $k_\parallel$ were measured by calculating the phase difference in $B_y$ signal between two B-dot probes located at $(x, y) = (0, 0)$ with an axial separation of 32.5 cm. Values of $k_\perp$ were measured by acquiring $B$-field data on a line at $y = 0$ and calculating the separation between two peaks in the $B_z$ measurement as previously described. The measurements were performed several times during the LAPD discharge at times when only the BaO source was active and when both the BaO and LaB$_6$ plasma sources were active. Density measurements with Langmuir probes were also taken in order to compare the dispersion in equation A.6 to the measurements. Figure A.5 shows the wave dispersion curve for the densities measured in this experiment. The points with error bars indicate the actual measured wave dispersion. The measured wave dispersion in all cases but one is an error bar from the dispersion curves given by equation A.5. The measured $k_\perp$ values are similar for all measurements taken during the LaB$_6$ plasma discharge, indicating that the density profile strongly determines the launched mode. Though the agreement between the experiment and the theory is good, there are only five points for comparison. A more convincing set of measurements would involve several plasma density profiles (and thus several $k_\perp$ values) and several fast wave launch frequencies, thus fleshing out the sparsely populated parameter space in figure A.5.
Figure A.5: Wave dispersion curves, theory vs. experiment. The lines are the theoretically calculated dispersion curves using equation A.6. The points are the measured wave propagation parameters.
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