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Object detection and segmentation are important computer vision problems that have applications in several domains such as autonomous driving, virtual and augmented reality systems, human-computer interaction etc. In this dissertation, we study how to improve object detection and segmentation by utilizing different contexts. Context refers to one of many application scenarios such as (i) video frames for consistent prediction over time, (ii) specific domain knowledge such as human keypoints for person segmentation, and (iii) implementation context aiming for efficiency in embedded systems.

Temporal Context of Videos: Video data understanding has drawn considerable
interest in recent times as a result of access to huge amount of video data and success in image-based models for visual tasks. However, motion blur, compression artifacts cause apparently consistent video signals to produce high temporal variation on frame-level output for vision tasks such as object detection or semantic segmentation. We study and propose efficient early, and high-level visual processing algorithms by leveraging video content in a streaming fashion. We show how to fuse motion and color to achieve improved streaming hierarchical supervoxels. As a high-level visual task, we propose consistent and efficient video object detection using Convolutional Neural Network (CNN) by clustering video object proposals and propagating object class labels through the videos. Next, we propose an end-to-end framework for learning video object detection through Recurrent Neural Network (RNN) by posing video as a time series. We also present a post-processing framework for improving semantic segmentation in videos.

**Domain Knowledge Context for Segmentation:** Person instance segmentation is a promising research frontier for a range of applications such as human-robot interaction, sports performance analysis, and action recognition. Human keypoints are a well-studied representation of people. We explore how to use keypoint models to improve instance-level person segmentation in constrained and unconstrained environments with or without training.

**Efficiency Context for Embedded Implementation:** To make an object detector system amenable for embedded implementation, we propose a low-complexity fully convolutional neural network. Additionally, we employ 8-bit quantization on the learned weights. As a mobile use case, we choose face detection. The results show that the proposed method achieves competitive accuracy comparing with the state-of-the-art CNN-based object detection methods while reducing the model size by $3 \times$ and memory-BW by $3 - 4 \times$ comparing with its strongest baselines.
Chapter 1

Introduction

Object detection and segmentation are most popular perspectives of object recognition in computer vision. Object detection addresses the problem of localizing each object instance with a bounding box in addition to identifying their corresponding category. Semantic segmentation aims for assigning category label to each pixel, thus providing pixel-precise localization but fails to resolve individual instances of a category. Moreover, instance segmentation problem deals with the pixel-wise delineation of multiple objects, combining segment-level localization and per-pixel object category classification. In this dissertation, we show how to improve object detection and segmentation by analyzing context. Context refers to three different application scenarios such as (i) temporal context in videos, (ii) domain knowledge context for a particular task like using human keypoints for person instance segmentation, and (iii) implementation context like efficiency for embedded systems.

With the availability and access to numerous videos through Youtube, Facebook and other sharing resources, there is a growing need of processing and understanding video. Significant interest is emerging for using video as an alternative rich source of data. Often, a single video shows multiple views of an object, contains multiple deformations.
Motion in video also has a potential for automatically segmenting objects from the background. However, motion blur, compression artifacts cause apparently consistent video signals to produce high temporal variation on frame-level output for vision tasks. To mitigate the high temporal output variability of frame-level processing, researchers intend to learn visual representations using video as the supervisory signal instead of single images. Enforcing the constraint of similar representation within neighboring frames, learning latent representations for successive frames are some of the research avenues currently being explored in the computer vision community. Processing of arbitrarily long duration of video which could otherwise be ideal for better model learning, becomes prohibitive in terms of memory and computational complexity. Thus, early, mid-level or high-level visual processing on video can most effectively be performed in a streaming framework. As one of the early-visual processing techniques, we investigate on improving streaming hierarchical supervoxel segmentations in Chapter 2. In order to impose spatio-temporal consistencies in several vision tasks, supervoxels play an important role. For high-level vision tasks, we explore on harnessing video content for object detection and semantic segmentation in Chapter 3 to Chapter 5. In Chapter 3, we propose to generate better proposals for moving as well as static objects in a video. Additionally we show how to detect objects through class label propagation within in a streaming framework. This framework reduces the complexity of convolutional neural network (CNN) based object detection baseline by more than $100\times$. In Chapter 4, we describe a new method for refining a video-based object detection by modeling a video as a time series. We utilize the recurrent neural network (RNN) framework, and propose an effective training strategy for the RNN utilizing a combination of strong supervision, weak supervision and regularization encouraging prediction smoothness. In Chapter 5, we demonstrate how to improve semantic segmentation in video by an efficient inference method in a co-segmentation framework.
Instance segmentation, in particular person instance segmentation is a promising research frontier for a range of applications such as human-robot interaction, sports performance analysis, and action recognition. Deep convolutional neural networks are the current state-of-the-art methods for the task of instance level segmentation. Although these methods work extremely well for any category of objects, there is a potential for human-specific domain knowledge to boost the person segmentation performance. Proximity of person instances each exhibiting extremely dynamic poses makes the person instance segmentation more challenging than generic object instance segmentation. Person instance segmentation is especially challenging because in real world, people tend to appear in groups. They exhibit highly complex interaction with other people and objects. In Chapter 6, first we develop a thorough understanding of whether person-specific domain knowledge is useful for person instance segmentation. Next, we quantify the importance of human keypoints as a useful domain knowledge for improving segmentation over the baseline of best performing deep learning models trained only for segmentation in absence of person domain knowledge. With the availability of image datasets that include both segmentation masks and keypoints annotations, we consider a methodical approach to quantify the importance of keypoints for people instance segmentation. We explore what happens if an oracle provides all the keypoints, or only bounding boxes, and how people instance segmentation can be improved respectively.

Current state-of-the-art CNN-based methods for object detection run on powerful GPUs that dissipate huge amount of power. However, embedded processors and Digital Signal Processors (DSPs) consume only a small amount of power by virtue of fixed-point operations. From implementation efficiency context, a CNN-based object detection method should ideally run on embedded processors, especially in portable devices such as mobiles and vehicles, with reduced power requirement, limited memory and fixed point operations without compromising the detection accuracy. In Chapter 7, we propose
and analyze a low-complexity fully-convolutional neural network based object detector to satisfy the above requirements in embedded systems. Additionally, we investigate the effects of 8–bit quantization on the proposed trained model. We show that the 8–bit fixed point model leads to additional 4× memory reduction with almost no loss in detection accuracy that also runs 20× faster.
Chapter 2

Segmenting Videos into Supervoxels

2.1 Background

There are three different paradigms in video segmentation. First is frame processing in which each frame is independently segmented, but no temporal information is used. This method is fast but the temporal coherence is poor. Second is 3D volume processing that represents a model for the whole video. It is bi-directional and multipass processing. The results are best, but both the complexity and the memory requirement are too high to process long videos and does not cater to the need for streaming videos. Stream processing processes the current frame only based on a few previously processed frames. It is forward-only online processing, and the results are good and efficient in terms of time and space complexity. The state-of-the-art streaming segmentation, streamGBH [XXC12a], outperforms other streaming methods and competitive with full-video hierarchical methods. In this framework, the streaming video is conceptualized as a set of non-overlapping subsequences $v = \{v_1, v_2, \ldots, v_m\}$ with $k_i$ frames for subsequence $v_i$. The hierarchical segmentation result, $s$, is approximately decomposed into $s = \{s_1, s_2, \ldots, s_m\}$, where $s_i$ is hierarchical segmentation of subsequence $v_i$. StreamGBH
adopts the graph-based grouping method into the streaming hierarchical segmentation framework. It constructs a graph which is similar to a graph over the spatial-temporal video volume with a 26-neighborhood in 3D space-time. However, this graph is only constructed for the current two subsequences in process, \( v_i \) and \( v_{i-1} \). This graph is the first layer of the hierarchy and its edge weights are direct color dissimilarity of voxels. The color dissimilarity is measured by \( \chi^2 \) distance of the normalized color histogram. Given the hierarchical segmentation result \( s_{i-1} \) of \( v_{i-1} \), the layer by layer hierarchical segmentations for \( v_i \) are inferred. Being a streaming segmentation method, StreamGBH thus became a powerful early vision tool.

We propose a significant increment and improvement to the state-of-the-art streamGBH in terms of improving segmentation quality by using dense optical flow. We use optical flow as feature and at the same time as a guiding tool for the temporal connection in the initial graph and call our approach StreamGBH+. We perform thorough experimental analysis on a benchmark database [CC10] used in the evaluation of libsvm library [XC12] for StreamGBH.

### 2.2 Related Work

Video analysis literature has two predominant research directions in feature-based [Lap05] methods and segmentation-based methods [MD02]. Several driving applications such as object recognition [RW08], augmented reality [BCL15] or animation [BS09] require dense segmentation, and feature based method is not a natural fit in such cases. Thus video segmentation acquired a rich history in the last decade. Despite of several approaches proposed in the literature of video segmentation, more recently the idea of associating initial over-segmentations into supervoxels, followed by processes such as hierarchical grouping [GKHE10], long range tracking [LASL11], superpixel flow
have become popular. As an early vision tool, color-based supervoxel segmentation method *streamGBH* [XXC12a] reportedly has the best performance in terms of quality and complexity. We propose StreamGBH+, an improvement to StreamGBH, and demonstrate that the new approach outperforms the StreamGBH.

### 2.3 Methodology

As a pre-processing step, we apply bilateral filtering [PD09] as an edge-preserving smoothing to improve segmentation. Along with color similarity, we consider motion similarity of voxels and influence of motion direction on graph connectivity. Use of dense optical flow [Liu09] considerably improves segmentation results. First, instead of connecting a voxel \((i, j, t)\) to its immediate 9 neighbors \((i + m, j + n, t - 1), m, n \in \{-1, 0, +1\}\) in the previous frame, we connect it to its 9-neighbors \((i + u(i, j) + m, j + v(i, j) + n, t - 1)\) along the backward flow vector \((u, v)\), similar to the approach proposed in [GKHE10]. This is a generalization of prior grid-based volumetric approaches which can only be achieved using a graph representation. Next, we use optical flow as a feature for each region during hierarchical segmentation. As optical flow is only consistent within a frame, we use a per-frame discretized flow histogram. Unlike [GKHE10] which discusses SIFT-like (with respect to angle) motion feature representation, we propose a simple representation of two histograms - one for the horizontal component and another for the vertical component of optical flow field. The benefit of this simpler approach is to distinguish motions with same direction but different magnitude. Matching the flow-descriptors of two regions then involves averaging the \(\chi^2\) distance of their normalized per-frame flow-histograms over time. Finally, we combine the \(\chi^2\) distance of the normalized color histograms \(d_c \in [0, 1]\) with the \(\chi^2\) distance of the normalized flow histograms \(d_f \in [0, 1]\) by \((d_c, d_f) \to (1 - (1 - d_c)(1 - d_f))^2\). This function is close to
zero if both distances are close to zero, and close to one if any one of them is close to
one. We also tried exponential form of distance function which produces similar result.
Throughout this paper we term our approach of supervoxel segmentation as streamGBH+.

2.4 Results and Discussions

Here, we demonstrate the results of applying streamGBH+ onto several videos.

Data: We use the published benchmark dataset [CC10] and video segmentation
performance metrics [XC12] for the quantitative evaluations. This video dataset is
a subset of the well-known xiph.org videos that have been supplemented with a 24-
class-semantic-pixel labeling set. The classes are same as the classes in the MSRC
object-segmentation dataset [CC10]. In the implementation, we use sub-sequence length
of only 3 in all experiments and thus performance is not expected to be near to full-video
processing.

The 8 videos (Bus, Container, Garden, Ice, Paris, Salesman, Soccer, and Stefan) in this set are densely labeled with semantic pixels and have duration of 85 frames each.
This dataset has been used for evaluation for the state-of-the-art StreamGBH method.
This dataset allowed us to evaluate these segmentation methods against human perception.

3D Boundary Recall: The 3D boundary is the shape boundary of a three-
dimensional object, composed by surfaces. It measures the detection of spatio-temporal
boundary. For each segment in the ground-truth and segmentations, we extract the within-
frame and between-frame boundaries and measure recall using the standard formula
[XC12]. Figure 2.1 shows the dependency of 3D Boundary Recall on the number of
segments. StreamGBH+ performs better.
Figure 2.1: Number of supervoxels vs. 3D Boundary Recall for streamGBH, streamGBH with bilateral filtering and streamGBH+. Evaluation results for “Ice” (left) and “Stefan” (right).

**Explained Variation:** Explained Variation metric is proposed in [MPW+08] as a human-independent metric. It considers the supervoxel as a compression method of a video. The metric is defined as: \( R^2 = \frac{\sum (\mu_i - \mu)^2}{\sum (x_i - \mu)^2} \). It is evaluated by summing over \( i \) voxels where \( x_i \) is the actual voxel value, \( \mu \) is the global voxel mean and \( \mu_i \) is the mean value of the voxels assigned to the supervoxel that contains \( x_i \) [XC12]. Figure 2.2 shows the dependency of explained variation metric on the number of supervoxels. StreamGBH+ again performs better than streamGBH.

**3D Segmentation accuracy:** This metric measures what fraction of a ground-truth segment is correctly classified by the supervoxels; each supervoxel should overlap with only one object/segment as a desired property [XC12] of video segmentation. To evaluate the overall segmentation quality, we also take the average of the fraction across all ground-truth segments in the video. Figure 2.3 shows the dependency of 3D segmentation accuracy on the number of supervoxels. StreamGBH+ performs better than streamGBH.
**Figure 2.2:** Number of supervoxels vs. Explained Variation metric values for streamGBH, streamGBH with bi-lateral filtering and streamGBH+. Evaluation results for “Ice” (left) and “Soccer” (right)

**Table 2.1:** Average comparative metric values for all videos in Chen database

<table>
<thead>
<tr>
<th>Metric</th>
<th>StreamGBH</th>
<th>StreamGBH with Motion</th>
<th>streamGBH with BLF</th>
<th>streamGBH+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary recall 2D</td>
<td>0.44</td>
<td>0.442</td>
<td>0.451</td>
<td><strong>0.452</strong></td>
</tr>
<tr>
<td>Boundary recall 3D</td>
<td>0.47</td>
<td>0.482</td>
<td>0.49</td>
<td><strong>0.49</strong></td>
</tr>
<tr>
<td>Explained variation</td>
<td>0.71</td>
<td>0.72</td>
<td>0.73</td>
<td><strong>0.75</strong></td>
</tr>
<tr>
<td>Accuracy 2D</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td><strong>0.58</strong></td>
</tr>
<tr>
<td>AccuracyD</td>
<td>0.56</td>
<td>0.54</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>Undersegmentation 2D</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Undersegmentation 3D</td>
<td>18</td>
<td>18</td>
<td>15</td>
<td>18</td>
</tr>
</tbody>
</table>

**3D Under-segmentation Error:** 3D under-segmentation error measures what fraction of voxels goes beyond the volume boundary of the ground-truth segment when mapping the segmentation onto it. The details for this metric can be found in the benchmark paper [XC12].

Proposed streamGBH+ performs better than the state-of-the-art streamGBH for videos with object motions. Overall, streamGBH+ outperforms state-of-the-art for metrics such as boundary recall 2D, boundary recall 3D, explained variation. As per Table 2.1 for the metrics such as accuracy 2D and accuracy 3D we see no difference for this dataset overall. Though, the performance of StreamGBH+ for the under segmentation metrics is not better than the state-of-the-art, we care for other metrics more at this time.
Figure 2.3: Number of supervoxels vs. 3D segmentation accuracy for streamGBH, streamGBH with bilateral filtering and streamGBH+. Evaluation results for “Ice” (left) and “Soccer” (right).

Figure 2.4: Different details of objects in the layers of hierarchy. Video frame, supervoxel segmented frame at hierarchy level 1, 10 and 15 because of our future target application on object recognition. We use the optical flow method [Liu09] based on constant memory; coarse to fine warping techniques which uses fixed point iterations. Thus the overhead of memory and computational complexity of streamGBH+ is not significant comparing with StreamGBH.

**Qualitative Performance:** Here we show some qualitative results on long videos, which necessitate a streaming method. We see different details of an object in the layers of hierarchy. For example, in Figure 2.4 one can see more than three parts in the object “Pirate” in 5-th layer, and locate a single human body pose in 15-th layer. Figure 2.5 shows a long term temporal coherence of streamGBH+.

Figure 2.6 corroborates that streamGBH+ is able to avoid unnecessary over-
Figure 2.5: Qualitative time consistent performance of streamGBH+. Left to right: pairs of video frame and supervoxel segmented frame from video clip “Pirate.

segmentation compared to state-of-the-art streamGBH.

2.5 Summary

We have presented an improvement to the state-of-the-art color-based supervoxel segmentation methodology by incorporating motion information. We have evaluated the performance of our approach vis-à-vis the performance of streamGBH on different videos and have shown that our approach, StreamGBH+, produces improved supervoxels results comparing with the state-of-the-art.
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Chapter 3

Object Detection in Videos by Class

Label Propagation

3.1 Background

The paradigm of object detection in images has been shifted from sliding window based methods to object proposals in recent years. Object proposals dramatically decrease the number of detection hypotheses to be assessed. Thus, use of CNN-features [GDDM14], which is more effective but computationally expensive, have turned out to be feasible for accurate detection.

For the detection of video objects, proposals not only need to consider the space-time complexity, but also need to address the temporal consistency. We propose generating Video Object Proposals (VOP) by scoring candidate windows based on spatio-temporal edge content and show that these VOPs help in learning better video object detectors. Further, we propose an efficient online clustering of these proposals in order to process arbitrarily long videos. We show that the joint-analysis of all such windows provides a way towards multiple object segmentations and helps in reducing test time.
Figure 3.1: OVERLAP: Object class labels get propagated by streaming clustering of temporally consistent proposals. The system classifies only those VOPs which belong to a new cluster.

We divide a video into sub-sequences with one-frame overlap in a streaming fashion [XXC12b, THBN14a]. We analyze all candidate windows jointly within a sub-sequence followed by affinity-based clustering to produce temporally consistent clusters of object proposals at every video frame. The advantage of performing a streaming spatio-temporal clustering on the object proposals is that it enables an easy label propagation through the video in an online framework. Presumably all object proposals of a cluster have the same object class type. We propose deep-learning based video object detection through objects’ class label propagation using online clustering of VOPs. As opposed to applying R-CNN [GDDM14]-like approaches, which essentially classify every window through evaluating expensive CNN features, at every video frame, the proposed method of class label propagation requires detection/classification only on video frames which has new clusters (Fig. 3.1).

Our contributions can be summarized as follows. First, we present a simple yet effective Video Object Proposal (VOP) method for detecting moving and static video objects by quantifying the spatio-temporal edge contents, and demonstrate VOP’s efficacy in learning a better CNN-based video object detector model. Next, we present a
novel algorithm OVERLAP, “Objects in Video Enabler thRough LAbel Propagation”. Through streaming clustering of VOPs, this framework enables efficient and temporally consistent object detection in videos by performing objects’ class label propagation. Additionally, we show how object segmentation can be achieved as a by-product of this OVERLAP framework.

3.2 Related work

There are several approaches towards video object detection which broadly fall into three categories: (1) image object proposals for each frame (2) motion segmentation in video (3) supervoxel aggregation.

Object Proposals and detection: Unsupervised category-independent detection proposals are evidently shown to be effective for object detection in images. Some of these methods are Objectness [ADF10], category-independent object proposals [EH10], SelectiveSearch [UvdSGS13], MCG [APTB+14], GOP [KK14], BING [CZLT14], Edge-Boxes [ZD14] among others. A comparative literature survey on object proposal methods and their evaluations can be found in [HBS14, HBDS15]. Although there is no “best” detection proposal method, EdgeBoxes, which scores windows based on edge content, achieve better balance between recall and repeatability.

Applying image object proposals directly for each frame in video may be problematic due to time complexity and temporal consistency. In addition, issues like motion blur and compression artifacts can pose significant obstacles to identifying spatial contours, which degrades the object proposal qualities. Recent advances like SPPnet [HZRS14], Fast R-CNN [Gir15], and Faster R-CNN [RHGS15] have dramatically reduced the running time by computing deep features for all image locations at the same time and snapping them on appropriate proposal boxes. Per-frame object detection still needs clas-
sification of proposal windows and temporal consistency still remains a challenge. The proposed framework dispenses with the need of classifying every candidate window of every video frame through spatio-temporal clustering. With minimum memory overhead it smartly analyzes the video instead of treating each frame as an independent image, thus addresses temporal consistency.

**Motion Segmentation in Video:** Motion based segmentation is the task of separating moving foreground objects from the background. Several popular methods of motion segmentation include the layered Directed Acyclic Graph (DAG) based framework [ZJS13], Maximal weight cliques [ML12], fast motion segmentation [PF13], tracking many segments [LKH+13], identifying key segments [LKG11], and many more. Although video motion segmentation can detect moving foregrounds robustly, it is not easy to detect multiple objects or if objects suddenly stop or change motion abruptly.

**Supervoxel aggregation:** Spatio-temporal object proposals have been considered in the context of aggregating supervoxels with spatio-temporal connectivity between neighboring labels. Jain *et al* [JGJ+14] developed an extension of the hierarchical clustering method of SelectiveSearch [UvdSGS13] to obtain object proposals in video. Even though their independent motion evidence effectively segment objects with motions from the background, static objects cannot be recovered. Oneata *et al.* [ORV+14] presented spatio-temporal object proposals by a randomized supervoxel merging process. Sharir *et al.* [ST12] proposed the extension of category-independent object proposals [EH10] from image to video by extracting object proposals at each frame and linking across frames into object hypotheses in a framework of graph-based segmentation using higher-order potentials leading to a high computational expense. All these supervoxels often cannot replace the object proposal step for object detection either due to its complexity or the associated over-segmentations.
We propose a novel method for efficiently detecting temporally consistent static or moving objects in videos through class label propagation. We also demonstrate that object segmentation can be achieved as a by-product of this detection framework.

### 3.3 Video Object Proposals

We extend EdgeBoxes [ZD14] from generating image object proposals to video object proposals. In addition to the spatial edge responses, $E_s$, at every pixel in EdgeBoxes [ZD14], we consider exploiting temporal edge responses, $E_t$, at every pixel location using mid-range optical flow analysis. where $E_t \in \mathbb{R}_{\geq 0}^{M \times N}$; $M$ and $N$ are the height and width of a video frame.

**Spatio-Temporal Contours and VOP**

Optical flow field between pairs of consecutive frames provide approximate motion contours. We perform 2-frame forward optical flow [BM11] for every consecutive frame-pair. At every pixel, the magnitude of the flow field’s gradient and the difference in direction of motion from its neighbor [PF13] contribute to the measure of the motion contour. To address incompleteness and inaccuracies of two-frame optical flow estimation, we analyze mid-range optical flow over a subset of video frames. Within a sub-sequence, we approximate which pixels consistently reside inside a moving object using inside-outside maps [PF13]. In our experiments, the inside-outside maps, accumulated over 3 to 5 frames, provide good estimates of time-consistent gross location priors for moving objects. A simple edge detector on this location prior is called temporal edge, $E_t$.

EdgeBoxes [ZD14] employs efficient data structures to score millions of candidates based on the difference of number of spatial contours that exist in the box and those that straddle box’s boundary. We use a similar scoring strategy, but on spatio-temporal
Figure 3.2: Spatio-Temporal EdgeBoxes. Clock-wise from top-left - (i) A frame from Youtube-Objects, (ii) Temporal edge $E_t$, (iii) Spatial edge $E_s$, (iv) $E$, linear combination of $E_s$ and $E_t$. Green and Red circles highlight strong responses and missing responses respectively.

Edge $E \in \mathbb{R}_{\geq 0}^{M \times N}$ which is formed according to Eq 3.1.

$$E = \lambda E_t + (1 - \lambda) E_s, \lambda \in [0, 1]$$

(3.1)

As the value of $\lambda$ increases, the system favors detecting only moving objects. One example of spatio-temporal edge is demonstrated in figure 3.2. A linear combination of spatial and temporal edge responses represents spatio-temporal contours. This enables a simple yet efficient strategy for scoring based on spatio-temporal edge content through edge groups. We find intersecting edge groups along horizontal and vertical boundaries using two efficient data structures [ZD14]. Similar to EdgeBoxes, we also use the integral image-based implementation to speed up scoring of boxes in sliding window fashion. As demonstrated in the next section, object proposals based on these spatio-temporal contours outperforms those based on only spatial contours for video object detection. The presence of motion blur in spatial edges affects the performance of spatial contour
based proposal prediction in video frames. In practice, $\lambda = 0.2$ to 0.5 works well for the desired Youtube-Objects [PKL+14] dataset.

### 3.4 Learning Video Object Detector Model

We aim for detecting objects in generic consumer videos. Due to the domain shift issues between images and video frames [KFS15], our 10-class video object detection uses supervised pre-training from ImageNet reference model for classification and fine-tuning on annotated frames from Youtube-Objects dataset v2.0 [PKL+14, KFS15, PLC+12a] for video objects detection.

**Youtube-Objects dataset.** The dataset is composed of videos collected from Youtube by querying for the names of 10 object classes of the PASCAL VOC Challenge. It contains 155 videos in total and between 9 and 24 videos for each class. The duration of each video varies between 30 seconds and 3 minutes. However, only 6087 frames are annotated with a bounding-box around an object instance. Hence, the number of annotated samples is approximately $4 \times$ smaller than in PASCAL VOC.

The bottom-up region proposal methods play an important role. Motion blur and compression artifacts affect the quality of spatial edges in video frames. Thus generating good object proposals becomes more challenging. This is to be noted that R-CNN [GDDM14], or, Fast R-CNN [Gir15] are fine-tuned for image object detection task, especially for 20-class PASCAL VOC image object categories which is a superset of Youtube-objects categories.

**Feature extraction.** We extract a 4096-dimensional feature vector corresponding to each region proposal with GPU (GeForce GTX 680) using Caffe [JSD+13] implementation of the CNN described by Krizhevsky *et al.* [KSH12]. Features are computed by forward propagating a mean-subtracted $227 \times 227$ R-G-B image through five convolu-
tional layers and two fully connected layers.

**Region Proposals.** We use approximately 2000 candidate proposals per video frame to be processed for learning detectors. We investigate the object detection model with different region proposal methods such as selective search\[UvdSGS13\] and EdgeBoxes\[ZD14\]. As the resolution of different videos varies from VGA to HD, we resize every video frame to $500 \times 500$ before performing proposal generation task.

### 3.4.1 Training

We discriminatively pre-train the CNN on a large auxiliary dataset (ILSVRC2012 classification) using image-level annotations, followed by domain specific fine-tuning by replacing the last layer of AlexNet [KSH12] model with $10 + 1$ softmax output layer. We use two-step initialization for fine-tuning as described in [BHPB14]. As per PASCAL detection criteria, we treat all region proposals with $\geq 50\%$ Intersection Over Union (IoU) overlap with a ground-truth box as positive examples for that class of the box and the rest as negatives. Once features are extracted and training labels are applied, we optimize one linear SVM per class.

### 3.4.2 Inference

During test time, forward propagation is performed through the CNN to compute features of approximately 500 to 2000 VOPs. Next, we perform scoring using per-class trained SVM similar to [GDDM14] followed by non-maximum suppression.

In the next section 3.5, we describe an efficient detection framework, **OVERLAP**. OVERLAP stands for *Objects in Video Enabler thRough LAbel Propagation*. 
3.5 OVERLAP Algorithm

Classical approach for object localization has traditionally been image window classification, where each window is scored independent of other candidate windows. Recently, more success in object detection has been reported by considering spatial relations to all other windows and their appearance similarity [VF15] with examplar-based associative embedding. Our approach towards video object detection considers spatial relationship and appearance similarity with windows within and even in other nearby video frames, yet in much simpler way through spatio-temporal clustering, to avoid classifying every candidate windows.

**Joint analysis of windows:** We aim to detect dissimilarity between video Object Proposals (VOPs) generated within a sub-sequence based on a simple underlying principle: proposals corresponding to the same object exhibit higher statistical dependencies than proposals belonging to different objects.

As a motivation for our approach, we consider generating proposal boxes by perturbing the ground truth locations of PASCAL VOC 2007 objects’ bounding boxes and observe the statistical association of those proposal boxes. Let, $A$ and $B$ denote generic features of neighboring proposal windows, where neighborhood is characterized by non-zero Intersection-Over-Union, denoted by $u$. We investigate the joint distribution over pairings $\{A,B\}$. Let, $p(A,B;u)$ be the joint probability of features A and B of windows with spatial overlap value, $u$. Then, $P(A,B)$ could ideally be computed as:

$$P(A,B) = \frac{1}{Z} \int_{u}^{1} w(u)p(A,B;u)du$$

(3.2)

where, $u \in [0, 1]$, $w$ is a weighting function, $w(0) = 0$, and $Z$ is a normalization constant. To simplify the process, we use uniform weighting function and work in the discrete
(quantized) space of $u$ and replace the integral with summation. We take the marginals of the distribution to get $P(A)$ and $P(B)$. Motivated by the analysis presented in crisp boundary detection work by Isola et al. [IZKA14], we model affinity with point-wise mutual information like function:

$$PMI_\rho(A, B) = \log \frac{P(A, B)^\rho}{P(A)P(B)}$$

(3.3)

We choose the value of $\rho$ to be 1.2 which produces best performance in PASCAL VOC dataset with perturbed ground truth proposals. In order to identify the boundary between two features, the model needs to be able to capture the low probability regions of $P(A,B)$. We use a non-parametric kernel (Epanechnikov) density estimator. The number of sample points are the number of overlapping candidate windows. We perform affinity-based clustering afterwards. The affinity matrix, $W$, for a sub-sequence is created from the affinity function, $PMI_\rho$, as follows:

$$W_{i,j} = e^{PMI_\rho(f_i, f_j)}$$

(3.4)

Where $i$ and $j$ are the indices of proposal windows and $f$ is the feature vector defined for a proposal window. Figure 3.3 shows an example of spatial clustering of proposal windows. The boxes drawn in same colors correspond to same clusters. In the streaming VOP clustering framework for Youtube videos, we perform the joint analysis on all proposals within a sub-sequence. Intuitively this is an easy yet effective clustering technique which works on actual test proposals (see Figure 3.8) which are not simply perturbed ground truth bounding boxes.

This is to be noted that the proposed method measures the affinity between different object proposal windows (of varying sizes) within a video sub-sequence unlike [IZKA14], where the affinity is between the neighboring pixels in an image.
Figure 3.3: Synthetic experiment using perturbed ground truth boxes in PASCAL VOC showing affinity-based clustering of candidate windows. The clustering technique works efficiently with some exceptions where overlapping object instances share very similar color.
Figure 3.4: Segmentation masks on two different images from clustered object proposals.
Figure 3.5: Segmentation masks generation is not successful where proposal boxes do not tightly enclose the actual object. This happens in cluttered background cases.

We demonstrate that object segmentation can be achieved as a by-product of this clustering algorithm. We cast the segmentation problem through random-field based background-foreground segmentation without manual labeling [KGF12]. Uniformly weighted sum of the location of every window corresponding to a unique cluster defines the foreground location prior for that cluster. However, unlike [KGF12], in our approach, the location prior is not coming from the global neighbors of the image but from within itself and the clustering allows multiple objects segmentations. The segmentation works well if the proposal boxes tightly enclose an object as shown in Figure 3.4 with some failure cases as shown in Figure 3.5 where the proposal boxes do not tightly enclose the object in a cluttered background.

Figure 3.6 shows two segmentation masks generated on individual video frames from the clustered VOPs generated by the proposed method on real videos.

Streaming clustering of proposals: One of the main contributions of this paper is a simple, principled, and unsupervised approach to spatio-temporal grouping of candi-
Figure 3.6: Two segmentation masks from clustered video object proposals from Youtube video “Bird and Cat” for frames #5, #20 and #45.
date regions in streaming fashion. We describe a clustering framework which enforces a Markovian assumption on the video stream to approximate a batch grouping of VOPs. A video is divided into a series of sub-sequences with one frame overlap with the previous sub-sequence as described in [XXC12b]. VOP clustering within the current sub-sequence depends on the results from only the previous sub-sequence. We consider sub-sequence length of 3 to 5 frames as a trade-off between quality and complexity. This is the same sub-sequence volume, where mid-range motion analysis is performed for detecting temporal edges (Section 3.3). The color-histogram features are used for estimating joint probability between any overlapping window-pair and affinity-based clustering is performed afterwards. There are two important aspects in this streaming clustering method. The first is generic to any clustering algorithm \textit{i.e.} how to select the number of clusters and the second is specific to streaming method \textit{i.e.} how to associate cluster number of the current sub-sequence with any of the clusters of previous and/or future sub-sequences?

**Number of clusters:** Common consumer videos or Youtube videos contain limited number of moving objects, often less than five. Youtube-Objects dataset contains maximum of 3 object instances and quite often a single moving object. We assume the presence of at most 5 objects to keep the computational complexity tractable and amenable to practical applications. We explore two modes of operations. The first method uses fixed number of clusters, \(k = 5\), with careful initialization of cluster centers using \texttt{k-mean++} [AV07] during spectral clustering. The second one is the spectral clustering with self-tuning [ZMP04]. We observe that while self-tuning outperforms the fixed cluster number case for hypothetically good object windows (such as the perturbed ground truth regions for PASCAL VOC), both modes perform similarly in case of real object proposals generated by some proposal method.
**Cluster Label Association:** In the streaming framework, any sub-sequence except for the first one, needs to address the problem of either associating a cluster with a cluster number in the previous sub-sequence or generating a new one. We perform density estimation using an Epanechnikov kernel using the KD-tree implementation from [IM] for every cluster using the 4-dimensional location (2D center, height and width) and 45-bin color histogram (15 for each color channel) of the regions of the proposals corresponding to each and every cluster. If the minimum KL-divergence between a distribution of the current cluster and a cluster from the previous sub-sequence is less than a threshold, we perform the cluster assignment. Otherwise, we create a new cluster.

This is to be noted that, for detecting primarily moving objects in videos, the weight of temporal edges could be as high as 0.7 or more as described in section 3.3. In such cases, considering as low as only 100 VOPs can potentially detect moving objects. Clusters may contain fewer number of proposal windows than the dimension of the original feature space which is 49-dimensional. Thus we perform PCA-based dimensionality reduction before estimating the distribution. Also, we perform scaling of features to ease the process of selecting kernel evaluation points.

**Object Label Propagation:** Time-consistent clustering enables object label propagation through the video. We perform CNN-based object detection i.e. classification of every window for a cluster in CNN feature space at a video frame only when we encounter a new cluster label. An assigned previously created cluster label means the object category is the same as what was already detected in the associated cluster of the previous sub-sequence. We still need to perform the localization, however. In order to address the localization, we experimented with two strategies. First, applying the same non-maximal suppression for all the proposals belonging to the same cluster. Second, we fit a 4-D Gaussian distribution on the location parameters i.e. center (x,y), height(h)
and width(w), of windows in a cluster. We simply keep track of the distance, d, of the detected final object location (after first-time detection using R-CNN like approach) from the mean of the fitted Gaussian for every cluster. Furthermore, we localize the object by adding d with the mean of the 4-D Gaussian location distribution of the cluster in current sub-sequence. Generally in videos, new objects do not appear in every video frame. Thus, we do not need to detect objects at every video frame. Even when a new object appears, we need to detect/classify only for the proposals assigned to the new cluster. Thus, OVERLAP framework requires to process CNN features for only a small fraction of the number of proposals generated.

In some sense, the spatio-temporal clustering for object detection is related to tracking. However, a set of windows is tracked instead of a single region/object. Ability to bypass critical tracker initialization step and the possibility for applying R-CNN like detection at a more frequent and configurable interval to increase the detection accuracy (if needed) are the major advantages comparing with object tracking based detection.

### 3.6 Results and Discussions

**Video Object Detection using VOP:** We observe that the proposed video Object Proposals (VOPs) help in learning a better object detector model. Table 3.1 shows the per-class detection accuracy and the mean Average Precision (mAP) for the 10-class Youtube-Objects [PKL+14] test set.

Fine-tuning on Youtube-Objects training data with Selective Search proposals [UvdSGS13] improves the detection results by at least 9% compared with the model fine-tuned for the image dataset PASCAL VOC. The detector learned with EdgeBoxes performs better than the one learned with Selective Search proposals. However, the detector learned with VOP even outperforms the detection rate by another 5.5% and
Table 3.1: Object Detection Results on Youtube-Objects test set. Pre-trained R-CNN detector is downloaded from [GDDM]. DPM Detection results are from [KFS15]. SS, EB and VOP correspond to Selective Search, EdgeBoxes and proposed VOP ($\lambda = 0.2$).

<table>
<thead>
<tr>
<th>classes</th>
<th>R-CNN</th>
<th>DPM</th>
<th>Fine-tune SS</th>
<th>Fine-tune EB</th>
<th>Fine-tune VOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>plane</td>
<td>14.1</td>
<td>28.42</td>
<td>25.57</td>
<td>26.52</td>
<td>29.77</td>
</tr>
<tr>
<td>bird</td>
<td>24.2</td>
<td><strong>48.14</strong></td>
<td>27.27</td>
<td>27.27</td>
<td>28.82</td>
</tr>
<tr>
<td>boat</td>
<td>16.9</td>
<td>25.50</td>
<td>27.52</td>
<td>33.69</td>
<td><strong>35.34</strong></td>
</tr>
<tr>
<td>car</td>
<td>27.9</td>
<td><strong>48.99</strong></td>
<td>35.18</td>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>cat</td>
<td>17.9</td>
<td>1.69</td>
<td>25.02</td>
<td>27.05</td>
<td><strong>33.7</strong></td>
</tr>
<tr>
<td>cow</td>
<td>28.6</td>
<td>19.24</td>
<td>43.01</td>
<td>44.76</td>
<td><strong>57.56</strong></td>
</tr>
<tr>
<td>dog</td>
<td>12.2</td>
<td>15.84</td>
<td>24.05</td>
<td>27.07</td>
<td><strong>34.42</strong></td>
</tr>
<tr>
<td>horse</td>
<td>29.4</td>
<td>35.10</td>
<td>41.84</td>
<td>44.82</td>
<td><strong>54.52</strong></td>
</tr>
<tr>
<td>mbike</td>
<td>21.3</td>
<td><strong>31.61</strong></td>
<td>26.70</td>
<td>27.07</td>
<td>29.77</td>
</tr>
<tr>
<td>train</td>
<td>13.2</td>
<td><strong>39.58</strong></td>
<td>20.48</td>
<td>24.93</td>
<td>29.23</td>
</tr>
<tr>
<td>mAP</td>
<td>20.57</td>
<td>29.41</td>
<td>29.67</td>
<td>31.92</td>
<td><strong>37.413</strong></td>
</tr>
</tbody>
</table>

Table 3.2: Complexity and accuracy. Proposal generation (Prop time), per-frame (PF) baseline methods with Selective Search, EdgeBoxes, proposed VOPs and OVERLAP. OF denotes optical flow. mAP increases as #VOPs increases. $3 \times$ speedup with 500 VOPs and 4% drop in mAP.

<table>
<thead>
<tr>
<th></th>
<th>PF SS</th>
<th>PF EB</th>
<th>PF VOP</th>
<th>OVERLAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU OF</td>
<td>GPU OF</td>
<td>CPU Optical Flow</td>
<td>GPU Optical Flow</td>
</tr>
<tr>
<td>Prop time</td>
<td></td>
<td></td>
<td></td>
<td>200 V</td>
</tr>
<tr>
<td>Overall time</td>
<td>10</td>
<td>0.3</td>
<td>3.8</td>
<td>1.3</td>
</tr>
<tr>
<td>mAP</td>
<td>29.62</td>
<td>31.95</td>
<td>37.72</td>
<td>37.72</td>
</tr>
</tbody>
</table>

achieves state-of-the-art detection accuracy (37.4%) on this dataset. Although detection accuracy for “cat”, “cow”, “dog” and “horse” have improved by a huge margin after using CNN features, categories like “train” and “bird” are still best detected using DPM [FGMR10] detector.

Streaming Clustering of VOP: Figure 3.8 shows the results of frame-level clustering vs streaming clustering at sub-sequence levels on arbitrary videos downloaded from Youtube. In these experiments, a sub-sequence contains 3 video frames, with an overlap of one frame with the previous sub-sequence. We use high $\lambda$ value (0.8)
to identify only the moving objects with very few number of proposals. For clear visualization, we use only 50 proposal windows at every frame and that makes less than 200 proposals per sub-sequence. We aim to take the advantage of fast approximate spectral clustering algorithm which scales linearly with the problem size. In our current implementation, clustering takes less than 0.1 second for 3 frames streaming-volume with 50 VOPs per frame.

**Video Object Detection:** To investigate the relative detection rate with OVERLAP comparing with frame-wise R-CNN like approach, we create a subset (955 frames) of Youtube-Objects test-set (1783 frames) where the video frames form a valid video play. We find that for OVERLAP, CNN feature extraction and classification is needed only for 10% to 30% windows among all of them. Table 3.2 corroborates the fact that the detection accuracy improves as we increase the number of VOPs from 200 to 2000 in OVERLAP at the cost of increased complexity needed for spectral clustering. Difference in mAP is between 1-9%. As an example, compared to per-frame detection, OVERLAP achieves about $3 \times$ speedup at the cost of only 4% mean Average Precision (mAP) with 500 VOPs per frame. The non-GPU based spectral clustering implementation in MATLAB makes cases for more than 2000 VOPs even slower than per-frame RCNN.

Per-frame proposal generation with Selective Search and EdgeBoxes takes about 10 seconds [HBDS15] and 0.3 seconds [HBDS15] respectively. Overall time for object detection per-frame in R-CNN per-frame becomes about 30 seconds and 20.3 seconds with the above corresponding methods. Generation of VOPs requires optical flow which takes 3.5 sec per frame in CPU-implementation and 1 sec per frame for GPU-implementation for about $500 \times 500$ resolution frame-pairs. “CPU” and “GPU” in Table 3.2 denote optical flow implementation in CPU [BM11] and GPU [SBK10] respectively. The Youtube-Objects dataset mostly contains moving objects. In addition, the test dataset does not contain significant number of test cases where multiple instances of objects with
similar appearances are spatially overlapped. Thus, accuracy of OVERLAP successfully approaches the baseline per-frame detection accuracy as we increase the number of VOPs. For the fastest detection (with 200 VOPs only), we use more weight (lambda = 0.6) for temporal edge and still manage to get acceptable detection accuracy with over $5 \times$ speedup as shown in the column corresponding to 200 VOP in Table 3.2. GPU-based spectral clustering can potentially lead to further speed up.
Figure 3.7: Sample results of Video Object Detection with VOP. First 6 rows show successful detection cases and the last row shows false detection cases.
Figure 3.8: Temporally consistent VOPs on “Horse riding”, “Bird-cat” and “Alaskan bear”. Windows drawn in same color belong to same cluster. Top row denotes clustered proposals on sample frames #2, #10, #25; bottom row shows the results of streaming clustering.
3.7 Summary

Experimental results show that VOP helps in learning a better moving or static video object detector model and achieves state-of-the-art detection accuracy on Youtube-Video dataset. We show that the proposed OVERLAP framework can detect temporally consistent objects in videos through object class label propagation using streaming clustering of VOPs with significant speedup compared with naive per-frame detection with acceptable loss of accuracy. We also show that multiple objects segmentation can also be achieved as a by-product of OVERLAP.
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Chapter 4

Object Detection in Videos using Recurrent Neural Network

4.1 Background

Online Video content via outlets such as Youtube and Facebook are attaining popularity as huge source of supervisory signals for vision. Given the breakthroughs of deep convolutional neural networks for detecting objects in static images, the application of these methods to video might seem straightforward. However, motion blur and compression artifacts cause substantial frame-to-frame variability, even in videos that appear smooth to the eye. Reiterating video object detection problem from the last chapter, these attributes complicate prediction tasks like classification and localization. Object-detection models trained on images tend not to perform competitively on videos owing to domain shift factors [KFS15]. Moreover, object-level annotations in popular video data-sets can be extremely sparse, impeding the development of better video-based object detection models.

Girshik et al. [GDDM14] demonstrate that even given scarce labeled training
data, high-capacity convolutional neural networks can achieve state of the art detection performance if first pre-trained on a related task with abundant training data, such as 1000-way ImageNet classification. Followed the pretraining, the networks can be fine-tuned to a related but distinct domain. Also relevant to our work, the recently introduced models Faster R-CNN [RHGS15] and You Look Only Once (YOLO) [RDGF16] unify the tasks of classification and localization. These methods, which are accurate and efficient, propose to solve both tasks through a single model, bypassing the separate object proposal methods used by R-CNN [GDDM14].

In this chapter, we introduce a method to extend unified object recognition and localization to the video domain. Our approach applies transfer learning from the image domain to video frames. Additionally, we present a novel recurrent neural network (RNN) method that refines predictions by exploiting contextual information in neighboring frames. To summarize, we propose a method for refining a video-based object detection consisting of two parts: (i) a pseudo-labeler, which assigns provisional labels to all available video frame; (ii) A recurrent neural network, which reads in a sequence of provisionally labeled frames, using the contextual information to output refined predictions. Next, we demonstrate an effective training strategy utilizing (i) category-level weak-supervision at every time-step, (ii) localization-level strong supervision at final time-step (iii) a penalty encouraging prediction smoothness at consecutive time-steps, and (iv) similarity constraints between pseudo-labels and prediction output at every time-step. Finally, we perform an extensive empirical investigation demonstrating that on the YouTube Objects [PKL+14] dataset, our framework achieves mean average precision (mAP) of 68.73 on test data, compared to a best published result of 37.41 [TBHN16] and 61.66 for a domain adapted YOLO network [RDGF16].
4.2 Related Work

Our work builds upon a rich literature in both image-level object detection, video analysis, and recurrent neural networks. Several papers propose ways of using deep convolutional networks for detecting objects [GDDM14, Gir15, RHGS15, RDGF16, SREA14, BZBG15, OWZ+15, SEZ+13, YYLL16, GK15]. Some approaches classify the proposal regions [GDDM14, Gir15] into object categories and some other recent methods [RHGS15, RDGF16] unify the localization and classification stages. Kalogeiton et al. [KFS15] identifies domain shift factors between still images and videos, necessitating video-specific object detectors. To deal with shift factors and sparse object-level annotations in video, researchers have proposed several strategies. Recently, [TBHN16] proposed both transfer learning from the image domain to video frames and optimizing for temporally consistent object proposals. Their approach is capable of detecting both moving and static objects. However, the object proposal generation step that precedes classification is slow.

Prest et al. [PLC+12b], utilize weak supervision for object detection in videos via category-level annotations of frames, absent localization ground truth. This method assumes that the target object is moving, outputting a spatio-temporal tube that captures this most salient moving object. This paper, however, does not consider context within video for detecting multiple objects.

A few recent papers [OWZ+15, BZBG15] identify the important role of context in visual recognition. For object detection in images, Bell et al. [BZBG15] use spatial RNNs to harness contextual information, showing large improvements on PASCAL VOC [EGW+10] and Microsoft COCO [LMB+14b] object detection datasets. Their approach adopts proposal generation followed by classification framework. This paper exploits spatial, but not temporal context.
Recently, Kang et al. [KOLW16] introduced tubelets with convolutional neural networks (T-CNN) for detecting objects in video. T-CNN uses spatio-temporal tubelet proposal generation followed by the classification and re-scoring, incorporating temporal and contextual information from tubelets obtained in videos. T-CNN won the recently introduced ImageNet object-detection-from-video (VID) task with provided densely annotated video clips. Although the method is effective for densely annotated training data, its behavior for sparsely labeled data is not evaluated.

By modeling video as a time series, especially via GRU [CvMBB14] or LSTM RNNs [HS97], several papers demonstrate improvement on visual tasks including video classification [YHNHV+15], activity recognition [DHG+14], and human dynamics [FLFM15]. These models generally aggregate CNN features over tens of seconds, which forms the input to an RNN. They perform well for global description tasks such as classification [YHNHV+15, DHG+14] but require large annotated datasets. Yet, detecting multiple generic objects by explicitly modeling video as an ordered sequence remains less explored.

Our work differs from the prior art in a few distinct ways. First, this work is the first, to our knowledge, to demonstrate the capacity of RNNs to improve localized object detection in videos. The approach may also be the first to refine the object predictions of frame-level models. Notably, our model produces significant improvements even on a small dataset with sparse annotations.

4.3 Methodology

In this work, we aim to refine object detection in video by utilizing contextual information from neighboring video frames. We accomplish this through a two-stage process. First, we train a pseudo-labeler, that is, a domain-adapted convolutional neural
network for object detection, trained individually on the labeled video frames. Specifically, we fine-tune the YOLO object detection network [RDGF16], which was originally trained for the 20-class PASCAL VOC [EGW+10] dataset, to the Youtube-Video [PKL+14] dataset.

When fine-tuning to the 10 sub-categories present in the video dataset, our objective is to minimize the weighted squared detection loss (equation 7.1) as specified in YOLO [RDGF16]. While fine-tuning, we learn only the parameters of the top-most fully-connected layers, keeping the 24 convolutional layers and 4 max-pooling layers unchanged. The training takes roughly 50 epochs to converge, using the RMSProp [TH12] optimizer with momentum of 0.9 and a mini-batch size of 128.

As with YOLO [RDGF16], our fine-tuned pseudo-labeler takes 448 × 448 frames as input and regresses on category types and locations of possible objects at each one of $S \times S$ non-overlapping grid cells. For each grid cell, the model outputs class conditional probabilities as well as $B$ bounding boxes and their associated confidence scores. As in YOLO, we consider a responsible bounding box for a grid cell to be the one among the $B$ boxes for which the predicted area and the ground truth area shares the maximum Intersection Over Union. During training, we simultaneously optimize classification and localization error (equation 7.1). For each grid cell, we minimize the localization error for the responsible bounding box with respect to the ground truth only when an object appears in that cell.

Next, we train a Recurrent Neural Network (RNN), with Gated Recurrent Units (GRUs) [CvMBB14]. This net takes as input sequences of pseudo-labels, optimizing an objective that encourages both accuracy on the target frame and consistency across consecutive frames. Given a series of pseudo-labels $x^{(1)}, \ldots, x^{(T)}$, we train the RNN to generate improved predictions $\hat{y}^{(1)}, \ldots, \hat{y}^{(T)}$ with respect to the ground truth $y^{(T)}$ available only at the final step in each sequence. Here, $t$ indexes sequence steps and $T$ denotes the
length of the sequence. As output, we use a fully-connected layer with a linear activation function, as our problem is regression. In our final experiments, we use a 2-layer GRU with 150 nodes per layer, hyper-parameters determined on validation data.

The following equations define the forward pass through a GRU layer, where $h^{(t)}_l$ denotes the layer’s output at the current time step, and $h^{(t-1)}_l$ denotes the previous layer’s output at the same sequence step:

$$
\begin{align*}
    r^{(t)}_l &= \sigma(h^{(t)}_{l-1}W^{xr}_l + h^{(t-1)}_lW^{hr}_l + b^{r}_l) \\
    u^{(t)}_l &= \sigma(h^{(t)}_{l-1}W^{xu}_l + h^{(t-1)}_lW^{hu}_l + b^{u}_l) \\
    c^{(t)}_l &= \sigma(h^{(t)}_{l-1}W^{xc}_l + r_t \odot (h^{(t-1)}_lW^{hc}_l) + b^{c}_l) \\
    h^{(t)}_l &= (1 - u^{(t)}_l) \odot h^{(t-1)}_l + u^{(t)}_l \odot c^{(t)}_l
\end{align*}
$$

Here, $\sigma$ denotes an element-wise logistic function and $\odot$ is the (element-wise) Hadamard product. The reset gate, update gate, and candidate hidden state are denoted by $r$, $u$, and $c$ respectively. For $S = 7$ and $B = 2$, the pseudo-labels $x^{(t)}$ and prediction $\hat{y}^{(t)}$ both lie in $\mathbb{R}^{1470}$.

### 4.3.1 Training

We design an objective function (Equation 4.2) that accounts for both accuracy at the target frame and consistency of predictions across adjacent time steps in the following ways:

$$
\text{loss} = d_{\text{loss}} + \alpha \cdot s_{\text{loss}} + \beta \cdot c_{\text{loss}} + \gamma \cdot pc_{\text{loss}}
$$

Here, $d_{\text{loss}}$, $s_{\text{loss}}$, $c_{\text{loss}}$ and $pc_{\text{loss}}$ stand for detection_loss, similarity_loss, category_loss and prediction_consistency_loss described in the following sections. The values of the hyper-parameters $\alpha = 0.2$, $\beta = 0.2$ and $\gamma = 0.1$ are chosen based on the detection performance on the validation set. The training converges in 80 epochs for parameter up-
dates using RMSProp [TH12] and momentum 0.9. During training we use a mini-batch size of 128 and sequences of length 30.

**Strong Supervision at Target Frame**

On the final output, for which the ground truth classification and localization is available, we apply a multi-part object detection loss as described in YOLO [RDGF16].

\[
\text{detection\_loss} = \lambda_{\text{coord}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij}^{\text{obj}} \left( x_i^{(T)} - \hat{x}_i^{(T)} \right)^2 + \left( y_i^{(T)} - \hat{y}_i^{(T)} \right)^2 \\
+ \lambda_{\text{coord}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij}^{\text{obj}} \left( \sqrt{w_i^{(T)}} - \sqrt{\hat{w}_i^{(T)}} \right)^2 + \left( \sqrt{h_i^{(T)}} - \sqrt{\hat{h}_i^{(T)}} \right)^2 \\
+ \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij}^{\text{obj}} \left( C_i^{(T)} - \hat{C}_i^{(T)} \right)^2 + \lambda_{\text{noobject}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij}^{\text{noobj}} \left( C_i^{(T)} - \hat{C}_i^{(T)} \right)^2 \\
+ \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij}^{\text{obj}} \sum_{c \in \text{classes}} \left( p_i^{(T)}(c) - \hat{p}_i^{(T)}(c) \right)^2
\]

(4.3)

where \( I_{ij}^{\text{obj}} \) denotes if the object appears in cell \( i \) and \( I_{ij}^{\text{obj}} \) denotes that \( j \)th bounding box predictor in cell \( i \) is *responsible* for that prediction. The loss function penalizes classification and localization error differently based on presence or absence of an object in that grid cell. \( x_i, y_i, w_i, h_i \) corresponds to the ground truth bounding box center coordinates, width and height for objects in grid cell (if it exists) and \( \hat{x}_i, \hat{y}_i, \hat{w}_i, \hat{h}_i \) stand for the corresponding predictions. \( C_i \) and \( \hat{C}_i \) denote confidence score of *objectness* at grid cell \( i \) for ground truth and prediction. \( p_i(c) \) and \( \hat{p}_i(c) \) stand for conditional probability for object class \( c \) at cell index \( i \) for ground truth and prediction respectively. We use similar settings for YOLO’s object detection loss minimization and use values of \( \lambda_{\text{coord}} = 5 \) and \( \lambda_{\text{noobj}} = 0.5 \).
Similarity between Pseudo-labels and Predictions

Our objective function also includes a regularizer that penalizes the dissimilarity between pseudo-labels and the prediction at each time frame \( t \).

\[
\text{similarity}\_\text{loss} = \sum_{t=0}^{T} \sum_{i=0}^{S^2} \hat{C}_i^{(t)} \left( x_i^{(t)} - \hat{y}_i^{(t)} \right)^2
\]  

(4.4)

Here, \( x_i^{(t)} \) and \( \hat{y}_i^{(t)} \) denote the pseudo-labels and predictions corresponding to the \( i \)-th grid cell at \( t \)-th time step respectively. We perform minimization of the square loss weighted by the predicted confidence score at the corresponding cell.

Object Category-level Weak-Supervision

Replication of the static target at each sequential step has been shown to be effective in [LKEW16, YHNHV+15, DL15]. Of course, with video data, different objects may move in different directions and speeds. Yet, within a short time duration, we could expect all objects to be present. Thus we employ target replication for classification but not localization objectives.

We minimize the square loss between the categories aggregated over all grid cells in the ground truth \( y^{(T)} \) at final time step \( T \) and predictions \( \hat{y}^{(t)} \) at all time steps \( t \). Aggregated category from the ground truth considers only the cell indices where an object is present. For predictions, contribution of cell \( i \) is weighted by its predicted confidence score \( \hat{C}_i^{(t)} \). Note that cell indices with positive detection are sparse. Thus, we consider the confidence score of each cell while minimizing the aggregated category loss.

\[
\text{category}\_\text{loss} = \sum_{t=0}^{T} \left( \sum_{c \in \text{classes}} \left( \sum_{i=0}^{S^2} \hat{C}_i^{(t)} \left( p_i^{(t)}(c) \right) - \sum_{i=0}^{S^2} \hat{y}_i^{(t)} \left( p_i^{(T)}(c) \right) \right) \right)^2
\]  

(4.5)
Consecutive Prediction Smoothness

Additionally, we regularize the model by encouraging smoothness of predictions across consecutive time-steps. This makes sense intuitively because we assume that objects rarely move rapidly from one frame to another.

\[
prediction\_consistency\_loss = \sum_{t=0}^{T-1} (\hat{y}_i^{(t)} - \hat{y}_i^{(t+1)})^2
\]  

(4.6)

4.3.2 Inference

The recurrent neural network predicts output at every time-step. The network predicts 98 bounding boxes per video frame and class probabilities for each of the 49 grid cells. We note that for every cell, the net predicts class conditional probabilities for each one of the \(C\) categories and \(B\) bounding boxes. Each one of the \(B\) predicted bounding boxes per cell has an associated objectness confidence score. The predicted confidence score at that grid is the maximum among the boxes. The bounding box with the highest score becomes the responsible prediction for that grid cell \(i\).

The product of class conditional probability \(\hat{p}_i^{(t)}(c)\) for category type \(c\) and objectness confidence score \(\hat{C}_i^{(t)}\) at grid cell \(i\), if above a threshold, infers a detection. In order for an object of category type \(c\) to be detected for \(i\)-th cell at time-step \(t\), both the class conditional probability \(\hat{p}_i^{(t)}(c)\) and objectness score \(\hat{C}_i^{(t)}\) must be reasonably high.

Additionally, we employ Non-Maximum Suppression (NMS) to winnow multiple high scoring bounding boxes around an object instance and produce a single detection for an instance. By virtue of YOLO-style prediction, NMS is not critical.
4.4 Results and Discussions

In this section, we empirically evaluate our model on the popular Youtube-Objects dataset, providing both quantitative results (as measured by mean Average Precision) and subjective evaluations of the model’s performance, considering both successful predictions and failure cases.

The Youtube-Objects dataset[PKL+14] is composed of videos collected from Youtube by querying for the names of 10 object classes of the PASCAL VOC Challenge. It contains 155 videos in total and between 9 and 24 videos for each class. The duration of each video varies between 30 seconds and 3 minutes. However, only 6087 frames are annotated with 6975 bounding-box instances. The training and test split is provided.

Experimental Setup
We implement the domain-adaption of YOLO and the proposed RNN model using Theano [The16]. Our best performing RNN model uses two GRU layers of 150 hidden units each and dropout of probability 0.5 between layers, significantly outperforming domain-adapted YOLO alone. While we can only objectively evaluate prediction quality on the labeled frames, we present subjective evaluations on sequences.

Objective Evaluation
We compare our approach with other methods evaluated on the Youtube-Objects dataset. As shown in Table 4.1 and Table 4.2, Deformable Parts Model (DPM) [FMR08])-based detector reports [KFS15] mean average precision below 30, with especially poor performance in some categories such as cat. The method of Tripathi et al. (VPO) [TBHN16] uses consistent video object proposals followed by a domain-adapted AlexNet classifier (5 convolutional layer, 3 fully connected) [KSH12] in an R-CNN [GDDM14]-like
Table 4.1: Object detection with DPM, Video Object Proposal method, YOLO, domain-adapted YOLO. RNN-IOS regularizes on input-output similarity, to which RNN-WS adds category-level weak-supervision, to which RNN-PS adds a regularizer encouraging prediction smoothness.

<table>
<thead>
<tr>
<th>Methods</th>
<th>airplane</th>
<th>bird</th>
<th>boat</th>
<th>car</th>
<th>cat</th>
<th>cow</th>
<th>dog</th>
<th>horse</th>
<th>mbike</th>
<th>train</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOP</td>
<td>29.77</td>
<td>28.82</td>
<td>35.34</td>
<td>41.00</td>
<td>33.7</td>
<td>57.56</td>
<td>34.42</td>
<td>54.52</td>
<td>29.77</td>
<td>29.23</td>
</tr>
<tr>
<td>YOLO</td>
<td>76.67</td>
<td>89.51</td>
<td>57.66</td>
<td>65.52</td>
<td>43.03</td>
<td>53.48</td>
<td>55.81</td>
<td>36.96</td>
<td>24.62</td>
<td>62.03</td>
</tr>
<tr>
<td>DA YOLO</td>
<td>83.89</td>
<td>91.98</td>
<td>59.91</td>
<td>81.95</td>
<td>46.67</td>
<td>56.78</td>
<td>53.49</td>
<td>42.53</td>
<td>32.31</td>
<td>67.09</td>
</tr>
<tr>
<td>RNN-IOS</td>
<td>82.78</td>
<td>89.51</td>
<td>68.02</td>
<td>82.67</td>
<td>47.88</td>
<td>70.33</td>
<td>52.33</td>
<td>61.52</td>
<td>27.69</td>
<td>67.72</td>
</tr>
<tr>
<td>RNN-WS</td>
<td>77.78</td>
<td>89.51</td>
<td>69.40</td>
<td>78.16</td>
<td>51.52</td>
<td>78.39</td>
<td>47.09</td>
<td>81.52</td>
<td>36.92</td>
<td>62.03</td>
</tr>
<tr>
<td>RNN-PS</td>
<td>76.11</td>
<td>87.65</td>
<td>62.16</td>
<td>80.69</td>
<td>62.42</td>
<td>78.02</td>
<td>58.72</td>
<td>81.77</td>
<td>41.54</td>
<td>58.23</td>
</tr>
</tbody>
</table>

framework, achieving mAP of 37.41. We also compare against YOLO (24 convolutional layers, 2 fully connected layers), which unifies the classification and localization tasks, and achieves mean Average Precision over 55.

In our method, we adapt YOLO to generate pseudo-labels for all video frames, feeding them as inputs to the refinement RNN. We choose YOLO as the pseudo-labeler because it is the most accurate among feasibly fast image-level detectors. The domain-adaptation improves YOLO’s performance, achieving mAP of 61.66.

Our model with RNN-based prediction refinement, achieves superior aggregate mAP to all baselines. The RNN refinement model using both input-output similarity, category-level weak-supervision, and prediction smoothness performs best, achieving 68.73 mAP. This amounts to a relative improvement of 11.5% over the best baselines. Additionally, the RNN improves detection accuracy on most individual categories (Table 4.1).

While we don’t compare against conditional random fields (CRFs) or hidden Markov models (HMMs), we point to the growing body of recent work demonstrating the superior predictive accuracy achieved by RNNs. On tasks ranging from video analysis to speech recognition, when ample data is available, RNNs yield state of the

**Table 4.2:** Overall detection results on Youtube-Objects dataset. Our best model (RNN-PS) provides 7% improvements over DA-YOLO baseline.

<table>
<thead>
<tr>
<th>Methods</th>
<th>DPM</th>
<th>VOP</th>
<th>YOLO</th>
<th>DA</th>
<th>YOLO</th>
<th>RNN-IOS</th>
<th>RNN-WS</th>
<th>RNN-PS</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP</td>
<td>29.41</td>
<td>37.41</td>
<td>56.53</td>
<td>61.66</td>
<td>65.04</td>
<td>67.23</td>
<td>68.73</td>
<td></td>
</tr>
</tbody>
</table>

**Subjective Evaluation**

We provide a subjective evaluation of the proposed RNN model in Figure 4.1. Top and bottom rows in every pair of sequences correspond to *pseudo-labels* and results from our approach respectively. While only the last frame in each sequence has associated ground truth, we can observe that the RNN produces more accurate and more consistent predictions across time frames. The predictions are consistent with respect to classification, localization and confidence scores.

In the first example, the RNN consistently detects the *dog* throughout the sequence, even though the *pseudo-labels* for the first two frames were wrong (*bird*). In the second example, *pseudo-labels* were *motorbike, person, bicycle* and even *none* at different time-steps. However, our approach consistently predicted *motorbike*. The third example shows that the RNN consistently predicts both of the cars while the *pseudo-labeler* detects only the smaller car in two frames within the sequence. The last two examples show how the RNN increases its confidence scores, bringing out the positive detection for *cat* and *car* respectively both of which fell below the detection threshold of the *pseudo-labeler*.

**Areas For Improvement**

The YOLO scheme for unifying classification and localization [RDGF16] imposes strong
Figure 4.1: Results from the final eight frames of five different test-set sequences. Top and bottom row of each pair show the pseudo-labeler and RNN respectively. The RNN predicts correct categories, multiple instances, detects missing objects by increasing confidence score.
Figure 4.2: Failure cases for the proposed model. Left: the RNN cannot recover from incorrect pseudo-labels. Right: RNN localization performs worse than pseudo-labels possibly owing to multiple instances of the same object category.

spatial constraints on bounding box predictions since each grid cell can have only one class. This restricts the set of possible predictions, which may be undesirable in the case where many objects are in close proximity. Additionally, the rigidity of the YOLO model may present problems for the refinement RNN, which encourages smoothness of predictions across the sequence of frames. Consider, for example, an object which moves slightly but transits from one grid cell to another. Here smoothness of predictions seems undesirable.

Figure 4.2 shows some failure cases. In the first case, the pseudo-labeler classifies the instances as dogs and even as birds in two frames whereas the ground truth instances are horses. The RNN cannot recover from the incorrect pseudo-labels. Strangely, the model increases the confidence score marginally for a different wrong category cow. In the second case, possibly owing to motion and close proximity of multiple instances of the same object category, the RNN predicts the correct category but fails on localization. These point to future work to make the framework robust to motion.

The category-level weak supervision in the current scheme assumes the presence of all objects in nearby frames. While for short snippets of video this assumption generally holds, it may be violated in case of occlusions, or sudden arrival or departure of objects. In addition, our assumptions regarding the desirability of prediction smoothness can be violated in the case of rapidly moving objects.
4.5 Summary

We introduce a framework for refining object detection in video. Our approach extracts contextual information from neighboring frames, generating predictions with state of the art accuracy that are also temporally consistent. Importantly, our model benefits from context frames even when they lack ground truth annotations.

For the recurrent model, we demonstrate an efficient and effective training strategy that simultaneously employs localization-level strong supervision, category-level weak-supervision, and a penalty encouraging smoothness of predictions across adjacent frames. On a video dataset with sparse object-level annotation, our framework proves effective. A subjective analysis of failure cases suggests that the current approach may struggle most on cases when multiple rapidly moving objects are in close proximity. Likely, the sequential smoothness penalty is not optimal for such complex dynamics.

Our results point to several promising directions for future work. First, recent state of the art results for video classification show that longer sequences help in global inference. However, the use of longer sequences for localization remains unexplored. We also plan to explore methods to better model local motion information with the goal of improving localization of multiple objects in close proximity. In another promising direction, we would like to experiment with loss functions that incorporate specialized handling of classification and localization objectives.
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Chapter 5

Semantic Segmentation in Videos

5.1 Background

Deep convolutional neural networks (DCNNs) trained on a large number of images with pixel-level annotations or a combination of strongly labeled and weakly-labeled images have recently been the state-of-the-art in semantic image segmentation with significant performance improvement. However, due to the very invariance properties that make DCNNs good for high level tasks such as classification, visual delineation capacities for deep learning techniques are limited. Recent approaches address this problem with Conditional Random Field (CRF) based graphical model in two ways: either by (1) adding a post-processing step [CPK +14, PCMY15] of CRF-based probabilistic graphical model for the pixel-level classification or, (2) integrating the graphical model as a part of the CNN to make the end-to-end learning [ZJRP +15] with the usual back-propagation possible without the need of post-processing. In either case, the final pixel-level classification accuracy and efficiency remain highly dependent on the inference step of the image-based CRF [KK13] involved where fast approximate MPM inference is performed using cross bilateral filtering techniques within a mean-field approximation framework.
Figure 5.1: Video Semantic Segmentation involves semantic segmentation of multiple frames together.

Figure 5.1 shows the task of video semantic segmentation where inference is performed on a set of video frames together instead of taking inference at individual frames one at a time, thus improving temporal consistency.

Alvarez et al. [ASB14] demonstrates that performing inference on all test images at once in a dense CRF yields better results than inferring one image at a time without additional computation cost compared to performing segmentation sequentially on individual images. It is to be noted that the dense CRF [KK13] achieves good results with only unary and pairwise terms. This fully-connected pair-wise model is more expressive than its 4 or 8 connected random field counter-parts. Yet, it lacks the ability to handle high-order terms. Models [KLT09, RTK09, LSA+10] using higher-order terms such as label consistency over large regions (pattern-based potentials) and relations of global co-occurrence potentials, are shown to be more expressive and effective for object class segmentation task. Filter-based inference for those higher-order terms is formulated in [VWT12] which enables significant speed-up compared to those graph-based methods [KLT09, RTK09, LSA+10]. Yet, it needs to consider temporal consistency when applied in co-segmentation or video semantic segmentation.

We explore the efficiency of the CRF inference module beyond image level
semantic segmentation. The key idea is to combine best of two worlds - semantic co-labeling and exploiting more expressive models. Similar to [ASB14] our formulation enables us perform inference over ten thousand images within seconds. On the other hand, it can handle higher-order clique potentials similar to [VWT12] in terms of region-level label consistency and context in terms of co-occurrences. We follow the mean-eld updates for higher order potentials and extend the spatial smoothness and appearance kernels to address co-segmentation of multiple frames of a video; thus making the system amenable to perform video semantic segmentation most effectively.

5.2 Related Work

Deep convolutional neural networks (DCNNs) trained on a large number of images with pixel-level annotations or a combination of strongly labeled and weakly-labeled images have recently been the state-of-the-art in semantic image segmentation with significant performance improvement. However, due to the very invariance properties that make DCNNs good for high level tasks such as classification, visual delineation capacities for deep learning techniques are limited. Recent approaches address this problem with Conditional Random Field (CRF) based graphical model in two ways: either by (1) adding a post-processing step [CPK14, PCMY15] of CRF-based probabilistic graphical model for the pixel-level classification or, (2) integrating the graphical model as a part of the CNN to make the end-to-end learning [ZJRP15] with the usual back-propagation possible without the need of post-processing. In either case, the final pixel-level classification accuracy and efficiency remain highly dependent on the inference step of the image-based CRF [KK13] involved where fast approximate MPM inference is performed using cross bilateral filtering techniques within a mean-field approximation framework.

Alvarez et al. [ASB14] demonstrates that performing inference on all test images
at once in a dense CRF yields better results than inferring one image at a time without additional computation cost compared to performing segmentation sequentially on individual images. It is to be noted that the dense CRF [KK13] achieves good results with only unary and pairwise terms. This fully-connected pair-wise model is more expressive than its 4 or 8 connected random field counter-parts. Yet, it lacks the ability to handle high-order terms. Models [KLT09, RTK09, LSA+10] using higher-order terms such as label consistency over large regions (pattern-based potentials) and relations of global co-occurrence potentials, are shown to be more expressive and effective for object class segmentation task. Filter-based inference for those higher-order terms is formulated in [VWT12] which enables significant speed-up compared to those graph-based methods [KLT09, RTK09, LSA+10]. Yet, it needs to consider temporal consistency when applied in co-segmentation or video semantic segmentation.

We propose to use more expressive models such as pattern-based potentials in a co-segmentation framework, and show that with almost no additional time overhead a boost in video semantic segmentation performance can be achieved.

5.3 Methodology

**Standard CRF Formulation**: Common multiclass image segmentation and labeling use conditional random fields (CRF) defined over pixels or image regions. Basic CRF models consist of unary potentials on individual pixels or image patches and pairwise potentials on neighboring pixels or patches. In dense model, all pairs of variables are directly connected by pair-wise potentials. Krähenbühl *et al.* [KK13] proposed an efficient fully connected CRF models with the complete set of pixels in an image. The inference method is based on mean field approximation and efficient message passing using high-dimensional filtering. The dense conditional random field is defined over a set
Figure 5.2: Framework for intra and inter-frame dense connectivity. Every pixel in every frame is connected to each other.

\[ \mathbf{X} = \{X_1, \ldots, X_N\} \] of variables conditioned on the image \( \mathbf{I} \) and the model parameters \( \Theta \). The domain of each variable is a set \( \mathbf{L} = \{l_1, \ldots, l_H\} \) of labels. Typically the inference problem solves the MAP of Gibbs energy of a label assignment.

**Joint Labeling on Video Frames**: In this work, we deal with multiple images \( \mathbf{I}_1, \ldots, \mathbf{I}_M \) and the random field is defined over the set \( \mathbf{Y} = \{\mathbf{X}_1, \ldots, \mathbf{X}_M\} \), where superscript denotes index in image sequence.

MAP labeling can be found by computing the assignment that maximizes the distribution, \( P \) (Equation 5.1) or equivalently minimizing the energy function \( E \) (Equation 5.2).

\[
P(\{X^1, \ldots, X^F\} | I^1, \ldots, I^F) \tag{5.1}
\]

\[
E(\{X^1, \ldots, X^F\} | I^1, \ldots, I^F) = \sum_{i \in F} \psi_u(x_i) + \sum_{i,j \in F} \psi_p(x_i, x_j) \tag{5.2}
\]

where \( F = \{1, \ldots, F\} \) and \( N = \{1, \ldots, N\} \), \( \psi_u(\cdot) \) and \( \psi_p(\cdot, \cdot) \) denote the unary and pairwise potentials respectively.
The unary potential function encodes the cost of assigning a specific label to a pixel. The intra and inter dense connectivity is graphically shown in Figure 5.2. At every iteration of the algorithm, the update for each variable involves summing over all the random variables. However, with a Gaussian kernel, the expensive summation becomes equivalent to performing high-dimensional Gaussian filtering [KK13] and thus remains completely tractable. Thus the pairwise potential functions take the form

\[ \psi_p(x_j, x_j') = \mu(x_j, x_j') \Sigma_m w_m k_m(v_j, v_j'), \]

where \( \mu(\cdot, \cdot) \) is the label compatibility function. This encodes a Potts model. i.e. \( \mu(x_j, x_j') = 1 [x_j \neq x_j'] \) The kernel \( k_m(\cdot, \cdot) \) is a Gaussian Kernel computed over feature vector \( v_j \) that describes pixel \( j \) in image \( i \). We utilize spatial smoothness and appearance kernels \( k_1 \) and \( k_2 \) as:

\[
 k_1(v_j, v_j') = \exp\left(-\frac{\|p_j - p_j'\|^2}{\sigma_p^2} - \frac{\|i - i'\|^2}{\sigma_f^2}\right)
\]

\[
 k_2(v_j, v_j') = \exp\left(-\frac{\|p_j - p_j'\|^2}{\sigma_p^2} - \frac{\|i - i'\|^2}{\sigma_f^2} - \frac{\|I_j - I_j'\|^2}{\sigma_c^2}\right)
\]

where \( p_j \) and \( I_j \) encode the image location and color vector of pixel \( j \) in image \( i \). Setting \( \sigma_f \) to a low value will make the kernel \( k_1 \) vanish for any two random variables not belonging to the same image. Mean-field updates are calculated using ConCave-ConvexProcedure (CCCP) which is explained in [KK13]. Like [KK13], our approach approximates this operation using the permutohedral formulation. This performs convolution on a down-sampled version of the graph. Thus the overall cost becomes linear with the input size. The cost of performing inference in the CRF through our approach which exploits all images simultaneously is the same as the cost of performing inference sequentially on the individual images.

**Higher-Order clique Potentials:** The introduction of higher-order terms greatly expands the expressive power of such densely connected models. Vineet and Warrel
et al. [VWT12] show in their experiments that filter-based inference generally outperforms the best alternative methods in terms of speed and accuracy for some higher-order clique potentials. For high-order cliques potentials, the general energy takes the form $E(V|I) = \sum_{c\in C} \psi_c(v_c|I)$ A pattern-based potential is defined as:

$$\psi^{pat}_c(x_c) = \begin{cases} \gamma_{x_c} & x_c \in P_c \\ \gamma_{\text{max}} & \text{otherwise} \end{cases} \quad (5.5)$$

In general, $X \subseteq V$ when higher-order cliques (HOC) are taken into consideration, whereas without HOC, equation 5.5 would have become similar to equation 5.2; where $X = V$. Among several higher-order potentials, the most useful ones for object detection task are pattern-based potential and co-occurrence potentials. For still images, patterns based potentials are coming from the different number of superpixels. Authors in [VWT12] demonstrates how the mean-field based updates works for these pattern-based potentials. We consider the use of patterns from either superpixels or the slices of supervoxels corresponding to different video frames, thus enforcing temporal consistency. Thus, inference in video can exploit intra and inter-frame connectivity and also respect patterns based potentials which are time consistent.

### 5.4 Results and Discussions

We evaluate our approach on standard benchmark dataset for multiclass segmentation: the Cambridge-driving Labeled Video dataset (CamVid) [BFC09]. CamVid consists of four image sequences with ground truth labels at 1fps that associate each pixel with one of 32 semantic classes. All the experiments were conducted using single threaded code on a standard Intel(R) Core(TM) i7-3770 CPU 3.40GHz desktop. In our current experiments, we used the TextonBoost [SWRC09] unary potentials for easy comparison with other
recent methods. Figure 5.3 shows some qualitative results of semantic segmentation in Camvid video dataset. Video-Level Dense-CRF [ASB14] shows improved temporal consistency over frame-level operation [KK13](previous row) without additional time overhead. For, pattern-based potentials, we use three different superpixel segmentations by varying parameters of the meanshift algorithm. Frame-level Dense-CRF with this $P^n$-Potts model [VWT12] almost achieves similar quality as of previous graph-cut based slow inference method [RTK09], but lacks temporal consistency.

Table 5.1: Per-class segmentation accuracy on CamVid dataset for different methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>47.9</td>
<td>48.8</td>
<td>55.3</td>
<td>56.8</td>
</tr>
</tbody>
</table>

The proposed video-level Dense-CRF with $P^n$-Potts model shows improved temporal consistency over the frame-level operation (previous row) without additional time-overhead. Video-Level dense CRF [ASB14] and the proposed method perform inference on 50 frames at once. On CamVid, with TextonBoost unaries our proposed method achieves 8% more accuracy than [ASB14] by virtue of $P^n$-Potts model and 1.5% more accuracy over [VWT12] without additional time overhead by virtue of co-labeling (Table 5.1). Average per-class accuracy is computed as the average over all classes of the ratio of correctly classified pixels in a class to the total number of pixels in that class.

5.5 Summary

We explore the efficiency of the CRF inference module beyond image level semantic segmentation. The key idea is to combine best of two worlds - semantic co-labeling and exploiting more expressive models. We follow the mean-elld updates for higher order potentials and extend the spatial smoothness and appearance kernels to
address co-segmentation of multiple frames of a video; thus making the system amenable to perform video semantic segmentation most effectively.
Figure 5.3: Qualitative results on Camvid. Input frames, TextonBoost classifier scores; Dense-CRF [KK13]; Video-Level Dense-CRF [ASB14]; Dense-CRF with $P^n$-Potts [VWT12]; proposed video-level Dense-CRF with $P^n$-Potts; graph-cut inference; and Ground truth.
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Chapter 6

Person Instance Segmentation using Human-Pose

6.1 Background

Instance segmentation, in particular person instance segmentation, is a promising research frontier for a range of applications such as human-robot interaction, sports performance analysis, and action recognition. Separating instances that share similar local appearances is highly challenging. Deep convolutional neural networks are the current state-of-the-art methods for the task of instance level segmentation. For example, the entrants to the 2016 COCO segmentation challenge [WGM] achieve excellent performance on instance segmentation for the 80 object categories considered on the COCO dataset. Although these methods work extremely well for any category of objects, there is a potential for human-specific domain knowledge to boost person segmentation performance.

In this chapter, we investigate the importance of human keypoints as a prior for the task of instance-level person segmentation. With the availability of image datasets
Figure 6.1: Pose2Instance segmentation model incorporates a *learnable* component conditioned on the human “pose”. The model generates keypoint heatmaps and segmentations at instance level and uses the keypoints heatmaps output as an additional input to the segmentation.
that include both segmentation masks and keypoint annotations, we consider a methodical approach to quantify the importance of keypoints for people instance segmentation. We explore what happens if an oracle provides all the keypoints, or only bounding boxes, and how people instance segmentation can be improved respectively.

In order to evaluate the segmentation conditioned on human pose, we consider all instances of people from the COCO segmentation dataset [LMB⁺14a] where the instances also have keypoints ground truth. We do not include COCO person instances that are marked as crowd. By comparing the image and instance identifiers from the COCO segmentation and COCO keypoints dataset, we see there exists 45,174 images in the training dataset and 21,634 images in the validation dataset. This amounts to 185,316 and 88,153 ground truth person instances with both segmentation and keypoints annotations in the training and validation split respectively. This work refers to this intersection between COCO instance segmentation dataset and COCO person keypoints dataset as the COCO dataset throughout this chapter.

We first explore a human pose prior represented as the distance transform of a skeleton and show how this prior can directly yield instance-level human segmentation when combined with existing semantic segmentation model such as DeepLab [CPK⁺15] trained for human segmentation. This analysis also validates the idea of combining two existing different models, one for pixel-level person segmentation (non-instance) and another for detecting keypoints, for improving instance segmentation.

Next, we propose an approach to directly generate the per-pixel probability of person instances conditioned on human poses using a deep convolutional neural network (CNN). We call this pose-conditioned segmentation model Pose2Instance. Figure 6.1 outlines the approach. Person instance bounding boxes are either provided by an oracle or they come from a person detector. The model is trained for generating keypoint heatmaps and segmentation at instance level by sharing CNN parameters up to the penultimate
layer and using the keypoints heatmap as an additional input channel for the segmentation output.

To summarize, we first show that the human pose prior represented as the distance transform of the human skeleton yields significant performance gain for the person instance segmentation during inference without any training. Next, we show how the learned segmentation can be conditioned on the keypoints by learning additional parameters specifically for mapping shape to segmentation while training a DCNN jointly for keypoints and segmentation. Finally, we perform extensive empirical investigation of the proposed Pose2Instance method on the intersection of COCO instance segmentation and COCO keypoints dataset. We show the effectiveness of the pose conditioned deep instance segmentation model by qualitative and quantitative analysis.

6.2 Related Work

Our work builds upon a rich literature in both semantic segmentation using convolutional neural networks and joint pose-segmentation modeling.

**Semantic and Instance Segmentation:**
DeepLab [CPK15] and FCN [LSD15] achieved significant breakthroughs for the challenging task of semantic segmentation using deep convolutional neural networks. Subsequently, a set of instance segmentation methods [LWS16, ZFU16, LHM16, LWS15, DHL16, RT16, PB16, AT16] were proposed, which begin with pixel-wise semantic segmentation and generate instance-level segmentation from them. Recently, [LQD15] achieved the state-of-the-art performance on the 80-category instance segmentation using a fully convolutional end-to-end solution. Except [LHM16], none of these methods look into learning implicit or explicit shapes of different object categories.
Human Pose Estimation:

Human pose estimation from static images \([\text{RPZ13, KRBT08, EF10, LZBC15}]\) or videos \([\text{HVRPE12}]\) with hand-crafted features and explicit modeling gained considerable interest in the last decade. Human pose estimation using an articulated grammar model is proposed in \([\text{RPZ13}]\). Hernández-Vela et al. \([\text{HVRPE12}]\) proposed Spatio-Temporal GrabCut-based human segmentation that combines tracking and segmentation with hand-crafted initialization. In \([\text{EF10}]\), Eichner and Ferrari proposed a multi-person pose estimator framework that extends pictorial structures for explicitly modeling interaction between people. A detailed review on pose estimation literature survey is available in \([\text{LZBC15}]\).

Recently, convolutional neural networks have been successfully applied for pose estimation from videos \([\text{LKR16}]\), human body parts segmentation \([\text{OVB^+16}]\), and multi-person pose estimation \([\text{PIT^+16, IPA^+16, CWSS, KPT^+}]\). Additionally, among the most accurate results are those shown by chained prediction \([\text{GTJ16}]\).

Joint Pose Estimation and Segmentation:

The most closely related works to this one are those that also seek to jointly estimate human pose and segmentation in static images or videos \([\text{KRBT08, LHHHH13, ASSL13, SASL15}]\). Kohli et al. \([\text{KRBT08}]\) proposed PoseCut, a conditional random field (CRF) framework to tackle segmentation and pose estimation together for one person. The CRF model explicitly combines hand crafted image features and a prior on shape and pose in a Bayesian framework. The prior is represented by the distance transform of a human skeleton. The inference in PoseCut finds the MAP solution of the energy of the pose-specific CRF by doing optimization over different configurations of the latent shape prior. With a good initialization the inference step requires 50 seconds per frame. Similar inference strategies for deep models are computationally prohibitive.

Among other significant efforts towards joint pixel-wise segmentation and pose
estimation of multiple people, Alahari and Seguin et. al. [ASSL13, SASL15] use additional motion and disparity cues from stereo videos. The appearance and disparity cues are generated using HOG features. The pose estimation model [ASSL13] is represented as a set of parts, where a part refers to a patch centered on a body-joint or on an interpolated point on a line connecting two joints. They learn up to eight mixture components for each part and an articulated pose mask for the mixture components.

Very recently, Mask R-CNN [HGDG17] reports person segmentation and pose-estimation as two separate branches. Their powerful back-end architecture and ROIAlign technique proves to be beneficial for segmentation-only model. But their multi-task model improves the pose-estimation only at the cost of segmentation precision.

We propose a different and effective framework for incorporating pose prior into deep segmentation models. The proposed DCNN model consists of additional parameters that are trained/optimized specifically for the mapping of shape to segmentation. The Pose2Instance inference does not require optimization such as finding the MAP solution. The prediction task involves only one forward pass through the trained network.

6.3 Methodology

Our Pose2Instance approach looks at the problem of incorporating a pose prior into segmentation in two ways. We begin with a constrained environment study where the keypoints are provided by an oracle, and we investigate a way to improve the instance segmentation inference given a state-of-the-art pixel-level person classifier [CPK+15]. Next, we move to a more realistic case where oracle keypoints are not available and propose a framework to train segmentation model directly while benefiting from a pose estimator.
6.3.1 Pose2Instance Inference

We first present Pose2Instance within a constrained environment that assumes that the keypoints are provided by an oracle. This allows us to investigate the contribution of the pose prior independent of the other components of the whole system. In the COCO dataset, 17 person keypoints along with their corresponding visibility flags are annotated. We will handle these as part of a skeleton that links joint keypoints by the corresponding body parts.

In the investigation of the prior alone, with oracle keypoints, we address the inference stage of instance segmentation without any training. The sole task-specific training is done on the already existing DeepLab [CPK+15] network. In section 6.3.1 below, we first fine-tuned this network for person-specific segmentation on COCO, with other labels discarded. This model directly predicts per-pixel probability of the person class label for the whole image. We call this model DeepLab-people in this paper.
Person Instances from Oracle Keypoints

We use the notion of a distance transform of the person skeleton [KRBT08], generated from the oracle keypoints, as a prior for the instance segmentation task. For this proof of concept, we follow the below steps.

We create a Region Adjacency Graph (RAG), $G = (V, E)$ where the nodes $V$ are superpixels and the weights of the edges $E$ between the nodes depend on the strength of image edges. We obtain superpixels using SLIC [ASS+12], and the image edge responses using Sobel operator. We can define the pose prior as a distribution over the labels of this graph. Given a superpixel $p \in V$, we can compute a conditional probability it belongs to a given instance. For each instance, we color those nodes where the corresponding superpixel contains a part of the human skeleton line that is generated from the oracle keypoints where visibility flags are marked as valid. The colored nodes in the RAG represent a foreground binary mask, and are assigned the highest probability of belonging to this instance. For each such binary mask corresponding to each person, we apply distance transform in the RAG using the Floyd-Warshall [Hou10] shortest paths algorithm. A point-wise softmax of this distance transform then represents the likelihood of each person’s gross shape. We call this shape-likelihood the pose-instance map. For an image of height $h$ and width $w$, with $n$ oracle instances, the shape of pose-instance map is $h \times w \times n$. Figure 6.2 shows these intermediate steps of generating the RAG, its nodes and the weights of its edges, the oracle skeletons and the instance segmentations.

Instance-level to Image-level inference

Element-wise multiplication of this pose-instance map and the DeepLab-people score generates instance heatmap of size $h \times w \times n$. Here, $h$, $w$ and $n$ denote the height and width of the image, and the oracle-provided number of person instances respectively.
Figure 6.3: Pose2Instance inference with oracle skeleton. Top row: An image from Inria dataset containing 9 persons; Instance classification; Bottom row: DeepLab-people score, and the Pose2Instance inference output generated by fusing DeepLab-people and pose-instance map.

An argmax on instance heatmap produces the final instance segmentation on the image.

Figure 6.3 shows intermediate results for the inference step in this constrained setup. There are 9 persons in this image. Combining DeepLab-people score with pose-instance map improves the instance segmentation quality over the pose-instance map. Quantitative results in section 6.4.1 show that person keypoints represented as the distance transform can be an excellent source of additional domain knowledge for improving people instance segmentation.

Person Instances from Oracle Bounding Boxes

As a baseline, we take the approach of snipping the pixel-level DeepLab-people score at oracle bounding boxes for the COCO validation images. Though this bounding box approach does not comply with the relative depth ordering or visibility of one instance over another, the method still can be used as a reasonable baseline to compare the
We performed similar experiments with fast-sweeping [WDB+08] based distance transform on pixel grid for reducing complexity using single-pixel width skeleton as the binary mask. However, the distance transform produces worse result compared with the specified non-grid RAG approach.

### 6.3.2 Pose2Instance Learning

After this proof of concept in the inference stage in a controlled setup with oracle keypoints, we move to a more realistic scenario where ground truth keypoints annotations are unavailable and we strive for learning a segmentation model by jointly optimizing for the segmentation and pose.

Our proposed network has a DeepLab-style architecture [CPK+15]. This is a modified VGG network [SZ14] that uses atrous convolution with hole filling [CPK+15] and replaces fully-connected layers by fully-convolutional layers. The baseline model is a 2-class DeepLab-people model. To construct this model, we start with the publicly available Deeplab model trained on the PASCAL VOC dataset, and fine-tune it for predicting only people on the COCO training instances. The second and third exploratory architectures involve two output layers each, a segmentation output and a 17-channel heatmap for pose estimation output. The first among them *Pose and Seg* is a multitask model, where the two parallel output layers share the parameters up to previous convolutional layers. The 2-class segmentation layer and the 17-class pose estimation output layers use cross-entropy loss after softmax and sigmoid activations respectively. The later one, *Pose2Seg*, is a cascaded model, where the 17-channel keypoints heatmap is followed by an $1 \times 1$ convolution to generate the shape likelihood. Segmentation feature maps from the last layer is combined with the above shape likelihood, and the softmax
Figure 6.4: Architectures for joint pose - segmentation learning. Left: Multitask model where pose estimation and segmentation are two parallel output paths. Right: Cascaded Model where pose dedicated parameters are learned for mapping pose to segmentation.

segmentation is trained. Comparing with the segmentation only model, the cascaded model has only 18 extra parameters for learning the $1 \times 1$ convolutional kernels. 17 parameters are for the key-points heatmaps, and 1 for shape likelihood.

Figure 6.4 shows the two above mentioned architectures. The stack operation is a $1 \times 1$ convolution on the estimated 17-channel pose heatmap. Its output can be used as the gross shape-likelihood of a person based on the estimated keypoints. In the cascaded model, the segmentation output is directly conditioned on the pose heatmap. As we also see in Fig 6.9, the $1 \times 1$ convolution on the pose heatmap preserves the general notion of shape of a person from its keypoints, the segmentation model thus can be thought of conditioned on the latent shape of a person.

In the Pose2Instance framework, we try to improve the segmentation accuracy from both keypoints and segmentation supervision. In particular, a model learned with one supervisory signal pose-estimation acts as a prior to the model learned with another supervisory signal segmentation. Different sources of supervision have proven to be useful for learning segmentation. For example, ScribbleSup [LDJ + 16] performs semantic segmentation from additional scribble based supervision broadly in grabcut [CR04] like framework. In [BRFFF16], Bearman et al. discussed various levels of supervisions such as pixel-level strong supervision, and sparse point-level supervision for semantic
segmentation. Our method is substantially different from these since none of the above specifically addresses (instance) segmentation problem with one as a prior to the other.

6.4 Results and Discussions

We implement the Pose2Instance model using TensorFlow-Slim. We train the model on specified COCO training instances. We initialize the model from DeepLab-people and continue training for 20,0000 iterations using stochastic gradient descent with mini-batch size of 16 and momentum 0.9.

6.4.1 Pose2Instance in a Constrained Setup

In order to analyze the Pose2Instance inference with oracle keypoints, we use COCO validation images. While table 6.1 shows the performance of Pose2Instance inference with oracle keypoints, figure 6.6 shows some qualitative results comparing with the oracle bounding box baselines. The figures show that for overlapping person instances, the proposed pose prior significantly outperforms a baseline using the bounding box as an ad-hoc prior.

The inference stage which consists of combining the existing semantic segmentation model and the oracle keypoints outperforms the oracle bounding box case by 10% relative improvement. FAIRCNN[ZLL\textsuperscript{+} 16] and CUHK[QSL\textsuperscript{+} 15] are the instance segmentation models that also use VGG as the base network. We include their instance segmentation results only on ‘person’ category from COCO detection challenge Leaderboard as references. Newer models from the Leaderboard use more powerful ResNet in their backend, so are not directly comparable.

Figure 6.7 shows qualitative results of instance segmentation on COCO validation
Figure 6.5: From left to right: Ground truth instance segmentations; Corresponding image from COCO keypoints dataset; Pose2Instance inference with oracle keypoints. Colored boxes show errors in segmentation ground truth that are corrected using our keypoint conditioned model.

Figure 6.6: Pose2Instance with oracle bounding boxes vs oracle keypoints. From left to right: A frame from COCO keypoints dataset; Ground truth instance segmentations; Baseline instance segmentation from oracle bounding boxes and Pose2Instance inference from oracle keypoints.
Table 6.1: Oracle keypoints provides 10% to 12% relative improvement over oracle bounding box at various IOU thresholds atop DeepLab-people segmentation model. Results of FAIRCNN[ZLL+16] and CUHK[QSL+15] that also use VGG as the base network are from COCO Leaderboard.

<table>
<thead>
<tr>
<th>Methods</th>
<th>AP&lt;sub&gt;r0.5 IoU=0.5&lt;/sub&gt;</th>
<th>AP&lt;sub&gt;r IoU=[0.5 to 0.9]&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepLab+Oracle BB</td>
<td>0.437</td>
<td>0.252</td>
</tr>
<tr>
<td>DeepLab+Oracle keypoints</td>
<td>0.533</td>
<td>0.283</td>
</tr>
<tr>
<td>FAIRCNN[ZLL+16]</td>
<td>0.504</td>
<td>0.206</td>
</tr>
<tr>
<td>CUHK[QSL+15]</td>
<td>0.478</td>
<td>0.214</td>
</tr>
</tbody>
</table>

Figure 6.7: Pose2Instance in a constrained setup. Top: DeepLab person segmentation. Bottom: Pose2Instance inference from oracle keypoints on COCO evaluation dataset. (best viewed in color)

dataset in such constrained environments. We note that this method only applies during the inference step with oracle keypoints and does not involve any training. Human keypoints ground truth is easier to collect than precise segmentation ground truth. Figure 6.5 shows how the errors in the segmentation ground truth can be corrected with our pose-conditioned segmentation model.

6.4.2 Pose2Instance in Realistic Environments

After validating the effectiveness of the inference with keypoint-specific distance transform, we evaluate the proposed Pose2Instance model on COCO validation instances
in a more realistic environment where oracle keypoints are unavailable. We assume the availability of oracle bounding boxes. The model estimates the keypoints and segmentations at all instances.

Table 6.2: Segmentation accuracy on COCO validation instances. Pose2Instance model achieves higher accuracy over the multitask model that outperforms segmentation only model. Overall, relative improvement from segmentation only model is 3.8% to 10.5% at various IOU thresholds.

<table>
<thead>
<tr>
<th>Methods</th>
<th>$AP^r$ IoU=0.5</th>
<th>$AP^r$ IoU=[0.5 to 0.95]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepLab Seg only</td>
<td>0.79</td>
<td>0.38</td>
</tr>
<tr>
<td>Multitask: Pose and Seg</td>
<td>0.80</td>
<td>0.40</td>
</tr>
<tr>
<td>Cascaded: Pose2Seg</td>
<td><strong>0.82</strong></td>
<td><strong>0.42</strong></td>
</tr>
</tbody>
</table>

In Table 6.2, we show the comparative segmentation performance evaluation for the proposed Pose2Instance method without oracle keypoints. Average Precision at 0.5 IOU improves by 3% over the segmentation only model and 2% over the multitask model.
Figure 6.9: Pose2Instance without oracle keypoints. Top row: Instance bounding boxes of COCO validation images. Middle row: Ground truth segmentation. Bottom row: predicted segmentation masks for the instance bounding boxes.

The corresponding improvements for the [0.5, 0.9] IOU are 4% and 2% respectively.

In terms of relative improvements, at 0.5 IoU and [0.5, 0.9] IoU, the pose-conditioned segmentation model improves the \( AP^r \) by 3.8% and 10.5% over the segmentation only model [Table 6.2] respectively. This demonstrates the proof-of-concept of how to incorporate pose prior effectively into deep segmentation model.

Figure 6.9 shows qualitative results on some challenging examples. These rectangular regions contain one or more partial person instances in addition to the primary person instance. We see that the Pose2Instance model learns to produce instance segmentation only for the intended one. The last two figures are examples of most difficult cases with many people in close proximity, and the Pose2Instance predictions are far from being ideal due to the current limitation of the VGG-based pose-estimator output.

In this work, we assess the effectiveness of pose conditioned segmentation performance, and did not evaluate the parallel key-points estimation output. We performed
some qualitative analysis for the pose estimation output from the described multitask and cascaded models. Additionally, we implemented another vanilla pose estimator model with the same network except the segmentation output. We call this model a PoseOnly model which is optimized only for 17-class pose-estimation problem. Our subjective analysis of the latent shape likelihood of person include PoseOnly, multitask and cascaded models. Figure 6.8 shows some visualizations of the latent shape likelihood on some COCO validation images.

6.5 Summary

Our experiments suggest that human pose is a useful domain knowledge even atop state-of-the-art deep person segmentation models. We show that in a constrained environment with oracle keypoints, at various IOU thresholds, the instance segmentation accuracy achieves 10% to 12% relative improvement over a strong baseline with oracle bounding boxes without any training. In a more realistic environment, without the oracle keypoints, the proposed Pose2Instance deep model achieves relatively 3.8% to 10.5% higher segmentation accuracy than the strongest baseline of a deep network trained only for segmentation.

Our proposed method is applicable to any such architecture that shares the necessary properties of the Deeplab model. Models optimized for the segmentation task, including the one covered in our experiments and future better-performing segmentation models, could potentially incorporate the same methodology to utilize pose information.

While at present we show results on images, it is that likely similar dynamics are embedded in videos. Human keypoints ground truth is easier to collect than precise segmentation masks. Thus, a pose conditioned segmentation model can be more powerful for person instance segmentation for natural scenes where people tend to appear in
groups, have dynamic interactions, and partial occlusions. This work represents a first step towards embedding pose into segmentation in complex scenes. An exploratory follow-up work can include investigation on incorporating keypoints based dynamic person model into video segmentation.
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Chapter 7

Object Detection for Embedded Systems

7.1 Background

Deep Convolutional Neural Network (CNN) based models are the current state-of-the-art for object detection. The best methods for object detection aim to increase the accuracy on standard datasets. They run on powerful GPUs that dissipate a huge amount of power. On the other hand, embedded processors and DSPs are great low-power solutions where the instruction sets benefit from fixed-point operations. For practical deployment of object detector on mobile devices, we need low-complexity CNN models that can run on embedded processors. The algorithms need to leverage the fixed point operations without compromising accuracy.

In this chapter, we propose LCDet, a low-complexity object detector to address the above issues. We design and develop an end-to-end TensorFlow-based fully-convolutional deep neural network for object detection inspired by YOLO [RDGF16]. We replace the last two fully connected layers by fully-convolutional layers. For simplicity, we call
YOLO’s last two fully-connected layers as YLDet and the last two convolutional layers of the proposed LCDet as ConvDet. The backend of the CNN architecture is similar to YOLO except LCDet can work on any input image resolution by virtue of being fully-convolutional.

We choose face detection as a use-case due to its many practical applications in mobile phones, although the algorithm is generic enough for any number of classes. The detection pipeline of our TensorFlow-Slim based network requires a single forward pass through the network. Evaluation results for the face detection performance on publicly available FDDB [JLM10] dataset show that the proposed method achieves comparative accuracy with respect to state-of-the-art CNN-based face detection methods while reducing the model size by $3 \times$ and memory-BW by $3 - 4 \times$ comparing with YOLO [RDGF16], one of the fastest DCN-based object detector. Additionally, we quantize the model by 8–bit precision, which leads to additional $4 \times$ memory reduction with almost no loss in detection accuracy. The 8–bit quantization is one of the most important steps for a deployment in fixed-point architectures such as DSPs or dedicated convolution accelerators. We report 8–bit quantization on TensorFlow models for object detection task that heavily uses regression. It is understood that 8-bit quantization of floating point models that are trained for regression is more prone to accuracy drop comparing with the models that are trained for classification. Experimental results show that the object detection accuracy with quantized model reports less than $1 - 2\%$ loss comparing with the floating point model and achieve $20 \times$ performance gain in terms of frame rate per second comparing with the floating-point model.
7.2 Related Work

**CNN-based Object Detection:** Several papers propose ways of using deep convolutional networks for detecting objects [GDDM14, Gir15, RHGS15, SREA14, SREA14, SEZ+13, YYLL16, GK15, AWI+16]. Some approaches classify the proposal regions [GDDM14, Gir15] into object categories and some other recent methods [RHGS15, RDGF16, LAE+15] unify the localization and classification stages. For detailed prior-art on object detectors and their speed-accuracy trade-off can be found in [HRS+16].

Precisely, the single stage detection pipeline of YOLO [RDGF16] is extremely fast. YOLO is the first reported real-time CNN-based object detector model that runs with high-end GPUs. Its performance accuracy on PASCAL VOC [EGW+10] dataset is comparable with state-of-the-art methods. Unlike YOLO, our model is fully-convolutional. Thus it is highly memory-efficient, computationally more effective and not restricted by input image resolution.

**CNN-based Object Detection for Embedded Systems:** The most accurate and best performing CNN-based models require high-end GPUs. There is a growing interest for developing specific hardware design [Mod, CES16] including FPGAs, DSPs, custom vision chips and embedded GPUs for energy efficient CNN-based object-detection. Detailed algorithmic advancements and case-studies for CNN-algorithms for embedded systems can be found in [QWY+16, MYT+16].

The best-performing CNN-based object detection methods which run on real-time (on high-end GPUs), falls significantly short on embedded GPUs. For example, a supplier in surveillance camera market (protecting anonymity for the purpose of reviewing) found out that even after replacing the back-end of YOLO from GoogleNet to a simpler CNN
such as AlexNet, its embedded implementation runs at most 5 frames per second. This motivates us to investigate on fully-convolutional low complexity object detector that can run real-time on embedded platforms.

TensorFlow is open source and used by many developers to create their own AI-applications. Recently [Sb17] announced Snapdragon 835 [Qua17] includes TensorFlow-optimized Hexagon 682 DSP. This DSP architecture and others in this family are designed to process certain features more quickly and at lower power than a CPU or GPU. Our proposed TensorFlow-based model exploits the advantages of similar architecture and is useful for real-time object detection tasks on these platforms.

**CNN-based Face Detection:** We choose face detection as an application and evaluate the proposed object detector $LCDet$ for this task. As per the FDDB evaluation server [JLM10], the state-of-the-art face detection methods are based on convolutional neural networks [YLLT15, LSWW16, YJW$^+$16, WCZ$^+$16, JL16, SWH17, QYLH16]. Yang et al. presented a neural network which combines feature responses regarding facial parts [YLLT15]. Li et al. presented an integrated method of neural networks and 3D face model [LSWW16]. Yu et al. modified VGG-16 networks, and also proposed intersection over union (IoU) loss layer [YJW$^+$16]. Recently presented works are based on faster R-CNN [RHGS15] [WCZ$^+$16, JL16, SWH17]. Our model achieves comparable quality with Faster-RCNN based methods. Additionally, our method meet all the requirements for real-time embedded applications while the above other CNN-based face detection methods can not achieve real-time performance in embedded platforms.
Figure 7.1: YOLO vs proposed network. Output channel’s value 16 corresponds to 1 class-conditional and $1 + 4$ confidence and coordinates for each of the $B = 3$ boxes.

7.3 Methodology

7.3.1 Network Architecture

Our proposed model is inspired by YOLO [RDGF16] which adopts a single-pass detection pipeline combining bounding box localization and classification by a single network with the differences as outlined in Figure 7.1. The last two fully-connected layers of YOLO are replaced by fully-convolutional layers in the proposed model. Let’s suppose, the convolutional layer right before the first fully-connected layer in YOLO is called the final feature map of spatial size $W \times H$. Here, $W_f$ and $H_f$ denote the number of grid centers along the horizontal and vertical axes.

From the same feature layer, the proposed model uses the final layer as a convolutional layer that outputs a grid $(W \times H \times \text{Channels})$ as shown in Figure 7.1. Each grid center is associated with $C$ class probabilities, 1 confidence score, and 4 scalar values of coordinates for each of the $B = 3$ possible bounding boxes. Similar to YOLO, the confidence score is the predictor for Intersection-over-Union with the ground truth bounding box. Finally, we employ Non-Maximum suppression (NMS) for keeping top bounding boxes. During inference, the detection pipeline consists of a single forward pass through the network.
7.3.2 Training Methodology

Unlike Faster R-CNN [RHGS15], which deploys a 4-step alternating training strategy to train Region Proposal Network (RPN) and detector network, our detection network can be trained end-to-end, similarly to YOLO [RDGF16]. We apply a multi-part object detection loss as described in (equation 7.1) similar to YOLO.

\[
\text{loss} = \lambda_{\text{coord}} \left( \sum_{i=0}^{S^2} \sum_{j=0}^{K} \mathbbm{1}^{\text{obj}}_{ij} (x_i - \hat{x}_i)^2 + (y_i - \hat{y}_i)^2 + \sum_{i=0}^{S^2} \sum_{j=0}^{K} \mathbbm{1}^{\text{obj}}_{ij} \left( \sqrt{w_i} - \sqrt{\hat{w}_i} \right)^2 + \left( \sqrt{h_i} - \sqrt{\hat{h}_i} \right)^2 \right) + \\
\sum_{i=0}^{S^2} \sum_{j=0}^{K} \mathbbm{1}^{\text{obj}}_{ij} (C_i^{(T)} - \hat{C}_i)^2 + \lambda_{\text{noobj}} \sum_{i=0}^{S^2} \sum_{j=0}^{K} \mathbbm{1}^{\text{noobj}}_{ij} (C_i - \hat{C}_i)^2 + \sum_{i=0}^{S^2} \sum_{j=0}^{K} \mathbbm{1}^{\text{obj}}_{ij} \sum_{c \in \text{classes}} (p_i(c) - \hat{p}_i(c))^2
\]

(7.1)

where \( \mathbbm{1}^{\text{obj}}_{i} \) denotes if the object appears in cell \( i \) and \( \mathbbm{1}^{\text{obj}}_{ij} \) denotes that \( j \)th bounding box predictor in cell \( i \) is responsible for that prediction. The loss function penalizes classification and localization error differently based on presence or absence of an object in that grid cell. \( x_i, y_i, w_i, h_i \) corresponds to the ground truth bounding box center coordinates, width and height for objects in grid cell (if it exists) and \( \hat{x}_i, \hat{y}_i, \hat{w}_i, \hat{h}_i \) stand for the corresponding predictions. \( C_i \) and \( \hat{C}_i \) denote confidence score of objectness at grid cell \( i \) for ground truth and prediction. \( p_i(c) \) and \( \hat{p}_i(c) \) stand for conditional probability for object class \( c \) at cell index \( i \) for ground truth and prediction respectively. We use similar settings for YOLO’s object detection loss minimization and use values of \( \lambda_{\text{coord}} = 5 \) and \( \lambda_{\text{noobj}} = 0.5 \).

We additionally apply sigmoid activation on the prediction of confidence score. Confidence score should be in [0,1] as it is ideally the IOU predictor. We employ the softmax on class prediction. However, for the special case of single-class detection in YOLO-style, we employ sigmoid activation on 1 class prediction output from the network.
The proposed model uses $448 \times 448$ frames as input while training and regresses on category types and locations of possible objects at each one of $S \times S$ non-overlapping grid cells. For each grid cell, the model outputs class conditional probabilities as well as $K$ bounding boxes and their associated confidence scores. As in YOLO, we consider a responsible bounding box for a grid cell to be the one among the $K$ boxes for which the predicted area and the ground truth area shares the maximum Intersection Over Union. During training, we simultaneously optimize classification and localization error (equation 7.1). For each grid cell, we minimize the localization error for the responsible bounding box with respect to the ground truth only when an object appears in that cell.

### 7.3.3 Detection-Specific Layers

From the feature layer of size $W_f \times H_f \times Ch_f$, YOLO [RDGF16] employs two fully-connected layers. For simplicity, we denote these two layers together as YLDet. We denote the last two convolutional layers of the proposed model by ConvDet.

**Table 7.1**: Comparison between RPN, ConvDet and YLDet. RP stands for Region Proposals, $cls$ denotes classification.

<table>
<thead>
<tr>
<th></th>
<th>RP</th>
<th>cls</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPN</td>
<td>✓</td>
<td>✗</td>
<td>$Ch_f K(5 + C)$</td>
</tr>
<tr>
<td>YLDet</td>
<td>✓</td>
<td>✓</td>
<td>$F_{fc1}(W_f H_f Ch_f + W_o H_o (C + 5K))$</td>
</tr>
<tr>
<td>ConvDet</td>
<td>✓</td>
<td>✓</td>
<td>$F_w F_h Ch_{d1}(Ch_f + (C + 5K))$</td>
</tr>
</tbody>
</table>

In YOLO [RDGF16], input feature map size is $7 \times 7 \times 1024$. $F_{fc1} = 4096$, $C = 20$, $W_0 = H_0 = 7$. Thus the number of parameters in the last two connected layers is about $269 \times 10^6$. The first convolutional layer in the detection specific net in the ConvDet has $Ch_{d1} = 256$. If we use the same feature map sizes, number of output grid centers, ConvDet only requires $2.3 \times 10^6$ parameters, which is $115 \times$ less than YLDet.
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7.3.4 Quantized Model

Often times, DSPs or dedicated convolution accelerators operate on fixed point instruction set. There exists literature on fixed point models for embedded systems [WLW+15, Gys16] for classification task. It is well-known that 8—bit models [Tenb] perform as good as the floating point model specially for classification [VSM11]. The justification for the high accuracy in low-precision modes comes from the fact that the final activation is a probability \( i.e. \) in [0,1] intervals, can be represented with an unsigned number without any concern on scaling. However, we are not aware of many published reports on the study of quantization for detection (regression) task.

We convert the 32-bit floating point models to 8-bit fixed point model via [War, Tena]. Although literature exists for training with low precision mode [CBD14], we perform quantization only for the inference. Since training is performed off-line, it is reasonable and more practical to quantize the trained model for inference.

To quantize the 32-bit floating point to the 8-bit fixed point, we first store minimum and maximum value at a layer. Then, we quantize the relative value to the linearly distributed closest integer in [0,255].

\[
\begin{align*}
w_q &= \left\lceil \frac{255 \cdot (w_f - w_{\min})}{w_{\max} - w_{\min}} \right\rceil \\
\end{align*}
\]

(7.2)

where \( w_q, w_f, w_{\min}, \) and \( w_{\max} \) represents quantized variable, variable in floating point, minimum, and maximum. \( \left\lceil \cdot \right\rceil \) represents rounding to the closest integer.

We see from our experimental results that regression models (such as our LCDet) also works well for low-precision inference. Quantized LCDet is as good as the floating-point model in terms of detection accuracy for the face detection application in general.
7.4 Results and Discussions

In this section, we present the performance of the proposed algorithm with floating point model as well as the associated 8-bit quantization on commonly used face databases such as FDDB benchmark [JLM10] and the Widerface [YLLT16] validation split. We also provide an analysis of the proposed method’s performance in terms of speed, complexity and memory requirements. Although, face detection is studied as a use case here, the network does not use any face-specific processing such as facial parts or attributes. LCDet is a general purpose object detector.

We use transfer learning by first converting the weights for detecting 20-category PASCAL objects [EGW+10] from DarkNet [Red17] library to a TensorFlow checkpoint, called \textit{YOLO PASCAL TF}. For face detection with baseline YOLO [RDGF16], we first restore parameters from the \textit{YOLO PASCAL TF} checkpoint for all except the last layer. We then fine-tune it for the 1-class (only face) object detection task. For LCDet, we restore parameters for all but last two layers from the \textit{YOLO PASCAL TF}. We then initialize the last two layers with random weights and train the proposed LCDet for single-class object detection.

We adopt data augmentation techniques such as scaling and object-centric cropping for reducing overfitting. In our experiments, we use initial learning rate of $10^{-5}$, the minibatch size of 32, and 8K\textit{epochs}. We use Adam [KB14] optimizer for training. We used NVIDIA Tesla K40 GPUs for training and testing experiments. We also trained similar models with batch normalization for the convolutional layers. The training appeared to converge early, but that didn’t yield any improvement in the detection accuracy. In order to minimize the number of parameters, we go with models without batch normalization.
7.4.1 Dataset

FDDB [JLM10] is a benchmark dataset for face detection in unconstrained settings. It contains 2,845 images with a total of 5,171 faces. The dataset provides fixed partitioning of 10 folds. WIDER FACE is a larger dataset [YLLT16] for face detection. It consists of 32,203 images with 393,703 faces. The dataset is organized in 61 event classes. For each event class, 40%, 10%, and 50% of data were selected for training, validation, and testing. The ground truth for test split is not disclosed. In our experiments, we scaled each image to a pre-determined size. For gray-scale images, we duplicate the single channel three times to make them images with three channels.

7.4.2 Detection Accuracy

We first evaluate LCDet for two different nonlinearities such as Leaky ReLU and ReLU at each convolutional layers. Although the model has been initialized from YOLO PASCAL TF which was trained with Leaky ReLU activations. After finetuning for face detection task with two different models with two different activations, we find ReLU activation performs better than leaky ReLU. The performance of LCDet with LeakyReLU vs ReLU has been shown in Figure 7.2. Next we evaluate the performances of LCDet and its 8-bit quantized model on FDDB dataset. The models are trained on FDDB images. This allows us to investigate the performance gap of floating and fixed point models independent of the other components in the whole system.

Figure 7.4 shows the performance of the floating point model and the 8-bit quantized model by the TP-FP curve with discrete score evaluation method per [JLM10]. Solid curve denotes the performance at standard detection criteria i.e. 50% Intersection over Union (IoU) with ground truth. Dotted lines denote less strict but practical detection criteria i.e. 40% IoU with ground truth boxes. Regressed coordinate locations from the
fixed point model suffer from higher deviation from the floating point model prediction. This effect becomes more evident when we increase the IoU criteria for detection. As we see in Figure 7.3, for more relaxed IoU criteria such as 40% IoU, floating vs fixed point model exhibit similar detection performances. However, for stricter detection criteria such as 60% IoU or higher, the performance of the fixed-point model appears to drop significantly, especially for the lower false positive regions on the TP-FP curves.

Mobile devices use face detection for several face based quality enhancement processing such as auto-exposure or auto-focus. Any false detection should be highly penalized as their consequences are more expensive. On the other hand, if the detected box overlaps with the actual face by little less than 50%, certain end use cases that use
face detection bounding box as input can still function with similar performance. In less strict IoU operating region, LCDet fixed point model is regarded as good as the LCDet floating point model. Figure 7.3 shows that the detection rate in those operating points (upto 45% IoU) is similar for floating and fixed LCDet models.

Next, we train LCDet on the Widerface dataset. The Widerface has about $20 \times$ more faces than FDDB. some of the faces are extremely small. We evaluate the performance of LCDet on the Widerface validation dataset using the provided evaluation toolbox. One of the current limitation of the YOLO-style training is that it assumes at most one ground truth object at each grid location, although it can predict up to $k$ objects per grid. For a training image of size $448 \times 448$ means $7 \times 7$ grids, thus can exploit only
Figure 7.4: Performance with varying IOU criteria. The fixed point model achieves 5% improvement in true positives when IOU going down from 50% to 40%. Quantization loss for box coordinate regression is high. Floating point model is relatively resilient to IOU.

49 ground truth objects. On the other hand, the Widerface has more than 100 ground truth faces in at least 200 training images. YOLO-style training could not use all the ground truth available. whereas, faster-RCNN type network can use all possible ground truth objects. As shown in Figure 7.5, the model needs improvement for the localization accuracies specially for small objects mostly present in Widerface. As the IoU criteria is getting relaxed, the model approaches comparable or even better accuracy than other state-of-the-methods.
Figure 7.5: Precision-Recall performance on Widerface Validation set with relaxed IoU criteria.

7.4.3 Complexity and Memory-BandWidth Analysis

We first convert the darknet [Red17] YOLO implementation to TensorFLow-Slim based implementation. We leveraged the weights from the darknet [Red17] for all of the 24 convolutional layers and first fully connected layer. The number of output nodes in the final detection layer is $W_f \times H_f \times (C + K \times 5)$. For face detection task, $C = 1$, and we use $K = 3$ for all our experiments. Then using the mentioned training methodology, we fine-tune all layers for the face detection task. Table 7.2 demonstrates the performance and accuracy of these models along with some of the other recent models on powerful GPUs.

The detection-specific module of LCDet uses two convolutional layers. The first one has 4096 kernels of size $3 \times 3$ and the second one has 16 kernels of $1 \times 1$ size each.
Table 7.2: Inference speed of LCDet vs others on NVidia Tesla K40. YOLO* is our TF-based face detector. Max TP is the highest true positive rate value achieved in FDDB. SSD and Faster R-CNN running time use TF-SSD [B.] and TF Faster RCNN [Cha] respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Size (MB)</th>
<th>FLOPs $\times 10^9$</th>
<th>Speed (FPS)</th>
<th>Max TP</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCDet</td>
<td>250</td>
<td>20</td>
<td>17.55</td>
<td>93.0</td>
</tr>
<tr>
<td>YOLO*</td>
<td>1126</td>
<td>20.1</td>
<td>15.44</td>
<td>85.0</td>
</tr>
<tr>
<td>Faster-RCNN+VGG16</td>
<td>485</td>
<td>98</td>
<td>4.61 [Cha]</td>
<td>96.1 [JL16]</td>
</tr>
<tr>
<td>SSD300+VGG16[LAE$^+$15, B.]</td>
<td>105</td>
<td>31.6</td>
<td>17.97[B.]</td>
<td>NA</td>
</tr>
</tbody>
</table>

Table 7.3: Performance analysis of Fixed-point LCDet in terms of OPs, Memory Activation Footprints

<table>
<thead>
<tr>
<th>Model</th>
<th>Size (MB)</th>
<th>OPs $\times 10^9$</th>
<th>Activation Memory Footprint (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantized YOLO</td>
<td>281</td>
<td>20.1</td>
<td>333</td>
</tr>
<tr>
<td>Quantized LCDet</td>
<td>62</td>
<td>20.0</td>
<td>88</td>
</tr>
</tbody>
</table>

Irrespective the backend feature-extractor network, LCDet has $115 \times$ fewer parameters for only the detection part comparing with YOLO as described in sec 7.3.3.

Next, we analyze and compare the performance of proposed method with respect to the state-of-the-art deep neural network-based object detector simulated on a commercially available Snapdragon platform such as in [Qua17]. Hexagon DSP includes fixed-point vector extensions which make it an attractive computing unit for computer vision applications and provides performance per power compared to CPU and GPUs on mobile platforms. We quantized our baseline YOLO model and also quantized the proposed LCDet model, and compare their relative model sizes and activation memory.
footprints for the same input resolution size as shown in Table 7.3. In Figure 7.6, we compare the achievable frame rate of the following methods: LCDet-float and LCDet-8bit-fixed, SSD-300-8bit-fixed. In a fixed-point implementation, activations and weights are implemented in 8-bits and mapped to vector extension of DSP, whereas in float implementation vector extension is not utilized. By bringing down the model size and bandwidth (BW) per layer, we achieve close to the 20x increase in frame rate with respect to floating point implementation. The average DDR bandwidth that our quantized model requires is roughly 1 Gbps, whereas the instantaneous BW has a wider range reaching close to 20 Gbps for some layers as shown in Figure 7.7. Typically, the DDR BW is throttled when multiple applications are run on the embedded systems and frame rate degrades because of stringent BW constraints. This is depicted in Figure 7.8, where the frame rate drops as DDR BW decreases from 6 Gbps to 1 Gbps.

Figure 7.6: Frame Rate Improvement for Fixed Point Model. Fixed-Point LCDet also outperforms fixed-point SSD300.
7.4.4 Visual Results

We show visual detection results of the face detection performed by the proposed LCDet. Detected faces are marked as blue rectangle. Figure 7.9 to Figure 7.11 demonstrate face detection results on FDDB dataset. These figures show that LCDet detects multiple faces of different sizes and poses accurately for a variety of illumination and scale changes. Some of the difficult examples from the Widerface validation dataset are shown in Figure 7.12. LCDet performs well in detecting faces.

Current limitation of the model is that it struggles in tightly localizing small objects in close proximity. Figure 7.13 demonstrates some of the examples where localization might have failed as per strict 50% IoU criteria (marked as yellow regions), however the detected faces are not false positives for further face-based processing pipeline. The regions marked in red shows missed detections.
Figure 7.8: Effect of available Dynamic Random Access (DDR) memory Bandwidth (BW) on Frame Rate

Figure 7.9: Face detection results for faces with different scales on some images from FDDB.
7.5 Summary

We propose LCDet, a low-complexity fully-convolutional neural network for object detection amenable for embedded deployment. This is a unified localization and classification model inspired by [RDGF16] that bypasses the object proposals bottleneck. LCDet performs comparably with state-of-the-art CNN-based face detection methods on FDDB, while being one of the most computationally effective method. We additionally perform 8-bit quantization on this TF-slim based LCDet model, and report one of the first analysis of quantized model for regression model. The quantized LCDet model performs as good as floating point model and reduces the memory footprint by $4 \times$. Quantization makes this model apt for implementation in DSPs, or dedicated convolution accelerators.
Although, face detection is studied as a use case here, the network is not optimized for face-specific detection. It is easily expendable to detect any other object categories.

We are aware of the very recent work YOLO9000 [RF16] that has become the state-of-the-art on standard object detection datasets. YOLO9000 that is an improved version of YOLO. Empirically, the performance of LCDet lies between YOLO [RDGF16] and YOLO9000 [RF16]. On the other hand, another recent work SqueezeDet [WIJK16] on low-complexity CNN achieves state-of-the-art performance on KITTI object detector. SqueezeDet appears to be the smallest object detector by virtue of powerful but small backend network of SqueezeNet [IMA16]. As a future work, we will evaluate the relative performance of our proposed model comparing with these methods. It is also interesting to explore SqueezeNet as the back-end and study performance of quantization.
Figure 7.13: Localization challenges of LCDet on Widerface images. Faces marked as the yellow regions are considered false positives as per 50% IoU criteria, but true positive for more relaxed IoU criteria. The regions marked in red show missed detections.
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