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Chapter 1

Definitional scope in the Internal Revenue Code

1.1 Introduction

The Internal Revenue Code is notoriously complex. Sometimes its complexity is attributed to its size, or to its graduated rate schedule, or to the many exceptions to general rules that permeate the statute. But part of its complexity is due to its structure, which in turn is due in part to the Code’s many interlinked sections, to the “dependencies” among the various sections of the Code (Katz & Ruhl, 2015). This chapter identifies and analyzes a particular type of dependency in the Code, what it terms the problem of “definitional scope,” and uses the problem of definitional scope as a case study to argue for the benefit of formalizing proposed legislation.

The Internal Revenue Code is rife with explicit cross-references, and almost all of those are internal cross-references—references within the Internal Revenue Code to other sections of the Internal Revenue Code. Approximately 97% of citations in the Internal Revenue
Code are to sections within the Code, rendering the Code “almost entirely self-contained” (Katz & Bommarito II, 2014). For example:

No gain or loss shall be recognized if property is transferred to a corporation by one or more persons solely in exchange for stock in such corporation and immediately after the exchange such person or persons are in control (as defined in section 368(c)) of the corporation.

(Internal Revenue Code, Section 351(a)) (emphasis added)

This statute, Section 351(a), explicitly calls Section 368(c). But other dependencies arise not from explicit cross-reference, but from definitions. Definitions, like explicit cross-reference, call other portions of the Code, but they do so implicitly. Thus, for example:

This paragraph shall not apply to any redemption made pursuant to a plan the purpose of effect of which is a series of redemptions resulting in a distribution which (in the aggregate) is not substantially disproportionate with respect to the shareholder.

(Internal Revenue Code, Section 302(b)(2)(D)) (emphasis added)

The phrase “substantially disproportionate” in Section 302 is defined earlier in the same section, and thus calls earlier language.

Cross-references and definitions need not be distinct—a Code section can cross-reference a definition, as in “property (as defined in [S]ection 317(a)),” which appears in Section 301. But a definition need not be explicitly cross-referenced to apply. It is these non-explicitly cross-referenced definitions that this chapter studies. In particular, the chapter studies examples of problems of definitional scope: when the Code uses a term but the structure of the Code leaves unclear to what a term refers.
The chapter studies such definitions in service of two larger points. First, the chapter draws attention to a different sort of ambiguity than that usually studied in the Internal Revenue Code. There are any number of projects studying ambiguity of the meaning of terms or phrases in the Code in particular (e.g., (Geier, 1994), (Heen, 1996), (McCaffery, 1996), (McCormack, 2009)) and in statutes and other sources of law in general (e.g., (Alexander & Sherwin, 2008, Part III). But little attention is paid to ambiguity in the structure of the Code.¹ I do not mean “structure” in the sense that it is sometimes defined: as “the theoretical construct that overarches the sum total of the entire Internal Revenue Code... [and] includes such ideas as the same dollars should not be taxed to the same person more than once” (Geier, 1994, p. 497). Rather, I mean structure in the sense of the formal interrelation of the parts of the Code.

To understand the structure of a statute and resolve its ambiguities, one must understand the substance of that statute. But the structure itself is in some sense the skeleton on which the substance is hung (though the two can never really be separated). The structure of the Code has at least three components: rule interaction, scope, and cross-reference. This chapter deals with a portion of the last component, as definition is a type of cross-reference.

Second, the chapter uses the example of definitional scope as a case study to encourage formalization of proposed legislation. Formalization would have a range of advantages. It could help drafters avoid unintentional ambiguity and refine the language used in the statute; it could provide helpful guidance for those wishing to interpret the statute; and it could help move the law closer to legibility by a computer—that is, it could help on the journey to actual legal artificial intelligence. This chapter thus builds upon the work of Layman Allen, though it also differs from that work. Most significantly, while Allen

¹An important exception this is the work of Layman Allen, e.g., (L. E. Allen, 1956), (L. Allen, 1980), and especially (L. E. Allen & Engholm, 1979), which describes four types of ambiguity that can arise from imprecise drafting. He differentiates between ambiguity within sentences and among sentences; “definitional scope,” as I describe it in this chapter, could be any of Allen’s four types of ambiguity.
argues that formal logic should be included in statutes, this chapter encourages a more moderate approach, in which drafters would use formalization of language as a tool to guide them in drafting, but the legislation itself would remain free of formalization.

1.2 The problem of definitional scope

An explicit definition in the Internal Revenue Code, like definitions in statutes in general, provides a set of words that can be substituted throughout the text for another word or set of words. Definitions in the Code are extensional: if $X = Y$, then anywhere in the Code that $X$ appears, $Y$ can be substituted salva veritate. Such definitions may seem simple: as one scholar has written, “when Congress inserts a definitional section, courts resort…to the statutory definition alone. Congress in effect replaces a fuzzy and complicated algorithm with a simple cut-and-paste function: ‘Where one sees $X$, one shall read $Y’” (Rosenkranz, 2002, p. 2104). For example, the U.S. Code defines “person” as including “corporations, companies, associations, firms, partnerships, societies, and joint stock companies, as well as individuals.” Thus wherever one sees the term “person” (“Every United States person shall furnish…such information as the Secretary may prescribe….”), one substitutes “corporations, companies” and so forth.

But in fact, what this putatively simple cut-and-paste function requires can itself be ambiguous and require further inquiry of the sort one usually associates with statutory interpretation. The complication comes not in the “cut and paste” portion, but rather in deciding what one should highlight, as it were, to cut and paste.

As this section describes more fully, some sections of the Code involve a problem of the following form:

Main Rule: If $A$ is $X$, then $B$. 
Definition: $X$ means [definition].

Limitation: This section applies only if $A$ has characteristic $Y$.

Other Rule: If $A$ is $X$, then $C$.

The question is what to do when $A$ is $X$, but $A$ does not have characteristic $Y$. Does $C$ hold? Is the definition of $X$ contained only in the definition section? Or should the limitation be incorporated into the definition?

It may seem obvious from the abstraction that if $A$ is $X$, then $C$, regardless of whether $A$ has characteristic $Y$. It’s true that the main rule applies only if $A$ has characteristic $Y$. But why should that carry over to the Other Rule? After all, aren’t definitions a “simple cut-and-paste function”? In fact, as an examination of the actual law in this area shows, the answer is far from clear.

While ambiguity is not always problematic, unintentional ambiguity can create a range of problems. Unclear law increases the compliance burden, as even taxpayers who want to comply must spend time and money attempting to determine what the law means. Complexity can also be dispiriting to taxpayers and thus reduce voluntary compliance (Joint Committee on Taxation, 1998, p. 142). Ambiguity in the law also creates burdens for the IRS, which must help taxpayers comply. Moreover, because an ambiguous provision has at least two reasonable interpretations, ambiguous provisions can lead to increased audits, more protracted audits, and even litigation, all of which creates additional burdens for both taxpayers and the government. Congress itself recognizes the problem of unintentional ambiguity in the law; it has mandated an annual Tax Law Complexity Analysis, which is to include, inter alia, areas “in which the law is uncertain” (Internal Revenue Service Restructuring and Reform Act of 1998, 1998, Section 4022(a)). Unintentionally ambiguous definitional scope, which this section describes, is thus a problem.

This section looks at the problem as it arises in the context of, first, the home mortgage
interest deduction, and, second, corporate redemptions. Because the statutory text is critical for this analysis, the relevant portions of the statutes described below are reproduced in Appendix A.

1.2.1 Home mortgage interest deduction

The problem of definitional scope appears in Section 163(h) of the Internal Revenue Code, which addresses the home mortgage interest deduction. This section first describes the relevant law and then highlights the structural ambiguity.

In general, interest payments are deductible (Section 163(a))\(^2\). However, personal interest payments are not deductible (Section 163(h)(1)). “Personal interest payments” are defined by exclusion: all payments are personal interest payments except six discrete items, including “qualified residence interest,” commonly known as “home mortgage interest” (Section 163(h)(2)(D)).

The statute defines qualified residence interest as interest accrued on either “acquisition indebtedness” or “home equity indebtedness,” both with regard to a “qualified residence” of the taxpayer, up to a certain amount of indebtedness (Section 163(h)(3)(A)). A “qualified residence” includes both the taxpayer’s principal residence and any other residence of the taxpayer if the taxpayer makes an election to count that residence as a qualified residence (163(h)(4)(A)).

Acquisition indebtedness is defined in Section 163(h)(B)(i) as debt that “is incurred in acquiring, constructing, or substantially improving a qualified residence of the taxpayer, and . . . that is secured by such residence” (Section 163(h)(3)(B)(i)) Under a separate “Limitation” provision in Section 163(h)(B)(ii), the maximum amount that can be “treated

\(^2\)Parenthetical references are to sections of the Internal Revenue Code or the regulations thereunder.
as “acquisition indebtedness for a given year is $1 million.

For example, imagine a taxpayer who purchases a $1.4 million primary residence with $300,000 cash and takes out a $1.1 million purchase money mortgage that is secured by the house. The interest rate on the debt is 8%, accruing and payable annually, so the taxpayer owes $88,000 of interest per year. However, not all of the $88,000 is deductible under the acquisition indebtedness provision, because only the interest on $1 million is deductible with respect to acquisition indebtedness, and the $88,000 represents interest on $1.1 million. With respect to acquisition indebtedness, the taxpayer may deduct only the proportionate amount of interest—the number that stands in the same proportion to $88,000 that $1 million bears to $1.1 million. Therefore, the taxpayer may deduct $80,000 as interest on acquisition indebtedness.

However, the statute also allows a deduction for another type of home mortgage interest, interest on home equity indebtedness. Home equity indebtedness is debt that is not acquisition indebtedness and that is secured by a qualified residence, subject to two restrictions. First, debt is home equity indebtedness only to the extent that the debt does not exceed the fair market value of the qualified residence reduced by the amount of acquisition indebtedness with respect to that residence. Second, the total amount treated as home equity indebtedness cannot exceed $100,000.

As another example, consider a taxpayer in the highest tax bracket who buys a home for $600,000, all of which is paid for using debt secured by the house, and assume that she uses the home as her principal residence. She pays 10% annual interest on the debt, all of which is acquisition indebtedness. Each year, therefore, she may deduct $60,000 with respect to the debt.

After a few years, she has paid down none of the principal on the first loan, and because the value of her house has increased to $750,000, another lender is willing to lend her
an additional $150,000 secured by the house, in addition to the $600,000 she has already borrowed. Of this $150,000, she may take deductions with respect to the interest payments on $100,000. The $150,000 debt is secured by the home and does not exceed the fair market value of the qualified residence ($750,000) reduced by the acquisition indebtedness ($600,000), but the total amount treated as home equity indebtedness cannot exceed $100,000. If the fair market value of the home were $650,000 instead of $750,000, she would be able to take deductions for the interest payments only with respect to $50,000, the fair market value of the qualified residence ($650,000) reduced by the acquisition indebtedness ($600,000).

All this is unproblematic. The problem of definitional scope arises in Section 163(h) because the term “acquisition indebtedness” is used in the definition of home equity indebtedness. Home equity indebtedness is indebtedness that is not acquisition indebtedness and also meets the other requirements described above. What does it mean, then, to be “not acquisition indebtedness”? Is acquisition indebtedness the amount incurred in acquiring, etc., the qualified residence and secured by that residence? Or is it the amount allowed only up to $1 million under the “limitation” provision (Schmalbeck, Zelenak, & Lawsky, 2015, p. 390)?

Put another way, what should substitute for acquisition indebtedness in the portion of the definition of home equity indebtedness defines home equity indebtedness as, in part, something that is not acquisition indebtedness? “Amount incurred in acquiring, etc.” or “amount incurred in acquiring, etc. up to $1 million”? If the latter, then if a taxpayer borrows $1.1 million to acquire his home, he may deduct the interest with respect to the first $1 million as interest with respect to acquisition indebtedness, and the interest with respect to the last $100,000 as interest with respect to home equity indebtedness. If the former, then the last $100,000 cannot be home equity indebtedness.

The U.S. Tax Court has addressed this issue, though it assumed the answer rather than
discussing its reasoning directly. In *Pau v. Commissioner*, taxpayers purchased a home for $1,780,000, including a mortgage of $1,330,000. They then took a mortgage interest deduction of $107,226, which was interest with respect to $1,100,000 of debt. The IRS allowed the deduction of interest with respect to $1,000,000 of debt and disallowed the deduction of interest with respect to $100,000 of the debt. This position was in accordance with an earlier administrative ruling, Notice 88-74, which gave a definition of acquisition indebtedness that did not include the $1 million limitation:

Section 163(h)(3)(B) provides that the term acquisition indebtedness means debt (1) which is incurred in acquiring, constructing, or substantially improving a qualified residence of the taxpayer, and (2) which is secured by such qualified residence.

(Internal Revenue Service, 1988)

Nowhere in the section of the Notice entitled “Definition of Acquisition Indebtedness” did the IRS mention the $1 million limitation. The Tax Court adopted the position of the notice and refused to allow the $100,000 to be treated as home equity indebtedness: “Petitioners … did not demonstrate that any of their debt was not incurred in acquiring, constructing or substantially improving their residence” (*Pau v. Commissioner*, 1997, p. *13). For something to qualify as acquisition indebtedness, it needed only to have the correct purpose (and to be secured by a qualified residence). It did not need to have the correct purpose and be below $1 million. The Tax Court took the same approach in (*Catalano v. Commissioner*, 2000), in which it permitted deductions only with respect to $1 million of debt rather than $1.1 million, because all of the debt had been used for the purpose of acquiring a home.

To be home equity indebtedness, a debt needed not to be acquisition indebtedness. To show that something is not acquisition indebtedness, one must show that at least one of
the parts of its definition fails to hold. If the only two parts of the definition are a correct purpose (buying a home) and the correct security (the home), then if both are true, the debt in question is acquisition indebtedness and cannot be home equity indebtedness. But if there is a third prong, the “less than $1 million” prong, and that prong fails to hold, the whole definition fails, because the definition is conjunctive, and thus each part is required in ordered for the debt to be acquisition indebtedness.

Interestingly, the IRS subsequently disavowed this win and issued a ruling that it would not follow Pau and would permit interest deductions with respect to $1.1 million of debt even if all of the debt was used for acquiring, constructing, or substantially improving a residence. The ruling incorporated the $1 million limitation into the definition of “acquisition indebtedness”:

Section 163(h)(3)(B)(i) provides that acquisition indebtedness is any indebtedness that is incurred in acquiring, constructing, or substantially improving a qualified residence and is secured by the residence. However, 163(h)(3)(B)(ii) limits the amount of indebtedness treated as acquisition indebtedness to $1,000,000 ($500,000 for a married individual filing separately). Accordingly, any indebtedness described in Section 163(h)(3)(B)(i) in excess of $1,000,000 is, by definition, not acquisition indebtedness for purposes of Section 163(h)(3).

(Internal Revenue Service, 2010) (emphasis added)

This stands in contrast to its definition of acquisition indebtedness in the earlier IRS notice. The Tax Court subsequently adopted this position as well (Edosada v. Commissioner, 2012). The problem of definitional scope in Section 163(h) was thus finally recognized and resolved by the IRS and Tax Court.
1.2.2 Substantially disproportionate corporate distribution

A similar ambiguity arises in the context of corporate redemptions. There are two possible tax characterizations when a corporation acquires its own stock from its shareholder in exchange for money or other property. Because such a transaction resembles both a sale by the shareholder and a distribution of corporate assets, the redemption may be treated as a sale or exchange of the stock, on the one hand, or as a distribution to the shareholder, on the other (Section 302).

The distinction matters to taxpayers for two possible reasons. First, for either corporate or individual taxpayers, a “sale or exchange” transaction lets the taxpayer recover basis, generally lowering the amount of income subject to tax (Section 1001). Second, corporate shareholders pay little or no tax on dividends received from other corporations due to the dividends-received deduction (Section 243). (Under current law, most dividends received by individuals are taxed at capital gains rates, so whether the distribution is taxed as a dividend or a sale or exchange does not affect the rate at which taxed is imposed on individuals (Section 1(h)(11)). Section 302 determines which treatment properly applies in which circumstances.

Consider, for example, the situation in which a corporation has one shareholder who owns all of the corporate stock. If the corporation redeems some portion of that shareholder’s shares in exchange for money, the shareholder still owns all of the corporate stock. The net effect is that the shareholder’s ownership of the corporation is unchanged but the shareholder has money in hand that previously was in the corporate coffers. This looks exactly like a dividend-type distribution to the shareholder. Accordingly, this redemption is treated as a distribution and handled under the tax rules relating to distributions, which treats a distribution as a dividend to the extent of the corporation’s earnings and profits (Section 301(a), (c)(1)).
If, on the other hand, Shareholder A owns 50 shares of a corporation, Shareholder B owns the other 50 shares, and the corporation redeems 25 shares from Shareholder A, Shareholder A’s proportionate ownership in the corporation changes. Following the redemption, Shareholder A owns one-third of the corporation (25 out of 75 shares), whereas before the redemption he owned half the corporation (50 out of 100 shares).

Section 302 provides five situations in which redemptions should be treated as sales or exchanges of property. Under Section 302(a), if a redemption is not captured by one of these five situations, it is to be treated as a distribution (that is, potentially a dividend), and analyzed accordingly. One of these five situations is described in Section 302(b)(2)—the paragraph that creates the definitional scope problem in this section. Subparagraph (A) of Section 302(b)(2) states: “Subsection (a) shall apply [giving sale treatment] if the distribution is substantially disproportionate with respect to the shareholder.” Subparagraph 302(b)(2)(C) is labeled “Definitions” and provides the definition of “substantially disproportionate.” According to this subparagraph, a distribution is substantially disproportionate if it meets two tests. First, the shareholder’s percentage ownership of voting stock after the redemption must be less than 80% of his percentage ownership prior to the redemption. Second, the same test must be met with respect to the shareholder’s common stock. (Call these two tests the “80% tests.”)

Take, for example, a corporation that has 100 shares of voting common stock outstanding and no other outstanding stock. Shareholder A owns 80 shares prior to a redemption. Then 50 shares of Shareholder A are redeemed. Prior to the redemption, Shareholder A owned 80% of the stock (80/100). After the redemption, Shareholder A owns 60% of the stock (30/50). Shareholder A passes both 80% tests, because 80% of 80% is 64%, so the shareholder owns less than 80% of his percentage ownership of both voting and common stock prior to the redemption.

This redemption would not, however, count as substantially disproportionate for pur-
poses of Section 302(a). For in addition to the definitional subparagraph, Section 302(b)(2) contains what it terms a “limitation.” This limitation precedes the definitional subparagraph, and it states that the paragraph (i.e., paragraph 302(b)(2)) shall not apply unless another test is met: “This paragraph shall not apply unless immediately after the redemption the shareholder owns less than 50 percent of the total combined voting power of all classes of stock entitled to vote” (the “50% test”). In the scenario above, the redeemed shareholder still owns 60% percent (30/50) of the voting power after the redemption, and therefore the redemption does not count as substantially disproportionate for purposes of determining whether the redemption is treated as a distribution in payment in exchange for the stock.

All this is clear. The problem of definitional scope arises because there is an additional provision, Section 302(b)(2)(D), that uses the term “substantially disproportionate.” It states that “paragraph [302(b)(2)] shall not apply to any redemption made pursuant to a plan the purpose or effect of which is a series of redemptions resulting in a distribution which (in the aggregate) is not substantially disproportionate with respect to the shareholder.” Does this use of “substantially disproportionate” include the 50% test, which is labeled a limitation? Or does it include only the two 80% tests listed in the “definition” portion of Subsection 302(b)? One’s immediate response may be that it must include only the two 80% tests, as those are the only tests in the “definition.”

And indeed, the example provided in the regulations seems to support this reading. In this example (Treas. Reg. Section 1.302-3(b), ex.), Corporation M has 400 shares of common stock outstanding, and each of four shareholders owns 100 shares. The corporation redeems 55 shares from Shareholder A, 25 from Shareholder B, and 20 from Shareholder C. The regulation states only that “[f]or the redemption to be disproportionate as to any shareholder, such shareholder must own after the redemption less than 20 percent (80 percent of 25 percent) of the 300 shares of stock then outstanding.” It then concludes
that the distribution is disproportionate only with respect to Shareholder A, because only Shareholder A owns less than 60 shares (20% of 300). It does not mention the 50% test. A also passes the 50% test, so this example isn’t conclusive. But when considering the meaning of substantially disproportionate, the regulation does consider only the definitional portion of the subsection (i.e., the 80% tests).

But perhaps because the relevance of the 50% test is not so clear, the IRS and a court are apparently of the view that the 50% test should be incorporated into the definition of “substantially disproportionate” for purposes of the rule on series of redemptions. First, in (Internal Revenue Service, 1985), the IRS addressed a fact pattern in which Corporation X was owned by four shareholders, A, B, C, and D. Corporation X had only one class of stock, which was voting common stock.

Prior to the events described in the Revenue Ruling, Shareholder A owned 1466 shares, Shareholder B owned 210, Shareholder C owned 200, and Shareholder D owned 155. Thus, prior to the events described, Shareholder A owned 72.18% of the shares (1466/2031). On March 15, the corporation redeemed 902 of Shareholder A’s shares. Shareholder A then owned 49.96% of the shares (564/1129), and Shareholder A’s new ownership percentage was only 69% of Shareholder A’s previous ownership percentage. Shareholder A therefore passed both the 50% test and the 80% tests. On March 22, all of Shareholder B’s shares were redeemed. Shareholder A then owned 61.37% of the shares (564/919), and Shareholder A’s new ownership percentage was 85% of his original ownership percentage. Shareholder A thus failed both the 50% test and the 80% tests.

The Revenue Ruling focused on whether there was a “plan” for purposes of Section 302(b)(2)(D). Once it found that there was a plan, the ruling found it relevant that “the redemption meets neither the 50 percent limitation of section 302(b)(2)(B) nor the 80 percent test of section 302(b)(2)(C). Thus, the redemption of Shareholder A’s shares was not substantially disproportionate within the meaning of section 302(b)(2).” Nothing depended
here on the 50% limitation; because the redemption failed the 80% test, it would have failed to qualify as substantially disproportionate regardless of the result of the 50% limitation. Nonetheless, the IRS did deem the 50% limitation relevant.

Similarly, the United States Tax Court has included the 50% limitation in the definition of “substantially disproportionate,” but nothing in the court’s opinion depended on this inclusion. In (Glacier State Electric Supply Court v. Commissioner, 1983), the taxpayer put forth a series of arguments, one of which relied on the court’s finding that there was a series of redemptions that had the purpose or effect of a distribution that failed the substantial disproportionality test. The court found that there was a plan, but that the purpose was other than failing the substantial disproportionality test. Additionally, the second redemption had not yet occurred, and prior to the second redemption the facts could change such that the effect was also not a distribution that failed the substantial disproportionality test.

As part of its discussion, the court stated that “[t]he purpose for enacting section 302(b)(2)(D) was to prevent an obvious abuse of the 50-percent and 80-percent tests of section 302(b)(2)” (Glacier State Electric Supply Court v. Commissioner, 1983, p. 1059). It provided two citations for this claim: the legislative history, and a treatise. Neither citation actually supports its claim, however.

The legislative history (Senate Report 1622, 1954) would not be dispositive of the interpretation even if it did mention the 50% test, but in fact, it does not. Moreover, the legislative history is, unfortunately, incorrect on its face. In the process of illustrating the operation of the series-of-redemptions provision of Section 302(b)(2)(D), the legislative history re-states the 80% tests and then provides an example in which a corporation has 100 shares of common stock outstanding. These are its only shares. X owns 55 shares, and Y owns 45 shares.
In Year 1, the corporation redeems 12 shares of stock from Shareholder X. The legislative history states that this redemption “standing alone qualifies as a disproportionate redemption,” but it does not show the math. Unfortunately, when one does work out the math, prior to the first redemption, Shareholder X owns 55% of the corporation (55/100), and after that redemption, Shareholder X owns 48.86% of the corporation (43/88). But 48.86% is 89.09% of 55%, which means that this redemption does not qualify as a disproportionate redemption, as 89.09% is not less than 80%. This appears to be an error that results from a failure of the drafter to reduce the number of shares outstanding by the number of shares redeemed ((Bernbach, 1955, p. 600), (Bittker, 1956, p. 39); see Figure 1.1.)

That said, continuing with the second redemption in the example, the corporation redeems 10 shares from Shareholder Y. At this point, if the math is worked out correctly, Shareholder X fails both tests, because Shareholder X owns a slightly higher percentage of the stock than he did originally, and also owns more than 50% of the stock. Shareholder Y, on the other hand, fails the 80% test but not the 50% test. The legislative history says that both have failed the test: “when the two transactions are reviewed together it
is apparent that [Shareholder X] and [Shareholder Y] have not sufficiently changed their respective proportionate interests in the corporation.” This is an accurate statement regardless of whether the 50% test is relevant, and indeed, this example sheds no light at all on whether the 50% test is relevant (especially since one shareholder passes it and the other fails).

Because the legislative history does not work out the math correctly, one might wonder whether this analysis is relevant at all. It is. If one assumes, as does Bittker, that the Report is wrong because it fails to reduce the total number of shares in the corporation, neither Shareholder X nor Shareholder Y fails either test after the second redemption. (See Figure 1.2.)

**Figure 1.2: Incorrect Analysis**

<table>
<thead>
<tr>
<th>Incorrect Analysis</th>
<th>Representation</th>
<th>X</th>
<th>Y</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before Redemption 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shares</td>
<td>$A$</td>
<td>55</td>
<td>45</td>
<td>100</td>
</tr>
<tr>
<td>Percent</td>
<td>$B = \frac{A_{\text{sh}}}{A_{\text{total}}}$</td>
<td>55%</td>
<td>45%</td>
<td></td>
</tr>
<tr>
<td>Redemption 1</td>
<td>Shares Redeemed</td>
<td>C</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Shares</td>
<td>$D = A - C$</td>
<td>43</td>
<td>45</td>
<td>88</td>
</tr>
<tr>
<td>Percent (incorrect)</td>
<td>$E = \frac{D_{\text{sh}}}{A_{\text{total}}}$</td>
<td>43%</td>
<td>45%</td>
<td></td>
</tr>
<tr>
<td>Percent of original</td>
<td>$F = \frac{E}{B}$</td>
<td>78.18%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>After Redemption 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shares</td>
<td>$H = D - G$</td>
<td>43</td>
<td>35</td>
<td>78</td>
</tr>
<tr>
<td>Percent (incorrect)</td>
<td>$J = \frac{H_{\text{sh}}}{A_{\text{total}}}$</td>
<td>43%</td>
<td>35%</td>
<td></td>
</tr>
<tr>
<td>Percent of original</td>
<td>$K = \frac{J}{B}$</td>
<td>78.18%</td>
<td>77.17%</td>
<td></td>
</tr>
</tbody>
</table>

According to the legislative history, both shareholders fail the 80% test. For the numbers to support this characterization, one must determine the shareholders’ respective percentage ownerships by not reducing the total number of shares in the corporation for the first redemption, and then correctly reducing the total number of shares for the second redemption (See Figure 1.3.)
The treatise the court cites also does not support its claim that the purpose of Section 302(b)(2)(D) was to avoid abuse of, inter alia, the 50% test (the treatise available to the court was (Bittker & Eustice, 1979, para. 9.22); the current language contains the same language (Bittker & Eustice, 2015, para. 9.03)). Rather, the treatise simply provides an example that shows two redemptions that pass both tests when considered separately, but pass neither when considered together. The treatise builds upon the example from the regulations described above and proposes a second step, in which later, according to a plan, 75 of Shareholder D’s shares are also redeemed. After the second step, Shareholder A would own 20% of the corporation, because he would own 45 of Corporation M’s outstanding 225 shares. This is, as the treatise puts it, “an insufficient reduction in his percentage” (Bittker & Eustice, 1979, p. 9–21)—that is, Shareholder A fails the 80% test. The treatise does not mention the 50% test. In short, it is unclear whether the definition of “substantially disproportionate” includes the 50% limitation.
1.2.3 Resolving problems of definitional scope

The ambiguities presented above could be resolved by drafting changes. Limitations meant to be included in definitions can be incorporated into the respective “definitions” sections. Limitations not meant to be included in later “calls” to the term can be explicitly excluded in the later call, or the definition can be more precisely demarcated.

For example, if the definition of acquisition indebtedness is meant to include the $1 million limitation, the statute could be redrafted as follows. (Changes have been made to the definition of home equity indebtedness as well to maintain a parallel construction.)

(B) ACQUISITION INDEBTEDNESS.—The term “acquisition indebtedness” means any indebtedness which—

(i) is incurred in acquiring, constructing, or substantially improving any qualified residence of the taxpayer; and

(ii) is secured by such residence;

(iii) to the extent such indebtedness does not exceed $1,000,000.

(C) HOME EQUITY INDEBTEDNESS.—The term “home equity indebtedness” means any indebtedness which

(i) is not acquisition indebtedness; and

(ii) is secured by a qualified residence;

(iii) to the extent the aggregate amount of such indebtedness does not exceed the lesser of

(I) the fair market value of such qualified residence, reduced by the amount of ac-
quisition indebtedness with respect to such residence, and

(II) $100,000.

If, on the other hand, the $1 million limitation is not meant to be part of the definition of acquisition indebtedness, the subsequent use of the term “acquisition indebtedness” could make that clear by referring only to the relevant provisions. When the term is used later, the Code could say explicitly that the term is to be defined by reference only to the portion of the Code labeled “definition.” Thus the definition of acquisition indebtedness could be left the same, but the definition of home equity indebtedness modified to read as follows (new language in italics):

(i) In general.—The term “home equity indebtedness” means any indebtedness (other than acquisition indebtedness (as defined in Section 163(h)(3)(B)(i))…

This explicitly calls the definitional language but omits the $1 million limitation, which appears in Section 163(h)(3)(B)(ii).

Similarly, if the 50% limitation is meant to be part of the definition of substantially disproportionate, the limitation could be included in the definitions section. Section 302(b)(2)(B), the “Limitation” portion, could be deleted completely, and the new definition section changed to read as follows:

(B) [OMITTED]

(C) DEFINITIONS.—For purposes of this paragraph, the distribution is substantially disproportionate if—

(i)

(I) the ratio which the voting stock of the corporation owned by the shareholder immediately after the redemption bears to all of the voting stock of the corporation
at such time,

is less than 80 percent of—

(II) the ratio which the voting stock of the corporation owned by the shareholder immediately before the redemption bears to all the voting stock of the corporation at such time;

(ii) immediately after the redemption the shareholder owns less than 50 percent of the total combined voting power of all classes of stock entitled to vote; and

(iii) the shareholder’s ownership of the common stock of the corporation (whether voting or nonvoting) after and before redemption also meets the 80 percent requirement of Section 302(b)(2)(C)(i).

If the 50% test is not meant to be included in the definition, Section 302(b)(2)(D) could thus be rewritten (new language in italics):

This paragraph shall not apply to any redemption made pursuant to a plan the purpose or effect of which is a series of redemptions resulting in a distribution which (in the aggregate) is not substantially disproportionate (as defined in Section 302(b)(2)(C)) with respect to the shareholder.

This excludes the 50% test, which appears in Section 302(b)(2)(B).

While fixing the law after it has been enacted is possible, preventing unintentional ambiguities from entering the law is preferable. The next section turns to the question of how unintentional ambiguities can be avoided in future legislation.
1.3 A general solution: formalizing the Code

This section proposes that drafters\(^3\) should, as part of the process of drafting legislation, formalize the proposed language.

For example, if the correct definition of a “substantially disproportionate” redemption is a redemption that meets both the voting stock reduction test and the common stock reduction test—but not necessarily the 50% test—one could write

\[ \text{SubDisp}(S) \leftrightarrow (\text{VotingReduction}(S) \land \text{CommonReduction}(S)) \]

This is only the first step in formalization. One would also have to define the various predicates (\(\text{VotingReduction}(S), \text{CommonReduction}(S)\)). Section 1.4 includes a fuller formalization of the law.

The proposal here is not that the statute itself would include this formalization. Rather, drafters would formalize proposed language to permit themselves to check the structure of that language. Formalizing tax legislation will help prevent unintentional structural ambiguity such as problems of definitional scope from making its way into the Code, because formalization will force the drafters to notice the ambiguity. For example, as noted above, if the correct definition of a “substantially disproportionate” redemption is a redemption that meets both the voting stock reduction test and the common stock reduction test, the proper formalization is as follows:

\[ \text{SubDisp}(S) \leftrightarrow (\text{VotingReduction}(S) \land \text{CommonReduction}(S)) \]

On the other hand, if the correct definition of “substantially disproportionate” also includes the 50% test, the formalization would look like this:

\[ \text{SubDisp}(S) \leftrightarrow (\text{VotingReduction}(S) \land \text{CommonReduction}(S) \land \text{50\%Reduction}(S)) \]

\(^3\)Not Congressmen themselves, but professional drafters such as those who work for the Office of the Legislative Counsel or the Joint Committee on Taxation.
SubDisp(S) ↔

\[(\text{VotingReduction}(S) \land \text{CommonReduction}(S) \land \text{Ownership}(S))\]

where “Ownership(S)” indicates that the 50% ownership test is met with respect to Shareholder S.

As Section 1.4 demonstrates more fully, it is not possible to formalize this Code section without resolving which definition is correct. Formalizing the legislation would thus require drafters to be extremely precise about certain aspects of their drafting and would prevent careless or unintentional ambiguity. One would imagine, for example, that had the drafters attempted to formalize Section 302(b)(2), they would have noticed the ambiguity and resolved it. The final formalization itself would not have been particularly noteworthy; the benefit—avoidance of unintentional ambiguity—would have been garnered from the act of formalization itself.

The act of formalization would therefore be helpful and desirable even if the formalization were not published. If the formalization were published along with other legislative history, however, other benefits could accrue. For example, a formalization could be useful if a statute is particularly complex, as in some situations the formalization might be easier to understand than the language of the statute, readers of the statute who need to understand the statute’s structure more clearly could resort to the formalization. This could be useful even in the absence of ambiguity. The formalization would not be binding. It would not itself be the legislation, and should be given the same weight, or lack of weight, as any other legislative history.

Finally, formalizing statutes would help the project of applying artificial intelligence to law. By “artificial intelligence,” I mean machines that can actually reason about the law, not programs like TurboTax (as useful as such programs are) that simply translate tax
instruction forms onto a computer. The field of law and artificial intelligence is large and ever-growing. Understandably, however, much of the work in this area is highly theoretical and relatively untethered to the language of the law. Formalized statutory language that tracks the actual structure of the law will make it easier for the theoretical work and the law to converge. And when artificial intelligence does come to reason about the law, it will only be as good as the inputs are accurate. Drafters’ formalizations will be tremendously helpful in making those inputs as accurate as possible.

There are objections to the idea of formalizing proposed legislation, but none are particularly persuasive. Three principal objections are as follows.

First, it may seem too complicated to ask drafters to formalize proposed legislation. But even if the current staff would not be able to formalize the legislation, there are no shortage of people who could be hired for the purpose of formalizing proposed language. The formalization could be done by a separate group, perhaps within the Joint Committee on Taxation, or a similarly nonpartisan, expert office. Moreover, legislative drafters are generally nonpartisan and increasingly sophisticated (Shobe, 2014). While formalization may look daunting to some, in fact it is fairly easy to grasp. Even if drafters could not generate formalizations themselves, they would soon acquire the ability to interpret them.

Second, and relatedly, it may seem too costly to formalize the language of statutes, and the payoff may seem to be too small. Take the examples of problematic definitional scope described above. They may seem minor, and at least one was eventually resolved. Would avoiding them really have been worth hiring several extra staffers to translate proposed language?

But the cost of formalizing must be weighed against the costs of not formalizing. That is, the ex ante cost of avoiding structural ambiguity seems likely to be less than the ex post cost of dealing with that ambiguity. The ex post cost includes not only litigation that could
have been avoided had the ambiguity been absent, but also increased compliance costs, as even those who do not litigate must spend time and resources to resolve the ambiguity, as well as audit costs, if the IRS disagrees with the approach some taxpayers have taken. Formalization would join pre-enactment analyses such as cost estimates provided by the Congressional Budget Office whose benefit has been deemed to outweigh their cost. Additionally, approaches to drafting legislation are not static. As formalizers attempted to formalize various proposed legislation, they would return to the drafters and ask them to resolve ambiguities. The drafters might eventually learn how to write language that is more easily formalized (i.e., clearer), and thus the cost of formalizing could become lower over time.

Finally, one might object that what has here been characterized as problematic definitional scope is in fact not a problem at all, and that more generally, Congress may sometimes wish to leave obscure precisely what constitutes a definition. The familiar advantages of ambiguity in legislation (e.g. (Grundfest & Pritchard, 2002), (Rosenkranz, 2002, pp. 2155–2156)) could apply just as easily to this sort of ambiguity. Perhaps the ambiguity was intentional. Perhaps Congress could not resolve the issue, or perhaps it wished to leave a gap in the statute—here, a structural gap, as it were, but a gap nonetheless—that would later be filled by an administrative agency or the courts.

Given the mechanical, mathematical nature of the contexts in which these ambiguities arise, it seems unlikely that the ambiguities are intentional. That is particularly true of Section 302(b)(2), which was intended to provide a bright-line rule to allow taxpayers to avoid resort to a facts-and-circumstances test (Bittker & Eustice, 2015, para. 9.01). However, formalization would not prevent drafters from including problems of definitional scope in legislation. Indeed, more broadly, it would not prevent drafters from crafting legislation that was structurally unclear or ambiguous. That the statute was formalized, and that the formalization revealed an ambiguity, would in no way prevent such an am-
biguity from remaining in the legislation, just as knowing that a term in a statute is am-
biguous does not mean that the term is automatically removed.

Faced with an ambiguity, formalizers could publish alternate formalizations and indicate
that it was unclear from the language of the legislation which was correct. Or they could
choose not to publish a formalization of that portion of the statute, but rather publish an
explanation of why they could not formalize it. While formalization would not prevent
drafters from including ambiguities, it would help prevent drafters from including such
ambiguity unintentionally. While there may be advantages to ambiguity, drafters should
at the very least be able to make the conscious choice whether to include that ambiguity.

### 1.4 Formalizations

This Section provides possible examples of the formalization of the law described above.
As noted above, what follows is by no means the only possible way to formalize these
provisions.

#### 1.4.1 Home mortgage interest deduction

Represent the taxpayer’s debt by an ordered triple:

\[ \alpha = \langle \text{Purpose}, \text{Secured}, \text{Amount} \rangle \]

(One could generalize even further, such that if the taxpayer has \( n \) debts, represent each
debt by \( \alpha_i \), where \( 0 \leq i \leq n \).

Purpose is the purpose for which the debt was incurred, Secured is the property, if any,
that secures the debt, and Amount is the amount of the debt. Further, define the following
terms with respect to debt $\alpha$:

Interest($\alpha$, Payment): Payment is an interest payment with respect to debt $\alpha = \langle \text{Purpose, Secured, Amount} \rangle$.

Purpose($\alpha$) (or, respectively, Secured($\alpha$), Amount($\alpha$)): project out the first (or, respectively second, third) element of $\alpha$, an ordered triple.

APurpose($x$): Purpose $x$ is to acquire, construct, or substantially improve a qualified residence.

QRes($x$): Residence $x$ is a qualified residence.

AI($\alpha$) = AI($\langle \text{Purpose, Secured, Amount} \rangle$): $\langle \text{Purpose, Secured, AIAmount} \rangle$, where AIAmount is the extent to which debt $\alpha$ is acquisition indebtedness.

HEI($\alpha$) = HEI($\langle \text{Purpose, Secured, Amount} \rangle$): $\langle \text{Purpose, Secured, HEIAmount} \rangle$, where HEIAmount is the extent to which debt $\alpha$ is home equity indebtedness.

QRI($\alpha$, Payment): a payment, Payment, with respect to debt $\alpha$ is qualified residence interest.

The obscurity arises immediately when attempting to define acquisition indebtedness. In particular, is acquisition indebtedness to be defined in terms of amount, or only in terms of purpose?

That is, would one say of debt $\alpha$ that the entire debt is acquisition indebtedness? Or would one say that the debt is acquisition indebtedness only up to a certain amount? If the government’s initial reading of the statute is correct, the statute would be formalized as follows.

\[ QRI(\alpha, \text{Payment}) \leftrightarrow \]
Interest(AI(α), Payment) ∨ Interest(HEI(α), Payment)

Acquisition indebtedness would be defined as follows:

\[
AI(\alpha) = \alpha \leftrightarrow \\
APurpose(Purpose(\alpha)) \land QRes(Secured(\alpha))
\]

To define home equity indebtedness first define the preliminary term TotalAI(r): the sum of all acquisition indebtedness with respect to a particular qualified residence r.

Then define home equity indebtedness as follows (where “Min(x, y)” simply means “choose the minimum of x and y,” and “FMV(x)” means “fair market value of x“):

\[
HEI(\alpha) = \alpha \leftrightarrow \\
\neg(AI(\alpha) = \alpha) \land QRes(Secured(\alpha)) \land \\
Amount(HEI(\alpha)) = \text{Min}(Amount(\alpha), (FMV(Secured(\alpha)) - TotalAI(Secured(\alpha))))
\]

And, finally:

\[
QRI(\alpha, Payment) \leftrightarrow \\
(\text{Min(Interest(AI(\alpha), Payment), Interest($1,000,000, Payment)))} \\
\lor \\
\text{Min(Interest(HEI(\alpha), Payment), Interest($100,000, Payment)))}
\]
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The taxpayer argued that the limitation was part of the definition, i.e., if the requirements were met, the debt in question is acquisition indebtedness, but only to the extent of the lesser of $1,000,000 or the amount of the debt.

That is, the taxpayer argued that two preliminary rules are needed, as follows:

1. (APurpose(Purpose(α)) ∧ QRes(Secured(α))) → AI(α), where Amount(AI(α)) is the lesser of $1 million and Amount(α).

2. QRes(Secured(α)) → HEI(α), where Amount(HEI(α)) is the lesser of $100,000, on the one hand, and, on the other hand, the lesser of Amount(α) and FMV(Secured(α)) − Amount(AI(α)).

And that the final rule is simply:

\[ QRI(α, \text{Payment}) \leftrightarrow \text{Interest}(AI(α, \text{Payment})) \lor \text{Interest}(HEI(α, \text{Payment})) \]

The statute cannot be formalized without resolving this dispute.

### 1.4.2 Disproportionate distribution

Set the follow meanings:

P: Prior to the relevant redemption

R: In the relevant redemption

V: Voting stock

C: Common stock
A: All shareholders

S: Shareholder

Define each type of stock by the ordered triple

\[ \alpha = \langle \text{Timing}, \text{Type}, \text{Shareholder} \rangle \]

where Timing equals \( P \) or \( R \); Type equals \( V \) or \( C \); and Shareholder equals \( A \) or \( S \) (i.e., the shareholder or shareholders whose stock is being described).

The relevant triples are thus

\[ \langle P, V, A \rangle: \text{All outstanding voting stock prior to the redemption.} \]

\[ \langle P, V, S \rangle: \text{Shareholder } S\text{'s voting stock prior to the redemption.} \]

\[ \langle R, V, S \rangle: \text{Voting stock redeemed with respect to Shareholder } S, \]

\[ \langle R, V, A \rangle: \text{All voting stock redeemed in the redemption.} \]

\[ \langle P, C, A \rangle: \text{All outstanding common stock prior to the redemption.} \]

\[ \langle P, C, S \rangle: \text{Shareholder } S\text{'s common stock prior to the redemption.} \]

\[ \langle R, C, S \rangle: \text{Common stock redeemed with respect to Shareholder } S. \]

\[ \langle R, C, A \rangle: \text{All common stock redeemed in the redemption.} \]

Finally let \( |\alpha| \) equal the amount of stock of type \( \alpha \).

The 20% voting stock reduction test of Section 302(b)(2)(C)(i) can be represented as follows, where VotingReduction(S) means that the 80% voting reduction test is met with respect to Shareholder S.
VotingReduction(S) ↔
\[
\frac{|\langle P, V, S \rangle| - |\langle R, V, S \rangle|}{|\langle P, V, A \rangle| - |\langle R, V, A \rangle|} < 80\% \left( \frac{|\langle P, V, S \rangle|}{|\langle P, V, A \rangle|} \right)
\]

This is the only language that is actually part of the definition.

The 20% common stock reduction test is set as flush language immediately below the definition in 302(b)(2)(C). It applies “[f]or purposes of this paragraph,” i.e., for purposes of Section 302(b)(2), and it can be formalized as follows:

CommonReduction(S) ↔
\[
\frac{|\langle P, C, S \rangle| - |\langle R, C, S \rangle|}{|\langle P, C, A \rangle| - |\langle R, C, A \rangle|} < 80\% \left( \frac{|\langle P, C, S \rangle|}{|\langle P, C, A \rangle|} \right)
\]

Finally, there is a “limitation” in 302(b)(2)(B), which states that “this paragraph,” i.e., 302(b)(2), applies only if the 50% voting stock ownership test is met. This test can be represented as follows:

Ownership(S) ↔
\[
\frac{|\langle P, V, S \rangle| - |\langle R, V, S \rangle|}{|\langle P, V, A \rangle| - |\langle R, V, A \rangle|} < 50\%
\]

What, then, should one substitute when one sees the term “substantially disproportionate”? One possibility is as follows:

SubDisp(S) ↔
\[
VotingReduction(S) \land CommonReduction(S)
\]

Another possibility is that the 50% voting stock ownership test is functionally part of the definition of substantially disproportionate:
SubDisp(S) ↔

\[ \text{VotingReduction}(S) \land \text{CommonReduction}(S) \land \text{Ownership}(S) \]

This is important because 302(b)(2)(D) (still part of the paragraph in question) states that
302(b)(2) will not apply to any series of redemptions that results in a distribution that
is not “substantially disproportionate.” Because of the structural ambiguity, it’s not clear
whether the 50% voting stock ownership test should be taken into account when applying
this subparagraph.

1.5 Conclusion

This chapter identifies a previously overlooked type of ambiguity in the tax law: the prob-
lem of definitional scope. It describes the problem and then proposes a way to avoid such
problems in the future: the process of legislative drafting should include formalizing the
proposed language of the statute. The chapter also provides two examples of formalized
statutory language. Formalization, the chapter explains, permits more precise drafting,
which in turn lowers compliance and enforcement costs. Formalization also makes the
law more accessible to analysis by artificial intelligence.

The chapter describes a discrete problem in the Internal Revenue Code, but similar prob-
lems of structural ambiguity likely arise elsewhere in the tax law and, indeed, in other
statutes as well. The solution proposed here thus likely has wide application.
Chapter 2

Modeling rule-based legal reasoning

2.1 Introduction

Law in the United States is derived from, among other sources, cases (the “common law”) and statutes. Common law reasoning is, without question, a puzzle. When students are taught to “think like lawyers” in their first year of law school, they are taught common law reasoning. Books on legal reasoning—and there are many—are devoted almost entirely to common law reasoning. How do courts reason from one case to the next? Is common law reasoning reasoning from analogy? How should common law reasoning be modeled? How can it be justified?

Statutory reasoning, in contrast, is taken as simple in legal scholarship. Statutory interpretation—how to determine the meaning of words in a statute, the relevance of the lawmakers’ intent, and so forth—is much discussed, but there is little treatment of the structure of statutory reasoning once the meaning of the words is established. For example, the chapter in (Alexander & Sherwin, 2008) entitled “Interpreting Statutes and Other Posited Rules” addresses only the problems of interpreting the lawmaker’s intended meaning.
The actual reasoning underlying statutory analysis is disposed of in just two pages: statutory reasoning simply involves following rules. Statutory reasoning is difficult only to the extent that understanding a term in the statute is difficult, and the meaning of the term, they explain, will be determined by a court, which throws us right back into common law reasoning. (Levi, 1949) deals with statutory reasoning in a similarly cursory fashion: statutory reasoning is often considered deductive, he explains, and, while this may not be true, it is a useful approach; any complications that arise come from “ambiguity in the words used” (Levi, 1949, p. 28).

This chapter examines the structure of statutory reasoning after ambiguities are resolved and the meaning of the statute’s terms established. For statutory reasoning is not best understood as merely deductive. And while statutory reasoning can be fruitfully modeled using formal logic, standard formal logic is not the best approach for modeling statutory reasoning. Rather, this chapter argues, using the Internal Revenue Code and accompanying regulations, judicial decisions, and rulings as its primary example, that at least some statutory reasoning is best characterized as defeasible reasoning—reasoning that may result in conclusions that can be defeated by subsequent information—and is best modeled using default logic.

A range of literature argues that legal reasoning is best understood as defeasible reasoning, including (Prakken & Sartor, 2004), (Hage, 2003), (Sartor, 1992), and (Sartor, 1994). Indeed, the word “defeasibility” is borrowed from the law; the term dates back at least to (Hart, 1948). The belief revision project of Alchourron, Gärdenfors, and Makinson, described in (Gärdenfors, 2003), began as a way to model legal reasoning. Yet these sources generally (though not entirely) neglect the intrinsic defeasibility of statutory reasoning. For example, (Gärdenfors, 2003) takes legal codes as “a set of propositions together with their logical consequences” (Gärdenfors, 2003, p. 101). Belief revision is relevant to understanding legal codes, but only because rules are added and removed. (Hage, 2003)
argues that legal reasoning may be defeasible, but his reasons for defeasibility include only that the burden of proof or the process of discovery may introduce new information, and that extralegal considerations may include implied exceptions to the law. (Walker, 2007) argues for the application of default logic to the law, but limits his discussion to reasoning about evidence (fact-finding). There are a few examples of defeasible statutory reasoning in the literature. (Horty, 2012), for example, provides a fictional example of a conflict between a federal and state statute to illustrate default reasoning. This chapter takes a similar approach, but instead of using a fictional example, it draws from an actual statute and demonstrates defeasibility intrinsic to the statute itself.

2.2 Defeasible reasoning and default logic

Once deductive reasoning provides a conclusion, nothing within deductive reasoning can unseat that conclusion. Consider a very basic deductive argument: “If A, then B. A. Therefore, B.” Given A, no additional information can shake the reasoner from B. (Of course, changing the information one has can change the conclusion. “I thought that if A, then B. But I was wrong. So although I have A, I cannot conclude B.”) Because conclusions arrived at through deductive reasoning cannot be defeated by additional information, such conclusions are indefeasible.

Most everyday reasoning, in contrast, leads to defeasible conclusions, conclusions that might be defeated by additional information. Defeasible reasoning is sometimes referred to as the logic of jumping to conclusions. In the classic example, someone learns that Tweety is a bird and concludes that Tweety can fly. But this conclusion is defeasible, because additional information could cause the reasoner to change his mind. For example, if the reasoner learns that Tweety is is a penguin, he will conclude that Tweety can’t in fact fly.
Because deductive logic is indefeasible—regardless of additional information, a conclusion, once reached, will not be rejected—the formalization of deductive logic (“standard logic”) is monotonic. That is, for any sets of propositional formulas \( \Gamma, \Delta \), and some formula \( \varphi \), if \( \Gamma \vdash \varphi \), and \( \Gamma \subseteq \Delta \), necessarily \( \Delta \vdash \varphi \).

In contrast, formalized defeasible logic is nonmonotonic. That is, where we take \( \models \) to mean “defeasibly prove,” or “tend to show,” if \( \Gamma \models \varphi \), and \( \Gamma \subset \Delta \), it is not necessarily true that \( \Delta \models \varphi \). Return to Tweety. Where \( P \) means “Tweety is a penguin,” \( B \) means “Tweety is a bird,” and \( F \) means “Tweety can fly,” represent the situation in which we know that Tweety is a bird as \( \Gamma = \{ B \} \). Conclude, defeasibly, that Tweety can fly, i.e., \( B \models F \). But now consider the expanded belief set \( \Delta = \{ B, P \} \), i.e., Tweety is a bird and Tweety is a penguin. \( \Gamma \subset \Delta \), but penguins can’t fly, so this expanded belief set no longer supports jumping to the conclusion that Tweety can fly, i.e., \( \Delta \not\models F \), and in fact, the expanded belief set supports the conclusion that Tweety can’t fly, \( \Delta \models \neg F \). This is nonmonotonic reasoning: we reject an earlier conclusion \( F \) because of additional information \( P \).

There are a variety of ways to formalize nonmonotonic reasoning. This chapter uses a variant of default logic, which was originally developed in (Reiter, 1980). Under this approach, the reasoner has a set of propositional formulas, \( \mathcal{W} \), which we can informally think of as a world; default rules, \( \delta \in D \); and a relationship between the default rules, \(<\). The relationship establishes the relative priority of the default rules—which rule takes precedence over another—and thus this approach is a type of prioritized default logic.

For example, consider trying to determine whether a particular person—call him Henry—can read. If the only information you have is that Henry lives in the United States (“UnitedStates”), you should conclude that he can read (“Read”). (According to (Central Intelligence Agency, 2014), approximately 99% of the U.S. population older than 14 can read, and according to (U.S. Census Bureau, 2010), 80% of the U.S. population is older than 14.) If you learn, however, that Henry is five years old, you should con-
clude he cannot read, as most children in the United States do not read before age six (call younger than age six “Young”). These two rules together give us our set \( \Delta \) of default rules, rules that might be defeated by each other or by other rules. These rules don’t apply with certainty, but in general they are good guides to reasoning. If we have no additional information, \( \Delta = (W, D, <) \), where

\[
\mathcal{W} = \emptyset
\]

\[
D = \{\delta_1, \delta_2\}
\]

\( \delta_2 : \text{UnitedStates} \supset \text{Read} \)

\( \delta_1 : \text{Young} \supset \neg \text{Read} \)

\( < : \delta_1 < \delta_2 \)

The “lower” the rule, the stronger, so here, \( \delta_1 \) dominates \( \delta_2 \). That is, if both might apply, \( \delta_1 \) “beats” \( \delta_2 \).

This chapter uses an “order of application” variant of default logic. As argued in Chapter 4, statutory rules are best considered supernormal, which permits the use of a modified (simplified) version of (Brewka & Eiter, 2000): consider the default rules from strongest to weakest, adding to the set of things one should believe the rule we are considering at each stage if that rule is consistent with already adopted beliefs. Because the rules are considered from strongest to weakest, stronger rules will keep out weaker, inconsistent rules. And the belief set will itself be consistent, because a rule can be added only if it is consistent with what one already believes.

Formally, consider a fully-prioritized default theory \( \Delta = (D, W, <) \), where \(<\) is a well

\(^1\)In contrast to the approach in Horty’s work, described infra, here the lower rule must dominate the higher rule. As described below, construction of the set of accepted rules proceeds recursively, from strongest to weakest, and so the well-ordering here serves to ensure that one can always pick the strongest rule remaining.
ordering on $D$. That is, $<$ is irreflexive and transitive with respect to the default rules, and any non-empty subset of default rules has a least element.

In (Brewka & Eiter, 2000), each default rule $d$ is of the form $a : b_1, \ldots, b_n / c$, where $n \geq 1$, which means that given $a$, if $b_1 \ldots b_n$ is consistent with what has already been accepted, then ( defeasibly) conclude $c$. Each $a, b$, and $c$ is a first-order formula. Call $a$ the prerequisite, the $b_i$ formulas the justifications, and $c$ the consequent. Define functions $\text{pre}(d)$, $\text{just}(d)$, and $\text{cons}(d)$ to pick out the prerequisite, the set of justifications, and consequent, respectively, of $d$. Define $\neg \text{just}(d) = \{\neg a | a \in \text{just}(d)\}$.

A default rule $d = a : b / c$ is normal if $b$ is logically equivalent to $c$. A default rule $d$ is prerequisite-free if $a$ is a logical truth, $\top$. A rule that is normal and prerequisite-free is supernormal. A supernormal default rule is of the form $: c / c$, and can be taken to mean “if $c$ is consistent with has already been derived, conclude $c$.” Because, as argued in Chapter 4, statutory rules are best considered as supernormal, write a default rule representing a statutory rule as a formula $c$. Writing a default rule $d = a : b / c$ as $c$ should be taken to mean, in Brewka and Eiter’s terms, that $\text{pre}(d) = a = \top$, $\text{just}(d)$ is logically equivalent to $c$, and $\text{cons}(d) = c$.

For a set of formulas $S$, a default $c$ is active in $S$ if $\neg \text{just}(d) \cap S = \neg\{c\} \cap S = \emptyset$ and $c \notin S$. (Recall that we write $c$ for the elements of the set of justifications instead of $d$ because the rule is supernormal and $\text{just}(d)$ is logically equivalent to $c$.) That is, $c$ is consistent with $S$, and $c$ has not yet been applied.

Additionally simplify the Brewka and Eiter approach because there are a countable, indeed, a finite number of laws. Define an operator $C$ (modified from (Brewka & Eiter, 2000)):

$$C(\Delta) = \bigcup_{\alpha \geq 0} E_{\alpha},$$

where $E_0 = \text{Th}(W)$. That is, $E_0$ is the set of all formulas that are classically entailed by $W$ (i.e., provable from $W$ using standard monotonic logic).
For every natural number $\alpha \geq 0$,
\[
E_{\alpha+1} = \begin{cases} 
E_{\alpha} & \text{if no default from } \mathcal{D} \text{ is active in } E_{\alpha} \\
Th(E_{\alpha} \cup \{d\}) & \text{otherwise, where } d = \min_{<} \{d' \in \mathcal{D} | d' \text{ is active in } E_{\alpha}\}
\end{cases}
\]

Brewka and Eiter posit that the set of rules a reasoner should adopt is the preferred extension of $\Delta$, where $E$ is the preferred extension of $\Delta$ exactly when $E = C(\Delta)$. (There is always exactly one preferred extension, because there is only one way to proceed through the construction process. At any step, because $<$ is a well ordering, there is either a single least element in the set of rules that are active, or there are no rules left that are active.) The general idea is that a rule applies unless it is defeated by a higher-priority rule.

For example, return to the literacy question. Suppose we are told that Henry is from the United States (“UnitedStates”) and is four years old (“Young”). Now $\Delta = (W, D, <)$, where

$W = \{\text{UnitedStates}, \text{Young}\}$

$D = \{\delta_1, \delta_2\}$

$\delta_2 : \text{UnitedStates} \supset \neg \text{Read}$

$\delta_1 : \text{Young} \supset \neg \text{Read}$

$\prec : \delta_1 < \delta_2$

$E_0 = Th(W) = Th(\{\text{UnitedStates}, \text{Young}\})$

The most powerful active rule in $E_0$, i.e., the highest priority (lowest ranked) rule consistent with $E_0$ and not yet applied, is $\delta_1 : \text{Young} \supset \neg \text{Read}$. Therefore,

$E_1 = Th(W \cup \{\text{Young} \supset \neg \text{Read}\})$
While $\delta_2$ is not yet part of the belief set, it is not active, because it is inconsistent with $E_1$. In particular,

$$\neg\{\text{UnitedStates } \supset \text{Read}\} \cap Th(W \cup \{\text{Young } \supset \neg \text{Read}\}) =$$

$$\{\text{UnitedStates } \land \neg \text{Read}\} \cap Th(W \cup \{\text{Young } \supset \neg \text{Read}\}) =$$

$$\{\text{UnitedStates } \land \neg \text{Read}\} \neq \emptyset$$

Therefore, $E_n = E_1$ for $n \geq 1$, and $C(\Delta) = \bigcup_{\alpha \geq 0} E_\alpha = E_1$. Thus, under Brewka and Eiter’s approach, a reasoner should adopt the set of beliefs that are derived from $W \cup \{\text{Young } \supset \neg \text{Read}\}$ and conclude, defeasibly, that Henry cannot read.

A legal example helps show why this approach to formalizing defeasible reasoning captures statutory reasoning well.

### 2.3 Formalizing Section 163

This section further formalizes the law described in Section 1.2.1. As described in that section, the relevant law provides three main rules with regard to the deductibility of interest.

First, in general, interest payments (“Interest”) are deductible (“Deductible”).

$$\delta_3 : \text{Interest } \supset \text{Deductible}$$

Second, even though in general interest payments are deductible, personal interest payments (“Personal”) are in general not deductible.
\[\delta_2 : \text{Personal } \supset \neg \text{Deductible}\]

And, finally, even though personal interest payments are in general not deductible, if the personal interest payments are payments of qualified residence interest (“QRI”), then those payments are deductible. Even though no rule within Section 163 suggests that this rule is defeasible, it is defeasible, because other rules in the Internal Revenue Code may defeat it.

\[\delta_1 : \text{QRI } \supset \text{Deductible}\]

It may seem that \(\delta_1\) does not track the Code. According to the Code, “personal” interest does not include, inter alia, qualified residence interest. So the Code embeds the exception for qualified residence interest within the definition of personal. But, notwithstanding the language of the Code, qualified residence interest is conceptually an exception to the rule that personal interest is not deductible. This is how court opinions, treatises, and the legislative history characterize the rule, even as they accurately reflect its placement in the Code. I provide a few examples below, selected almost at random from the relevant pool of sources; each of these examples could be multiplied.

In *Pau v. Commissioner*, the Tax Court states, “Section 163(h) disallows personal interest deductions unless they fit within certain narrowly prescribed categories. Among these narrow exceptions is the deduction for interest on a qualified residence.” Of course, by the language of the Code, Section 163(h) simply disallows what it defines as personal interest deductions, and deductions for interest on a qualified residence is not a personal interest deduction. But notwithstanding the structure of the Code, the court reads the
home mortgage interest deduction as an exception to the personal interest rule. Similarly, a leading federal income taxation treatise states, “Personal interest is nondeductible under [Section] 163(h), unless it is ’qualified residence interest’ ” (Bittker, McMahon, & Zelenak, 1995, Section 18.04). Again, strictly speaking, from the structure of the Code, personal interest is nondeductible, and personal interest does not include qualified residence income.

The history of current Section 163(h) also reflects the home mortgage interest deduction as an exception from the general rule that personal interest is not deductible. In the tax reform proposal that limited personal interest deductions, the change in law was described as limiting the deduction of “all interest not incurred in connection with a trade or business (other than interest on debt secured by the taxpayer’s principal residence…)” (Reagan, 1985, p. 323). (For a general discussion of the history of the mortgage interest deduction that clearly reflects that the deduction is an exception to the general rule that personal interest is not deductible, see (Ventry, 2010).)

Additionally, order the rules, defining $\delta_1 < \delta_2, \delta_2 < \delta_3$. That is, $\delta_1$ dominates $\delta_2$, $\delta_2$ dominates $\delta_3$, and by transitivity $\delta_1$ dominates $\delta_3$.

There are also two statements that are certain (essentially, they are definitional) and thus go in W (additional information may also go in W): personal interest payments are always interest payments, and qualified residence interest payments are always personal:

- Personal $\supset$ Interest
- QRI $\supset$ Personal

Thus:
\[ W = \{ \text{Personal} \supset \text{Interest}, \text{QRI} \supset \text{Personal} \} \]

\[ \delta_3 : \text{Interest} \supset \text{Deductible} \]

\[ \delta_2 : \text{Personal} \supset \neg \text{Deductible} \]

\[ \delta_1 : \text{QRI} \supset \text{Deductible} \]

\[ < : \delta_1 < \delta_2 < \delta_3 \]

This \( \Delta = (W, D, <) \) shows the general structure of the system of rules. Formally defining these terms adds a level of complication, as described in Chapter 1, but at heart, these rules provide the structure of Section 163(h). (One might argue that there are four relevant rules, and that one should consider that in general, payments are not deductible—that is, without an explicit statutory authorization, no deduction may be taken. I.e., add Interest \( \supset \) Payment to \( W \), and \( \delta_0 : \text{Payment} \supset \neg \text{Deductible} \) to \( \Delta \). But for our purposes, these three suffice.)

To see how these rules combine, take, for example, the situation in which an individual makes a payment of personal interest, and there is no evidence that the payment is qualified residence interest.

\[ W = \{ \text{Personal} \supset \text{Interest}, \text{QRI} \supset \text{Personal}, \text{Personal} \} \]

\[ E_0 = Th(W) = \]

\[ Th(\{ \text{Personal} \supset \text{Interest}, \text{QRI} \supset \text{Personal}, \text{Personal} \}) \]

The first rule to consider is \( \delta_1 : \text{QRI} \supset \text{Deductible} \). This rule is consistent with \( E_0 = Th(W) \) and has not yet been applied. Therefore, add it to \( E_0 \) in order to obtain \( E_1 \). (It may seem strange to have this rule in our belief set, as it does not seem relevant. In fact, it is
critical that we include it, as in other scenarios it will prevent the problem of, for example, the Order Puzzle from arising. For more on this see Chapter 5. Thus:

\[ E_1 = \text{Th}(W \cup \{\delta_1\}) = \text{Th}(\{\text{Personal} \supset \text{Interest}, \text{QRI} \supset \text{Personal}, \text{Personal, Interest, QRI} \supset \text{Deductible}\}) \]

Next consider \( \delta_2 : \text{Personal} \supset \neg \text{Deductible} \). This rule is consistent with \( \text{Th}(E_1) \), so add it as well.

\[ E_2 = \text{Th}(E_1 \cup \{\delta_2\}) = \text{Th}(\{\text{Personal} \supset \text{Interest}, \text{QRI} \supset \text{Personal}, \text{Personal, Interest, QRI} \supset \text{Deductible}, \text{Personal} \supset \neg \text{Deductible}\}) \]

Next, \( \delta_3 \), which is not consistent with \( E_2 \), because \( \neg (\text{Interest} \supset \text{Deductible}) \in E_2 \). There are no more rules to apply, and the union of all the \( E_\alpha \) is, obviously, equal to \( E_2 \). Therefore the preferred extension \( E \) of \( \Delta \) is \( \text{Th}(W \cup \{\delta_1, \delta_2\}) \). \( \neg \text{Deductible} \in \text{Th}(W \cup \{\delta_1, \delta_2\}) \). Therefore, the interest payment in question is not deductible.

2.4 The benefits of nonmonotonicity

Nonmonotonic logic isn’t *necessary* for representing defeasible reasoning (Alchourrón, 1993, e.g.). Take Section 163, for example. One arrives at the correct answer (deductible or not deductible) with just these two rules, in standard monotonic logic:
Interest ∧ (¬ Personal ∨ QRI) ⊃ Deductible
Interest ∧ Personal ∧ ¬ QRI ⊃ ¬ Deductible

Thus (Dworkin, 1967) proposes that rules are “all or nothing”: an “accurate” statement of a rule takes all exceptions into account and “legal consequences follow automatically” (Dworkin, 1967, p. 25).

Or perhaps the choice between representing statutory reasoning using, on the one hand, a nonmonotonic logic, or, on the other, a monotonic logic is a false choice: other non-standard logics may actually be better suited to represent statutory reasoning. For example, (Nolt, Gray, MacLennan, & Ploch, 1995) propose a logic for statutory law based on relevance logic, which adds constraints to the conditional in order to require a tighter connection relation between the antecedent and the consequent (Priest, 2008, e.g. ch. 10).

But my claim isn’t that nonmonotonic logic is required to represent statutory reasoning, but rather that nonmonotonic logic is preferable for formalizing the Code, as compared both to standard nonmonotonic logic and to other nonstandard logics. As (Hage, 2005) puts it, whether to use nonmonotonic logic in a particular situation is a question of pragmatics. What logic is best depends on one’s purpose. (Nolt et al., 1995), for example, aims to find a logic that permits artificial intelligence to reach accurate legal conclusions (Nolt et al., 1995, p. 122). (Nolt et al., 1995) does not track extant statutory structure, but for their purpose, whether the logic accurately reflects, for example, the statutory structure is of little interest. But in the case of statutory reasoning, the pragmatics is on the side of nonmonotonic logic, for at least three reasons. I use Section 163 as the example here, but again, Section 163 is in no way unique.

First, strictly speaking, some metarule is required to know how to apply the rules of Sec-
tion 163, because on their face, the rules of Section 163 are inconsistent. Section 163(a) states simply, “There shall be allowed as a deduction all interest paid or accrued within the taxable year on indebtedness.” It does not say, for example, “except as otherwise stated in this Section, there shall be allowed as a deduction all interest paid. . . .” (There are sections of the Code that contain explicit carveouts; for example, Section 61 states, “Except as otherwise provided in this subtitle, gross income means. . . .” But Section 163(a) does not contain such language.)

Section 163(h) seems, again, strictly speaking, inconsistent with the rule in Section 163(a): “In the case of a taxpayer other than a corporation, no deduction shall be allowed . . . for personal interest paid or accrued during the taxable year.” How is one to reconcile “there shall be allowed as a deduction all interest” with “no deduction shall be allowed . . . for personal interest”? The statute itself does not tell us. Of course, this is not difficult to resolve: the more specific rule (Section 163(h)) dominates the more general rule (Section 163(a)). But simply on the statute’s face, deductive logic is not sufficient to represent the rules, because deductive logic provides no tools for resolving the (apparent) inconsistency of the statute.

The metarules that resolve this problem, and others like it, are called “canons of statutory interpretation.” While many of the canons help resolve ambiguities in the language of the statute, and thus do not properly apply to the task of this chapter, others are relevant, such as the canon that the more specific rule controls. (As (Llewellyn, 1949) notes, the canons can have a “thrust and parry” nature, with many canons having an equal and opposite canon—but in the core cases canons can resolve conflicts.)

This is consistent with the approach of (Dworkin, 1967) to rules:

[W]e cannot say that one rule is more important than another within the system of rules, so that when two rules conflict one supercedes the other by virtue
of its greater weight. If two rules conflict, one of them cannot be a valid rule. The decision as to which is valid, and which must be abandoned or recast, must be made by appealing to considerations beyond the rules themselves. A legal system might regulate such conflicts by other rules, which prefer the rule enacted by the higher authority, or the rule enacted later, or the more specific rule, or something of that sort. A legal system may also prefer the rule supported by the more important principles. (Our own legal system uses both of these techniques.)

(Dworkin, 1967, p. 27)

This description of appealing to other rules outside the system to decide which rule is to be discarded (overridden) is exactly the approach of defeasible reasoning and default logic. (Dworkin, 1967) characterizes the abandoned rule as “not valid,” but it is perhaps more accurate to say that in a given situation, a particular rule might not apply because it is dominated by another rule.

Second, and relatedly, some rules are not contained in the Code. Consider the debate in Pau v. Commissioner and described in Chapter 1. Is the $1 million limitation part of the definition of acquisition indebtedness, or is it not? The Tax Court, in Pau v. Commissioner, held that it was not. But the Internal Revenue Service declined to follow Pau v. Commissioner and issued a revenue ruling that stated, effectively, that the IRS would treat the $1,000,000 limitation as part of the definition (Internal Revenue Service, 2010). Which advice should a lawyer give a taxpayer? Should the lawyer recommend that the client follow the court’s ruling on the one hand, or the (opposite) revenue ruling on the other? (Notice that this is not an ambiguity in the meaning of the terms of the statute, but rather in the structure of the statute itself.) To resolve the dilemma, the lawyer will take into account the extra-statutory rule that the revenue ruling means that the IRS, which is charged with enforcing the tax law and would be the agency to pursue the taxpayer were he to file
incorrectly, is committing not to pursue the taxpayer if he takes the approach described in the revenue ruling. In other words, the taxpayer-favorable revenue ruling controls. There are many sources of authority for interpreting statutes—different levels of government (federal, state, local); within each level, there may be different branches of government (legislative, judicial, administrative); and within each branch, different strengths of authority (for example, district court, appeals courts, and so forth). One must know how to resolve conflicts among these various authorities to apply statutes correctly, and for the most part, the relative strength of these authorities is not contained in the statute one attempts to interpret.

Finally, even if the Code did say “except as otherwise stated in this Section, there shall be allowed as a deduction all interest paid . . . ,” and even if no authorities conflicted, to take the deductive approach would lose the structure of the Code. The Code is not flat. Section 163 itself is not flat: Section 163(a) is the “general rule” (that is its title), with various subrules and exceptions that follow. And it is itself embedded in a title (Title 26, which includes all tax law), a subtitle (Subtitle A, income taxes), chapter (Chapter 1—normal taxes and surtaxes), subchapter (Subchapter B—computation of taxable income), and part (Part VI—itemized deductions for individuals and corporations). These divisions are far from incidental. The law itself is defined by these groupings, as some sections include definitions “for purposes of this Part,” or “for purposes of this Subchapter,” and so forth. Financial consequences of these groupings can be significant: when the net investment income tax (“NIIT”) was created in 2013, it was placed in Chapter 2A of the Code, thus making NIIT payments ineligible for the foreign tax credit. By its terms, the foreign tax credit is available only for taxes imposed by “this chapter” (Section 901). Because of the location of Section 901, the credit is available only for those taxes imposed by Chapter 1 of the Code. And neither are the NIIT payments covered by social security totalization treaties, which apply only to those taxes imposed by Chapter 2 of the Code. These limitations, and the resulting double tax, are apparent nowhere on the face of the statute, but
entirely due to the location of the NIIT in the Code. The Code’s structure matters. (There is even a map of the income tax code, (Motri & Schenk, 2013).)

It’s not surprising that default logic accurately reflects the statutory structure, as the general-to-specific approach (general rules followed by exceptions) is the approach recommended to legislative drafters. For example, (Forstater, 1995), a manual created by the office in the House of Representatives that drafts legislation and intended as a “guidebook for individuals who are undergoing…on-the-job drafting training,” urges drafters to follow, as much as possible, a general-to-specific organization:

Before choosing an organization for a draft, determine to what extent it could appropriately fit into the following arrangement:

1. General rule.—State the main message.
2. Exceptions.—State the persons or things to which the main message does not apply.
3. Special rules.—Describe the person or things—
   A. to which the main message applies in a different way; or
   B. for which there is a different message.

(Forstater, 1995, p. 23)

The Senate legislative drafting manual contains a similar exhortation:

In General—A section contains some or all of the following provisions and is organized as follows:

SEC. 101. SECTION HEADING.
This organization—of general rule followed by exceptions—is exactly the structure followed by default logic. And it is also how people describe the law: in Revenue Ruling 2010-25, for example, the IRS begins by stating the general rule (a deduction is allowed for interest payments), then introduces the first exception (there is no deduction for personal interest) and then the last exception, the least general rule (there is a deduction for qualified residence interest). The same approach appears in any textbook (Schmalbeck et al., 2015, e.g. pp. 381–385), treatise (Bittker et al., 1995, e.g. Section 18.04), or case (e.g. Pau v. Commissioner).² The next section describes the benefits of formalization’s tracking the structure of the statute.

2.5 Conclusion: The benefits of default logic

Because default logic more accurately reflects the structure of statutes and the practice of rule-based legal reasoning than does standard logic, using default logic to represent rule-based legal reasoning in general, and statutory reasoning in particular, has both theoretical and practical benefits.

²A caveat: Although nonmonotonic logic is better suited to modeling rule-based legal reasoning than are other logics, nonmonotonic logic does not perfectly map a human’s reasoning about legal rules. Perhaps the largest problem is that human reasoning about legal rules, at least as represented in court cases, treatises, and rulings, tends to work from the most general rule to the most specific, the opposite direction of the modified Brewka-Eiter approach. While general-to-specific may not be the most efficient way to arrive at a conclusion about whether a particular payment is deductible, it is the way to explain the rules that makes most sense to a person.
2.5.1 Theory

Using default logic to represent rule-based legal reasoning highlights the conceptual category rule priority, a category that crosscuts legal reasoning and is implicit to what much of lawyers do, but remains undertheorized.

As an initial matter, certain types of rule priority seem obvious. A statute (for example) obviously dominates, say, a notice from the Internal Revenue Service. In some sense this is accurate; a statute is enacted by Congress and signed by the President, whereas a notice is simply a statement of how an administrative agency will administer the law. On the other hand, if the enforcer tells you that it will not enforce the law, then it seems safe to violate the law, and the enforcer’s notice dominates the statute. This is precisely what happened when, for example, in Notice 2008-76, the Internal Revenue Service announced that it would not enforce a provision of Section 382 against banks, effectively transferring over $100 billion to certain private parties in violation of explicit, clear statutory law. No lawyer would advise his client to follow the statute and not the notice.

More generally, in many situations there may be a variety of different “right” answers to a question of law, depending on the precise question one is asking. The right answer might be, for example, “the answer that is most compliant with the law;” or the right answer might be “the advice that a tax lawyer should give a risk-averse client;” or the right answer might be “the conclusion a judge would reach.” Default logic’s formalization will in fact be able to provide any of those three answers (and others!), even though the answers might be different than one another, depending on the priority the formalizer gives to the various rules. A tax lawyer giving advice to a client would, for example, give an IRS ruling higher priority than a Supreme Court opinion that held to the contrary, notwithstanding that a Supreme Court opinion has, in some very important sense, more authority.
Conceiving of rule-based legal reasoning as defeasible reasoning, reasoning that is best formalized by a nonmonotonic logic such as default logic, thus suggests another area, rule priority, in which the classic answers to questions of statutory interpretation may apply. A familiar argument relating to statutory interpretation is that interpreting statutes depends primarily not on logic, but on norms. As (Sunstein, 1990) writes: “[E]xtratextual norms—understood as principles about constitutional government, institutional arrangements, basic fairness, and regulatory failure—do in fact play a crucial role in the interpretation of statutes. Indeed, descriptive and prescriptive work on this topic is impossible without an understanding of norms” (Sunstein, 1990, p. 803). And (Dworkin, 1975) explains that “the calculations judges make about the purposes of statutes are calculations about political rights” (Dworkin, 1975, p. 1086).

At first glance, this objection—that norms, not logic, are relevant to understanding statutory reasoning—seems to conflate interpretation and reasoning. The former, the explicit subject of Sunstein’s and Dworkin’s inquiry, involves determining the meaning of statutory language and filling gaps left by the legislature. As Sunstein describes the task of interpretation, courts must handle “statutory language that is sometimes ambiguous” and “gaps that interpreters must fill” and must deal with situations in which “the language of the statute—the meaning of its terms in ordinary settings—will suggest an outcome that would make little or no sense” (Sunstein, 1990, pp. 805–806). The problem, he explains, is that “there is no such thing as an acontextual ‘text’ that can be used as the exclusive guide to interpretation... [and] it is by no means obvious that courts should always rely on the text or on the ‘plain meaning’ of words even in cases in which such reliance is possible and leads to determine results” (Sunstein, 1990, p. 807).

Setting aside one’s views on the substance of Sunstein’s affirmative claims, the problems he identifies are usually prior to the questions I’m addressing. My claim is that even after ambiguous terms are given meaning—using whatever method one prefers, whether
“textual” or normative or otherwise—and even after gaps are filled, a logic other than standard logic better captures the relationship between the rules that have been given meaning by the courts.

Similarly, Dworkin takes his task as prescribing what should be done in “hard cases,” cases where “no settled rule dictates a decision either way” and argues for “principle” over “policy” (Dworkin, 1975, p. 1060). Dworkin’s running example is a case in which a judge had to decide the case either by determining whether the plaintiff had a right to recovery (that is, using a principle to decide the case), or by determining which outcome was economically wise (using a policy judgment). Dworkin resists the idea that “adjudication must be subordinated to legislation” (Dworkin, 1975, p. 1061), and advocates judges’ using their own views of policy to decide cases. Again, these questions are often prior to mine.

But norm-based arguments can be key to rule-based legal reasoning not in spite of accepting default logic, but because of it. If one accepts that rule-based legal reasoning involves defeasible reasoning, a judge may face an ambiguity not about the meaning of a term, but about the relative priority of two rules—a sort of meta-ambiguity. In that case, Sunstein’s and Dworkin’s arguments are relevant to the question of reasoning, as a judge might then face the question of how to determine which rule is higher priority. The judge will have to decide, for example, whether policy or principles should guide his decision, or whether (and which) norms should apply.

2.5.2 Practice

Because default logic tracks the structure of statutes and statutory drafting, it is easier to convert statutes into default logic than into standard logic. Consider again Section 163. Extracting the three default rules (i.e., the rules in $\Delta$) from the statute is straightforward;
indeed, each rule can be cited to a particular subsection. In contrast, creating the single rule that captures Section 163 in standard logic requires applying metarules and deviating from the statutory structure. The relative ease of translation of the statute into default logic has at least two potential practical advantages.

First, artificial intelligence based on default logic can more easily encode statutes and extract information from statutes than artificial intelligence based on standard logic. For example, just as e-discovery extracts factual information from large amounts of text, computer programs looking for default logic–type arguments could check to see what kind of arguments have been successful before courts or administrative agencies. And it would be easier and less expensive to create programs meant to apply the law if the programs are written in languages that more closely track the actual structure of the code. For example, one could tag certain rules with priorities instead of having to manually combine the rules to get the right answer.

Second, if formalizing statutes is relatively easy, drafters may be more likely to use formalization to check the structure of the statute, which might help avoid errors and unintentional ambiguities such as the problem of definitional scope, as described in Chapter 1.
Chapter 3

What default rules are not

3.1 Introduction

Default logic employs two kinds of implication: the standard material conditional (⊃) and a default implication (→), the connective in default rules. The default logic literature does not define precisely what constitutes a default rule. Roughly speaking, a default rule is something that is “‘almost always’ true, with a few exceptions” (Reiter, 1980, p. 82); a “generalization”; a “generic truth” (Horty, 2012, p. 17); a “defeasible generalization” (Horty, 2012, p. 8). A material conditional indicates a relation that always holds, whereas a default rule indicates a relation that holds “for the most part.” A material conditional conveys certainty; a default rule conveys information, but with some doubt.

The default logic literature does not provide either necessity or sufficiency conditions for something to be a default rule, however. This chapter argues that neither probability nor theories of genericity can establish whether a particular relation is a default rule. Specifically, for some X and Y, that given X, it is more likely than not that Y, is insufficient to establish that X → Y is a default rule for purposes of the logic of (Horty, 2012). And
genericity is neither necessary nor sufficient to establish that something is a default rule. But, I will argue, these limitations do not affect default logic’s usefulness for analyzing rule-based legal reasoning, because legal rules do not derive their force from probability, and legal rules are not generics.

3.2 Horty’s approach

This section describes Horty’s approach to default logic and how Horty connects that default logic to deontic reasoning.

3.2.1 Horty on default logic

Horty proposes a logic to determine the belief sets that an ideal reasoner should accept if some rules are defeasible.

A defeasible rule is represented by a default rule, $\delta$, of the form $X \rightarrow Y$. A default rule is a type of conditional, but the arrow here is not the usual arrow of “if . . . then” or the material conditional. Rather, as Horty explains, in a default rule, the arrow can be thought of as indicating general support: $X$ counts in favor of $Y$, or “barring anything to the contrary, if $X$ then $Y$.\textquotedblright $ X$ is the premise and $Y$ the conclusion of the default rule, so write $X =$Premise$(\delta), Y =$Conclusion$(\delta)$.

Horty’s logic has its roots in (Reiter, 1980), which makes a distinction between different sorts of default rules. A default rule in general has the form, “if $X$, then, if $Y$ is consistent, add $Z$,“ where $Y$ and $Z$ are not necessarily the same. If $Y$ and $Z$ are the same, then the default rule is normal. That is, a normal default rule has the form “if $X$, then, if $Y$ is consistent, add $Y$.” In (Horty, 2012), all rules are normal; thus they can be represented by
the right-arrow formulation of $X \rightarrow Y$. If $\delta$ is normal (that is, if $Y$ and $Z$ are the same) and the condition of $X$ is always met (abbreviate this $X = \top$, where $\top$ represents a tautology), then $\delta$ is supernormal. Thus a rule of the form $\top \rightarrow Y$ is supernormal.

A fixed priority default theory $\Delta$ is a collection of propositional formulas, $W$, which we can informally think of as a world; a set, $D$, of default rules; and an ordering among the default rules, $<$. (The ordering is why the theory is “fixed priority.”) $<$ is a partial ordering: it is transitive (if $\delta_1 < \delta_2$ and $\delta_2 < \delta_3$, then $\delta_1 < \delta_3$) and it is irreflexive ($\delta \not< \delta$).\(^1\) Thus write $\Delta = \langle W, D, < \rangle$.

Horty’s project is to define what subset of beliefs a reasoner should hold, or, to put it another way, what scenario $S$ the reasoner should accept, where a scenario is any subset of $D$.

Only certain of the rules in $D$ will come into play for a person who accepts a particular scenario, a particular subset of $D$. The reasoner accepts all the rules in the scenario itself, of course. And he must also take into his belief set anything in the world of his default theory, anything in $W$. And the reasoner must also consider any rule that is *triggered* by what he has already accepted. If from the world, $W$, and the conclusions that he draws from the rules he’s accepted in his scenario, i.e., $\text{Conclusion}(S)$, he can draw the premise of some other rule, he must also consider that rule. More formally:

\[
\text{Triggered}: \text{Trig}_{W,D}(S) = \{ \delta \in D : W \cup \text{Conclusion}(S) \vdash \text{Premise}(\delta) \}
\]

But what of a rule that is triggered that comes into conflict with another rule? Say that a rule $\delta$ is *conflicted* if the facts in the world together with the conclusions in the scenario in question prove the negation of the conclusion of $\delta$.

\[
\text{Conflicted}: \text{Confl}_{W,D}(S) = \{ \delta \in D : W \cup \text{Conclusion}(S) \vdash \neg \text{Conclusion}(\delta) \}
\]

\(^1\)Notice that in (Horty, 2012), in contrast with (Brewka & Eiter, 2000), the highest-ranked rule is the strongest. That is, for (Horty, 2012), if $\delta_1 < \delta_2$, $\delta_2$ is the stronger rule.
Finally, a default rule can be defeated by other default rules: a higher-priority rule or set of rules that is inconsistent with a lower-ranked rule will defeat that lower ranked rule. A preliminary notion of defeat is fairly straightforward: a rule \( \delta \) is defeated with respect to some scenario when it is inconsistent with some higher-ranked, triggered rule, together with what can be derived from the world and the scenario.

More formally, the preliminary definition of defeat described by Horty, which I will refer to as Def':

\[
\text{Defeated (preliminary): } \text{Def}_{W,D}'(S) = \{ \delta \in D : \text{there is a default } \delta' \in \text{Trig}_{W,D}(S) \text{ such that (1) } \delta < \delta' \text{ and (2) } W \cup \text{Conclusion}(\delta') \vdash \neg \text{Conclusion}(\delta) \}. 
\]

In the preliminary definition of Defeated, only a single rule can defeat another rule, which can lead to undesirable results. For example, consider a \( \Delta \) where \( W = \emptyset, \delta_1 < \delta_2, \delta_2 < \delta_3, \) and \( \delta_3 : T \to X, \delta_2 : T \to Y, \) and \( \delta_1 : T \to (\neg X \lor \neg Y). \) If all three rules are in a particular scenario, neither \( \delta_3 \) nor \( \delta_2 \) can defeat \( \delta_1 \) alone, but \( \delta_1 \) clearly should be defeated.

So it is natural to permit a subset of \( D \) to do the defeating. Additionally, one may retract defaults to which one is already committed “in order to accommodate a defeating set” (Horty, 2012, Section 8.1), so long as the retracted defaults are all weaker than any \( \delta \) in the defeating set.

Thus, the final definition of defeated, which permits multiple rules considered together to defeat another rule, and also permits certain rules to be retracted if the retracted rules are all weaker than any rules in the defeating set. In this definition, \( S^{D'/S'} \) indicates the scenario \( S \), with \( S' \) retracted and \( D' \) added. That is, \( S^{D'/S'} = (S - S') \cup D' \).

Defeated: \( \text{Def}_{W,D}(S) = \{ \delta \in D : \text{there is a set } D' \subseteq \text{Trig}_{W,D}(S) \text{ such that (1) } \delta < D', \) and (2) there is a set \( S' \subseteq S \) such that

(a) \( S' < D' \),
(b) $\mathcal{W} \cup \text{Conclusion}(\mathcal{S}^{D'/S'})$ is consistent, and

(c) $\mathcal{W} \cup \text{Conclusion}(\mathcal{S}^{D'/S'}) \vdash \neg \text{Conclusion}(\delta)$.

Here, $\delta < D'$ when $\delta < \delta'$ for all $\delta' \in D$, and $S' < D'$ when $\delta < D'$ for all $\delta \in S'$.

Call $S'$, the set which is retracted from $S$ to enable to allow the the defeating set $D'$ to be accommodated, an “accommodating set.” Obviously, one might retract more rules than are necessary to accommodate the defeating set. But there is a smallest set of rules that might retract.

Minimal accommodating set: $S^*$ is a minimal accommodating set if it is an accommodating set such that for any $S' \subset S^*$, $\mathcal{W} \cup \text{Conclusion}(\mathcal{S}^{D'/S'})$ is inconsistent, where $\subset$ indicates proper subset.

Now we are in a position to understand what belief set the ideal reasoner should accept: exactly those rules that come into play—that are triggered—but are neither conflicted nor defeated. Call a rule that is triggered, not conflicted, and not defeated a binding rule:

Binding: $\text{Binding}_{\mathcal{W},D,<}(S) = \{\delta \in D : \delta \in \text{Trig}_{\mathcal{W},D}(S), \delta \notin \text{Confl}_{\mathcal{W},D}(S), \delta \notin \text{Def}_{\mathcal{W},D}(S)\}$.

In addition to the facts given in the world, the ideal reasoner should accept all binding rules, and only binding rules. Think of the rules in $D$ that the reasoner accepts as a scenario, $S$. The reasoner should accept into his scenario only rules that are triggered, conflicted, and defeated—only those rules that are binding. Call such a scenario a stable scenario. A stable scenario $S$ is a fixed point of Binding:

Stable scenario: $S$ is a stable scenario if $S = \text{Binding}_{\mathcal{W},D,<}(S)$.

Finally, in addition to all the propositions in $\mathcal{W}$, and all binding rules, a reasoner should accept everything that can be derived from what he believes: he should believe the deductive closure of what he accepts. (Denote the deductive closure of $X$ by $Th(X)$.) Thus
we arrive at the belief set or sets of the ideal reasoner: the extension or extensions, $\mathcal{E}$, of a given default theory, where $\mathcal{E}$ is the deductive closure of the world together with the conclusions of the stable scenario that the reasoner accepts:

Extension: Let $\Delta = \langle \mathcal{W}, \mathcal{D}, < \rangle$ be a fixed priority default theory. $\mathcal{E}$ is an extension of $\Delta$ exactly where, for some stable scenario $S$ based on this theory, $\mathcal{E} = Th(\mathcal{W} \cup \text{Conclusion}(S))$.

The binding default rules are the “good” rules, the rules that apply (because they are triggered), are not conflicted, and are not defeated. Thus it makes sense to say that the set of rules that an agent should follow are exactly those that are binding in the context of a particular scenario. As Horty explains:

An agent who has accepted a set of defaults that forms a stable scenario is in an enviable position. Such an agent has already endorsed exactly those defaults that it recognizes as providing good reasons in the context of that scenario; the agent, therefore, has no incentive either to abandon any of the defaults it has already endorsed, or to endorse any others.

(Horty, 2012, p. 31)

### 3.2.2 Horty on deontic reasoning

Horty uses his default logic to define a deontic operator, $\Box$, as a strong ought: $\Box(Y/X)$ is taken to mean that $Y$ ought to be the case under circumstances $X$. $\Box(Y)$ is a simple ought statement and means that $Y$ ought to be the case, regardless of circumstances. ($\Box(Y)$ is a shortened form of $\Box(Y/\top)$.) Horty defines two sorts of ought statements. In the “conflict account,” an individual does what he ought whenever his action is supported by some stable scenario; in the “disjunctive account,” an individual does what he ought only if his action is supported by all stable scenarios.
Horty defines $\Box$ in terms of his default logic as follows, where $\Delta[X] = \langle W \cup \{X\}, D, <\rangle$:

Conditional ought statement, according to the conflict (disjunctive) account: Let $\Delta$ be a default theory. $\Box(Y/X)$ follows from $\Delta$ (write $\Delta \models \Box(Y/X)$) according to the conflict (disjunctive) account just in case $Y \in E$ for some (each) stable extension $E$ of $\Delta[X]$.

Any given default rule can thus be interpreted only as an attempted command, or a putative command. That is, given only that $D$ includes $\delta : X \rightarrow Y$, one cannot conclude $\Box(Y/X)$, because $\delta$ might not be in a stable scenario.

To develop intuitions about this approach to deontic reasoning (whether the conflict or disjunctive accounts), note that it does not allow for strengthening the antecedent, as noted in (Horty, 2012, section 3.2). That is, from $\Delta \models \Box(Y/X)$, it does not follow that $\Delta \models \Box(Y/X \land Z)$. For example, take $W = \{B\}$, $\Delta = \{\delta_1, \delta_2\}$, $\delta_1 : B \rightarrow F$, $\delta_2 : P \rightarrow \neg F$, $\delta_1 < \delta_2$. To motivate this example, imagine that we are trying to get information about Tweety, and take “$P$” to mean “is a penguin,” “$B$,” “is a bird,” and “$F$,” “flies.” So $\delta_1$ tells us that if Tweety is a bird, then Tweety can fly, and $\delta_2$, which defeats $\delta_1$, tells us that if Tweety is a penguin, Tweety cannot fly. Take “ought” here to relate to what one ought to believe. The only stable scenario is (as Table 3.1 shows) $S_1 = \{\delta_1\}$. Therefore, the only extension is $E = Th(W \cup Conclusion(S_1)) = Th(B, F)$. $F \in E$, so conclude $\Box(F)$, i.e., $\Box(F/\top)$.

<table>
<thead>
<tr>
<th>$S$</th>
<th>Trig</th>
<th>Confl</th>
<th>Def</th>
<th>Binding</th>
<th>Stable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_1, \delta_2$</td>
<td>$\delta_1, \delta_2$</td>
<td>$\delta_1, \delta_2$</td>
<td>$\delta_1$</td>
<td>$\emptyset$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\emptyset$</td>
<td>$\delta_1$</td>
<td>Yes</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>$\delta_1$</td>
<td>$\delta_1$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>No</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>$\delta_1$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\delta_1$</td>
<td>No</td>
</tr>
</tbody>
</table>

But now consider whether to conclude $\Box(F/\top \land P)$, i.e., whether $F$ is in some proper extension of $\Delta[P]$. All is the same as above, except that now add $P$ to $W$, to obtain $W =$
\{B, P\}. The only stable scenario is \( S_2 = \{\delta_2\} \), and \( F \not\in E = Th(W \cup \text{Conclusion}(S_2)) = Th(B, P, \neg F) \). (Indeed, not only is it not the case that \( \Box(F/P) \), but actually \( \Box(\neg F/P) \).)

<table>
<thead>
<tr>
<th>( S )</th>
<th>Trig</th>
<th>Confl</th>
<th>Def</th>
<th>Binding</th>
<th>Stable</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_1, \delta_2 )</td>
<td>( \delta_1, \delta_2 )</td>
<td>( \delta_1, \delta_2 )</td>
<td>( \delta_1 )</td>
<td>( \emptyset )</td>
<td>No</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>( \delta_1, \delta_2 )</td>
<td>( \delta_2 )</td>
<td>( \delta_1 )</td>
<td>( \emptyset )</td>
<td>No</td>
</tr>
<tr>
<td>( \delta_2 )</td>
<td>( \delta_1, \delta_2 )</td>
<td>( \delta_1 )</td>
<td>( \delta_1 )</td>
<td>( \delta_2 )</td>
<td>Yes</td>
</tr>
<tr>
<td>( \emptyset )</td>
<td>( \delta_1, \delta_2 )</td>
<td>( \emptyset )</td>
<td>( \delta_1 )</td>
<td>( \delta_2 )</td>
<td>No</td>
</tr>
</tbody>
</table>

### 3.3 Probability and fixed-priority default theories

#### 3.3.1 The Cuba example

(Horty, 2012) describes two examples of what he dubs “inappropriate equilibria”: conclusions reached by the fixed-point default reasoning approach to deontic logic put forth in (Horty, 2012) that are inconsistent with intuition. This chapter focuses on the so-called Cuba example, at (Horty, 2012, p. 207–209). In this example, which involves determining the citizenship of “Susan” and where she can vote, \( RC \) means resident of Cuba; \( RN \) means resident of North America; \( CC \), citizen of Cuba; \( CU \), citizen of the United States; and \( VU \), having voting rights in the United States.

\( W = \{RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU)\} \).

Susan is a resident of Cuba; a resident of Cuba is always a resident of North America; a person can never be a citizen of Cuba and the United States at the same time; and a person can never be a citizen of Cuba and vote in the United States.

\( D = \{\delta_1, \delta_2, \delta_3\} \), and \( \delta_1 < \delta_2 < \delta_3 \), where
This can be represented graphically as in Figure 3.1 (adapted from (Horty, 2012)), where a double line indicates a material conditional, a single line indicates a default rule, and a slash through an arrow indicates negation. Specifically $A \nRightarrow B$ means $A \supset \neg B$, and $A \nleftrightarrow B$ means that both $A \nRightarrow B$ and $B \nRightarrow A$ hold.

Horty suggests that these rules be interpreted as saying that $(\delta_3)$ it is almost always the case that someone who is a citizen of the United States can vote in the United States, $(\delta_2)$ a resident of Cuba is often a citizen of Cuba, and $(\delta_1)$ sometimes a resident of North America is a citizen of the United States. The two stable scenarios are $\{\delta_1, \delta_3\}$ and $\{\delta_2\}$. (For further elaboration, see Appendix section B.1.)

Horty finds the conclusion that Susan is a citizen of the United States with voting rights to be “much less reasonable” than the conclusion that she is a citizen of Cuba. This section argues that the Cuba example seems unintuitive or unreasonable at least in part because Horty’s approach does not always correctly reason with rules that derive their strength merely from probabilities. There might be another interpretation of the Cuba example that does not rely on probabilities and is still problematic; thus this section does not finally
resolve the question of the Cuba example. Rather, it uses the Cuba example to highlight the problem for (Horty, 2012) with probabilities.

3.3.2 Probabilities

The problematic stable scenario of the Cuba example can be traced at least in part to the interaction of $RC \supset RN$ and $\delta_1 : RN \rightarrow CU$, and the fact that Horty’s approach does not necessarily provide results consistent with a probabilistic analysis.

Consider the following $\{W, \Delta, \prec\}$ fixed-priority default theory without any interpretation.

\[
W = \{RC\}
\]
\[
\delta_0 : RC \rightarrow CU
\]

The stable scenario is $\{\delta_0\}$, for the single rule is triggered, is not defeated, and is not conflicted. Formally, this is correct. Read this default rule $\delta_0$ as: “If something is $RC$, then barring information to the contrary, assume that the thing is $CU$.”

Now assume that $RC$ means that a person is a resident of Cuba and $CU$ means that a person is a citizen of the United States. The default rule $\delta_0$ now states, “If a person is a resident of Cuba, then barring information to the contrary, assume that the person is a citizen of the United States.”

With this interpretation, $RC \rightarrow CU$ is not a good default rule. A default rule is supposed to be true in general, or true barring information to the contrary. In fact, while there are some citizens of the United States who live in Cuba, the vast majority of people who are residents of Cuba are not citizens of the United States.
The natural next step is to consider high-probability rules only. But high probability is not sufficient to establish a default rule. As this section will show, we should reject the following proposed rule (PR):

(PR) If, given $X$, the chance of $Y$ is greater than 50%, then $X \rightarrow Y$ is a default rule.

Consider $\{W, \Delta, <\}$:

$$W = \{RC, RC \supset RN\}$$
$$\delta_1 : RN \rightarrow CU$$

The stable scenario is $\{\delta_1\}$, for the rule is triggered, is not defeated, and is not conflicted. There is nothing wrong with this formalization. The material conditional can be read as “If something is $RC$, then that thing is definitely $RN$,” and the default rule as “If something is $RN$, then barring information to the contrary, assume that the thing is $CU$.”

With certain interpretations, however, this reasoning goes awry. Interpret the theory as follows: $RN$ means that a person is a resident of North America, $RC$ means that a person is a reside of Cuba, and $CU$ means that a person is a citizen of the United States. It is always true that if a person is a resident of Cuba, that person is a resident of North America. That is a fact about geography. This is not a default rule; it is a material conditional. And it is in fact more likely than not that, given that a person is a resident of North America, that person is a citizen of the United States.\(^2\) If (PR) is correct, $\delta_1$ is a satisfactory default rule.

\(^2\)Roughly 65% to 70% of residents of North America are U.S. citizens. About 57% of the approximately 528.7 million residents of North America are residents of the United States, and 97% of United States residents are United States citizens (Central Intelligence Agency, 2014). Additionally, at least 3.7 million United States citizens live outside the United States but in North America (Central Intelligence Agency, 2014).
But this interpretation leads to the following conclusion: Given that a person is a resident of Cuba, barring information to the contrary, conclude that the person is a citizen of the United States. What has gone wrong?

The problem is that although $\delta_1$ itself is a high-probability rule, a very low-probability implication has snuck into the analysis. If $RN \rightarrow CU$ is a default rule only because it captures something about probabilities, it is clearly flawed reasoning to combine that with $RC \supset RN$ and conclude that $RC \rightarrow CU$. For one cannot conclude from $P(RN|RC) = 1$ and $P(CU|RN) > 50\%$ that $P(CU|RC) > 50\%$. To put this in terms of argumentation: the argument “all X are Y, and a majority of Y are Z, so a majority of X are Z” is not a good argument. (This is represented graphically in Figure 3.2.) So reject (PR). It’s not that a rule isn’t ever a default rule if the probability of X given Y is greater than 50%. But probability greater than 50% isn’t sufficient to qualify something as a default rule.

These rules are embedded in the Cuba example (highlighted in Figure 3.3), and are at least partially responsible for the unintuitive stable scenario, under the interpretation provided in (Horty, 2012). Again, the stable scenario seems wrong here because the outcome is contrary to something we know to be true based on facts in the world: we know that the probability that a person is a citizen of the United States, given that the person is a resident of Cuba, is low. As the Appendix shows, however, the Cuba example is equivalent to a simpler example that is plainly structurally problematic. Just as Chapter 4 does not
resolve the deeper issues raised by the Order Puzzle, so this chapter does not resolve the deeper issues raised by the Cuba example. Rather, it investigates the story told to motivate the Cuba example to learn more about the nature of default rules.

3.4 Specificity

Horty has suggested that the skeptical inheritance net approach in (Horty, Thomason, & Touretzky, 1990) can provide some insight into the Cuba example. As this section shows, the skeptical inheritance net approach fails to shed light on the Cuba example, because the source of the rule ordering in the Cuba example is not specificity, but is, rather, relative strength of probabilities. Specificity is not equivalent to more or less probable, and thus specificity cannot be read off of the topology of an inheritance net or the structure of rules if the rules are probabilistic.

3.4.1 The skeptical inheritance networks approach

(Horty et al., 1990) provides a skeptical inheritance net approach to defeasible reasoning. In this approach, letters from the beginning of the alphabet represent objects, and letters from the middle of the alphabet represent kinds of objects. Letters from the end of the alphabet are variables and can range over either objects or kinds.
An assertion has the form $x \rightarrow y$ (a positive assertion) or $x \not\rightarrow y$ (a negative assertion). $y$ is a kind, while $x$ may be either an object or a kind. If $x$ is an object, then the assertion is an atomic statement. To use the classic nonmonotonic example, where $a$ represents Tweety, and $p$ represents bird, $a \rightarrow p$ means “Tweety is a bird,” and is equivalent to, for example, $Pa$, where $P$ is the predicate “is a bird.”

If $x$ is a kind, then the assertion does not have an equivalent in standard logic. Where $p$ indicates “bird” and $q$ “flies,” then $p \rightarrow q$ is interpreted as the generic statement “Birds fly.” This isn’t the same as a universally quantified statement (e.g., $\forall x(Px \rightarrow Qx)$), which would mean, “for all $a$, if $a$ is a bird, $a$ can fly,” because this system is nonmonotonic. One might read the generic statement as “in general, if $x$ is a bird, then $x$ can fly,” or “that $x$ is a bird tends to support the conclusion that $x$ can fly.” $p \not\rightarrow q$ can be read as “In general, birds don’t fly.” So $p \not\rightarrow q$ is something like $p \rightarrow \neg q$.

Capital Greek letters represent networks, also called nets. A network is a set of individuals ($I$), a set of kinds ($K$), a set of positive links, and a set of negative links. The sets of links are finite subsets of $(I \times K) \cup (K \times K)$. That is, a link could be of the form $a \rightarrow p$ (the “Tweety is a bird” atomic statement example); $a \not\rightarrow p$; $p \rightarrow q$ (“Birds fly”); or $p \not\rightarrow q$.

A lowercase Greek letter ranges over sequences of links. One particular type of sequence of links is a path, which can be defined inductively:

1. Every assertion is a path.
2. If $\sigma \rightarrow p$ is a path, then $\sigma \rightarrow p \rightarrow q$ is a path.
3. If $\sigma \rightarrow p$ is a path, then $\sigma \rightarrow p \not\rightarrow q$ is a path.

A negative link can thus occur only as the final link of a path, and an individual can be the first node of a path only.
A path enables assertions.

1. \(x \rightarrow \sigma \rightarrow y\) enables \(x \rightarrow y\).

2. \(x \rightarrow \sigma \not\rightarrow y\) enables \(x \not\rightarrow y\).

An assertion \(A\) is supported by a net \(\Gamma\) if “we can reasonably conclude that \(A\) is true whenever all the links in \(\Gamma\) are true” (Horty et al., 1990, p. 314). The entire set of statements a net supports is the theory of the net, and the entire set of paths that a net permits is the extension of the net. The question of interest, then, is what a net should permit.

First, in general, nets should permit paths that can be constructed by forward chaining: where \(\sigma \rightarrow p\) is a path permitted by \(\Gamma\) and \(p \rightarrow q \in \Gamma\), then because \(p\) is the last element of \(\sigma \rightarrow p\) and the first element of \(p \rightarrow q\), one may “chain” these two together and obtain \(\sigma \rightarrow p \rightarrow q\). This last is a compound path.

Similarly, where \(\sigma \rightarrow p\) is a path permitted by \(\Gamma\) and \(p \not\rightarrow q \in \Gamma\), then because \(p\) is the last element of \(\sigma \rightarrow p\) and the first element of \(p \rightarrow q\), one may “chain” these two together and obtain \(\sigma \rightarrow p \not\rightarrow q\).

However, some paths that can be constructed should not be permitted. Consider, for example, the Nixon diamond (Figure 3.4).

The Nixon Diamond can be formalized as follows.
\(I = \{a\}\)

\(K = \{p, q, r\}\)

\(L_p = \{a \rightarrow r, a \rightarrow q, q \rightarrow p\}\)

\(L_n = \{r \not\rightarrow p\}\)

Following only the forward chaining approach, construct Path 1, \(a \rightarrow r \not\rightarrow p\), and thus enable \(a \not\rightarrow p\), but also construct Path 2, \(a \rightarrow q \rightarrow p\), and thus enable \(a \rightarrow p\). One might conclude that either Path 1 or Path 2 is permissible. \((\text{Horty et al., 1990})\) takes a different, skeptical approach, and conclude that the two paths neutralize each other—that neither should be accepted.

\((\text{Horty et al., 1990})\) places two restrictions on neutralization: (1) only compound paths may be neutralized, and (2) a path may be neutralized only by paths which are not themselves preempted. I explain the meaning of and reasoning behind each of these restrictions in turn.

First, only compound paths may be neutralized because one must be able to conclude from a set of information everything contained in that set. For example, if one considers \(\Gamma\) where

\(L_p = \{a \rightarrow r\}\)

\(L_n = \{a \not\rightarrow r\}\)

one wants to be able to conclude both \(a \rightarrow r\) and \(a \not\rightarrow r\), because the underlying set itself is inconsistent.

Second, a path that is preempted (as defined shortly) cannot neutralize another path. Consider the following net:
\[ I = \{a\} \]
\[ K = \{p,q,r\} \]
\[ L_p = \{a \rightarrow p, p \rightarrow q, q \rightarrow r\} \]
\[ L_n = \{p \nrightarrow r\} \]

To stimulate intuition, this can be considered the Tweety fact pattern, where \( a \) is Tweety, \( p \) is Penguins, \( q \) is Birds, and \( r \) is Flying Things. Should one conclude that Tweety can fly? One can construct Path 1, \( a \rightarrow p \rightarrow q \rightarrow r \), i.e., Tweety is a flying thing. But one can also construct Path 2, \( a \rightarrow p \nrightarrow r \). Horty prefers Path 2, as it is drawn from more specific information (about penguins) as opposed to general information (about birds).

Thus one defines preemption as follows:

\[ x \rightarrow \tau \rightarrow v \rightarrow y \text{ is preempted in a net } \Gamma \text{ exactly when there is some node } \]
\[ z \text{ such that } z \nrightarrow y \in \Gamma, \text{ and either } z = x \text{ or } \Gamma \text{ permits a path of the form } \]
\[ x \rightarrow \tau_1 \rightarrow z \rightarrow \tau_2 \rightarrow v. \]

Similarly,

\[ x \rightarrow \tau \rightarrow v \nrightarrow y \text{ is preempted in a net } \Gamma \text{ exactly when there is some node } \]
\[ z \text{ such that } z \rightarrow y \in \Gamma, \text{ and either } z = x \text{ or } \Gamma \text{ permits a path of the form } \]
\[ x \rightarrow \tau_1 \rightarrow z \rightarrow \tau_2 \rightarrow v. \]

Applying this definition to the example of Tweety, \( a \rightarrow p \rightarrow q \rightarrow r \) is preempted because there is a node, \( p \), such that \( p \nrightarrow r \in \Gamma \), and the net permits \( a \rightarrow p \rightarrow q \). Intuitively, \( a \rightarrow p \rightarrow q \) tells us that \( p \) is more specific than \( q \), and \( p \nrightarrow r \) tells us that this more specific information contradicts the information arrived at from \( q \).
Now we are almost in a position to define inheritance formally. Let $\uparrow$ be the permission relation. $\Gamma \uparrow \sigma$ means that $\Gamma$ permits the path $\sigma$. To define $\uparrow$ inductively, one must have some concept of “less than” for two paths, as to make the argument inductively that $\Gamma \uparrow \sigma$, one must be able to make the statement that $\Gamma \uparrow \sigma'$ for every $\sigma'$ “less than” (in some sense) $\sigma$ in $\Gamma$.

(Horty et al., 1990) points out that identifying complexity with length does not work. For example, consider

$$K = \{p, q, r\}$$

$$L_p = \{x \rightarrow p, p \rightarrow y, x \rightarrow q, q \rightarrow r\}$$

$$L_n = \{r \not\rightarrow y\}$$

We can create Path 1 = $x \rightarrow p \rightarrow y$, but we can also create Path 2 = $x \rightarrow q \rightarrow r \not\rightarrow y$.

Path 1 and Path 2 conflict, because from Path 1 we can assert $x \rightarrow y$, and from Path 2 we can assert $x \not\rightarrow y$. Thus Path 1 should not be permitted, because it is not a direct path, and it conflicts with a non-preempted path. Here, we cannot know to reject Path 1 until we have considered a longer path, Path 2.

Somehow, one must find a method to check all relevant paths before one can conclude that a particular path is to be accepted or is, to the contrary, neutralized. Checking all shorter paths isn’t sufficient. To resolve this problem, Horty et al. introduce the idea of complexity.

First, consider a **generalized path**, which is like an ordinary path—a series of links—but unlike an ordinary path, which contains a negative link ($\not\rightarrow$) if at all only as the last link, a generalized path can contain a negative link anywhere, and any number of negative links. (If $\sigma$ is a generalized path, so is $\sigma \rightarrow y$ and $\sigma \not\rightarrow y.$)
The degree of a path $\sigma$, $\text{deg}_\Gamma(\sigma)$, is the length of the longest generalized path in the net from the initial node of the path to its end node.

Now one can define $\phi$, permission. It is a definition by cases and induction.

Case 1: $\sigma$ is a direct link (i.e., it is not a compound path). Then $\Gamma \models \sigma$ iff $\sigma \in \Gamma$.

Case 2: $\sigma$ is a compound path with $\text{deg}_\Gamma(\sigma) = n$. Assume, for purposes of induction, that it is known whether $\Gamma \models \sigma'$ for all $\sigma'$ such that $\text{deg}_\Gamma(\sigma') < n$. Consider the two possible cases:

1. $\sigma$ is a positive path, of the form $x \rightarrow \sigma_1 \rightarrow u \rightarrow y$. Then $\Gamma \models \sigma$ iff all of the following are true:

   (a) $\Gamma \models x \rightarrow \sigma_1 \rightarrow u$.

   (b) $u \rightarrow y \in \Gamma$.

   (c) $x \not\rightarrow y \notin \Gamma$.

   (d) For all $v, \tau$ such that $\Gamma \models x \rightarrow \tau \rightarrow v$, where $v \not\rightarrow y \in \Gamma$, there exist $z, \tau_1, \tau_2$ such that $z \rightarrow y \in \Gamma$ and either $z = x$ or there exist $\tau_1, \tau_2$ with $\Gamma \models x \rightarrow \tau_1 \rightarrow z \rightarrow \tau_2 \rightarrow v$.

2. $\sigma$ is a negative path, of the form $x \rightarrow \sigma_1 \rightarrow u \not\rightarrow y$. Then $\Gamma \models \sigma$ iff all of the following are true:

   (a) $\Gamma \models x \rightarrow \sigma_1 \rightarrow u$.

   (b) $u \not\rightarrow y \in \Gamma$.

   (c) $x \rightarrow y \notin \Gamma$. 
(d) for all \( v, \tau \) such that \( \Gamma \models x \rightarrow \tau \rightarrow v \), where \( v \not\rightarrow y \in \Gamma \), there exist \( z, \tau_1, \tau_2 \) such that \( z \not\rightarrow y \in \Gamma \) and either \( z = x \) or there exist \( \tau_1, \tau_2 \) with \( \Gamma \models x \rightarrow \tau_1 \rightarrow z \rightarrow \tau_2 \rightarrow v \).

(a) and (b), in each case, formalize “forward chaining”: adding links to paths based on links that already exist in \( \Gamma \). (d) permits paths to be created only if potentially conflicting paths are preempted. And (c) bars paths that conflict with direct links.

3.4.2 The technical claim: Order of application

Horty makes two claims about the skeptical inheritance approach and the Cuba example. First, he states that the “correct” answer (i.e., the single intuitively acceptable scenario) is reached “when [the] defaults [in the Cuba example] are considered in order of their degree” (Horty, 2012, p. 209, n. 7). This is a technical claim. And, second, “the intuitions underlying…[(Horty et al., 1990)]…would…tell us that [Susan] is a citizen of Cuba, not a citizen of the US, and that [s]he does not have voting rights in the US” (Horty, 2001, p. 13). While this claim involves understanding the technical program put forth in (Horty, 2001), it is ultimately a claim about intuitions, not a technical claim. I consider each claim in turn.

The skeptical inheritance approach cannot directly model the Cuba example. The skeptical inheritance approach can be used only when all rules are defeasible, whereas the Cuba example includes both strict and defeasible rules. For example, it is a strict rule that if one is a resident of Cuba, one is a resident of North America \((RC \supset RN)\), but it is a defeasible rule that in general, if one is a resident of Cuba, one is a citizen of Cuba \((RC \rightarrow CC)\).

Horty does not in fact suggest applying the skeptical inheritance approach to the Cuba example: rather, he proposes using an order-of-application approach to analyze the Cuba
example, where the order of application is from lowest to highest degree.

However, a technical problem remains. Degrees are available only for acyclic nets (Horty et al., 1990, p. 322). This makes sense, because the degree of a path is the longest possible generalized path between two nodes; if the net is cyclic, degree is not well-defined. The Cuba example, however, is cyclic, because it includes $\neg(CC \land CU)$ and $\neg(CC \land VU)$ (that is, it includes $CC \not\leftrightarrow CU$ and $CC \not\leftrightarrow VU$) (see Figure 3.1).

Thus consider a simplified version of the Cuba example to flesh out Horty’s claim that order-of-application, with degrees as the ordering, gives the “correct” result. Assume that all rules are defeasible, and modify the net so that it is acyclic. Where $a$ is Susan, and $CC, CU, VU, RN, RC$ are kinds, reflecting the problem as sketched above, the net is formalized as follows and appears as in Figure 3.5.

\[
I = \{a\}
\]
\[
K = \{CC, CU, VU, RN, RC\}
\]
\[
L_p = \{a \rightarrow RC, RC \rightarrow RN, RN \rightarrow CU, CU \rightarrow VU\}
\]
\[
L_n = \{CC \not\leftrightarrow CU, CC \not\leftrightarrow VU\}
\]

Figure 3.5: The modified Cuba example

With this modification, the degrees of various paths are as follows:
Degree 1: All direct links that are the longest generalized path between two nodes.

Degree 2: \(a \rightarrow RN, a \rightarrow CC\)

Degree 3: \(a \rightarrow CU\)

Degree 4: \(a \rightarrow VU\)

Now apply these rules in the order of degree. Horty does not indicate exactly how to do this; here I apply, informally, essentially the approach of (Brewka & Eiter, 2000).

First accept each direct link of degree 1 that is the longest generalized path between two nodes. Accept that Susan is a resident of Cuba; that if she is a citizen of Cuba, she is not a citizen of the United States; and if she is a citizen of Cuba, she does not vote in the United States.

Then apply rules of Degree 2, and accept that Susan is a resident of North America and a citizen of Cuba. Because we have already accepted that if she is a citizen of Cuba, she is not a citizen of the United States, also accept that she is not a citizen of the United States.

Now apply rules of Degree 3. Do not accept \(a \rightarrow CU\), because this conflicts with a proposition already accepted—that she is not a citizen of the United States.

Finally, apply rules of Degree 4. Do not accept that she votes in the United States, because this conflicts with \(\neg VU\), which is accepted due to a combination of rules of Degree 1 and rules of Degree 2.

Thus arrive at the putative single correct answer: Susan is a resident and citizen of Cuba, who votes in Cuba. The scenario in which Susan is a resident of Cuba and a citizen of the United States who votes in the United States is not possible, because the rules that would support that scenario are conflicted out by lower-degree rules.
While this is the desired result, the “correct” answer does not come from applying the actual skeptical inheritance approach to the actual Cuba example, or even to the modified Cuba example. Thus Hory’s reason for suggesting, at (Hory, 2001, p. 13), that the skeptical inheritance net approach guides us toward the single correct answer must be an intuitive one, not a technical one, and it is to that intuitive claim that I now turn.

3.4.3 The intuitive claim: What is specificity?

Hory criticizes the approach of (Prakken & Sartor, 1998) to defeasible reasoning based in part on the result that approach provides in the Cuba example. Of particular interest for purposes of this chapter, Hory claims that the “intuitions underlying the skeptical inheritance theory” suggest a different result than (Prakken & Sartor, 1998). To understand this claim, we must first understand Hory’s description of the approach proposed in (Prakken & Sartor, 1998).

As (Hory, 2001) describes a slightly simplified version of (Prakken & Sartor, 1998), consider a language where a literal is an atomic formula or a negated atomic formula, either \( A \) or \( \neg A \). Where \( L_i \) is a literal, literals can be combined into rules, which are either strict rules or defeasible rules. A strict rule is written as \( L_j \Rightarrow L_k \), and a defeasible rule is written as \( L_j \rightarrow L_k \). Where \( L \) is an atomic formula \( A, \bar{L} = \neg A \), and if \( L \) is a negated atomic formula \( \neg A, \bar{L} = A \).

An ordered theory, \( \Gamma \), is a triple \( \langle S, D, < \rangle \), where \( S \) is a set of strict rules, \( D \) is a set of defeasible rules, and \( < \) is a partial ordering representing priority on the defeasible rules. A rule with higher priority dominates a rule with lower priority.

An argument based on \( \Gamma \) is a finite sequence, \( \alpha = [r_0, \ldots, r_n] \) of rules from \( S \cup D \). The antecedent of \( r_0 \) must be \( \top \). The antecedent of \( r_{i+1} \) equals the consequent of \( r_i \). No two rules
in \( \alpha \) may have the same consequent. \( \text{Arg}_\Gamma \) is the set of arguments that can be constructed from \( \Gamma \).

\( \alpha + \sigma \) is the concatenation of an argument, \( \alpha \), and a sequence, \( \sigma \). A sequence of rules \( \sigma \) is a strict sequence if it contains only strict rules. Two arguments based on the same \( \Gamma \) conflict with each other exactly when there are strict sequences \( \sigma \) and \( \sigma' \), and complementary literals \( L \) and \( \overline{L} \), such that \( \alpha + \sigma \) is an argument of \( \Gamma \) with conclusion \( L \), and \( \alpha' + \sigma' \) is an argument of \( \Gamma \) with conclusion \( \overline{L} \). A “strict argument” is an argument that contains only strict rules, and a defeasible argument is an argument that is not strict.

Finally, to capture the idea of the strength of an argument, assume that all strict arguments are equally strong, all strict arguments are stronger than any defeasible argument, and the strength of a defeasible argument is determined by the strength of the final defeasible rule supporting that conclusion. Formally, let \( R_L(\alpha) \) represent the strength of an argument \( \alpha \), where the argument has conclusion \( L \). If the subargument of \( \alpha \) up to \( L \) is strict (i.e., contains only strict rules), then \( R_L(\alpha) = \infty \). Otherwise, \( R_L(\alpha) \) equals the last defeasible rule in \( \alpha \) that either contains \( L \) as its consequent, or is entirely prior to \( L \).

Say that \( \alpha \) defeats \( \alpha' \) when \( \alpha \) and \( \alpha' \) conflict, and \( \alpha \) is not weaker than \( \alpha' \). That is, \( \alpha \) defeats \( \alpha' \) when \( \alpha \) and \( \alpha \) conflict, i.e., there are strict sequences \( \sigma \) and \( \sigma' \) such that \( \alpha + \sigma \) is an argument of \( \Gamma \) and has the conclusion \( L \) and \( \alpha + \sigma' \) is an argument of \( \Gamma \) and has the conclusion \( \overline{L} \) (this is the idea of conflict), and it is not the case that \( R_L(\alpha + \sigma) < R_{\overline{L}}(\alpha' + \sigma') \). If \( \alpha \) defeats \( \alpha' \), but \( \alpha' \) does not defeat \( \alpha \), then \( \alpha \) strictly defeats \( \alpha' \).

It’s not the case than an argument is acceptable exactly when it is not defeated. Rather, a defeated argument may be acceptable if the argument that has defeated it is subsequently defeated. This is the idea of reinstatement. Where \( \Gamma \) is an ordered theory, and \( S \) is a subset of \( \text{Arg}_\Gamma \), \( \alpha \) is acceptable with respect to \( S \) when each argument that defeats \( \alpha \) is itself defeated by some other argument belonging to \( S \).
Define the characteristic function of $\Gamma$, $F_{\Gamma}$, where for each subset $S$ of $\text{Arg}_\Gamma$:

$$F_{\Gamma}(S) = \{ \alpha \in \text{Arg}_\Gamma : \alpha \text{ is acceptable with respect to } S \}.$$  

The set of justified arguments with respect to $\Gamma$ is, by definition, the least fixed point of $F_{\Gamma}$, which always exists (Horty, 2001, p. 8).

Now apply this to the Cuba example.

$$\Gamma = \langle S, D, < \rangle$$

$$S = \{ \top \Rightarrow \text{RC}, \text{RC} \Rightarrow \text{RN}, \text{CC} \not\Rightarrow \text{CU}, \text{CC} \not\Rightarrow \text{VU} \}$$

(Recall: $A \not\Rightarrow B$ means $A \Rightarrow \neg B$.)

Where

$$r_1 = \text{RN} \rightarrow \text{CU}$$
$$r_2 = \text{RC} \rightarrow \text{CC}$$
$$r_3 = \text{CU} \rightarrow \text{VU}$$

Then

$$D = \{ r_1, r_2, r_3 \}$$

$$<:$$

$$r_1 < r_2$$
$$r_2 < r_3$$

and therefore $r_1 < r_3$
The arguments of \( \Gamma \) are as follows:

\[
\begin{align*}
a_1 &= \top \Rightarrow RC \\
a_2 &= \top \Rightarrow RC \Rightarrow RN \\
a_3 &= \top \Rightarrow RC \Rightarrow RN \Rightarrow CU \\
a_4 &= \top \Rightarrow RC \Rightarrow RN \Rightarrow CU \Rightarrow VU \\
a_5 &= \top \Rightarrow RC \Rightarrow CC \\
a_6 &= \top \Rightarrow RC \Rightarrow CC \Rightarrow \neg CU \\
a_7 &= \top \Rightarrow RC \Rightarrow CC \Rightarrow \neg VU
\end{align*}
\]

\( \alpha_1 \) and \( \alpha_2 \) are strict arguments and cannot be defeated.

\( \alpha_5 \) strictly defeats \( \alpha_3 \). There are strict sequences \( \sigma \) and \( \sigma' \) such that \( \alpha + \sigma \) is an argument of \( \Gamma \) and has the conclusion \( L \) and \( \alpha + \sigma' \) is an argument of \( \Gamma \) and has the conclusion \( \lnot L \).

Specifically, let \( \sigma = CC \Rightarrow \neg CU \), so that

\[
\alpha_5 + \sigma = \top \Rightarrow RC \Rightarrow CC \Rightarrow \neg CU
\]

And let \( \sigma' = \emptyset \), so that \( \alpha_3 + \sigma' = \alpha_3 \).

\( \alpha_5 + \sigma \) has the conclusion \( \neg CU \), and \( \alpha_3 \) has the conclusion \( \lnot CU = CU \).

\[
R_{\neg CU}(\alpha_5 + \sigma) = r_2
\]

\[
R_{CU}(\alpha_3) = r_1
\]

Because \( r_2 \not< r_1 \), it’s not the case that \( R_{\neg CU}(\alpha_5 + \sigma) < R_{CU}(\alpha_3) \). Therefore \( \alpha_5 \) defeats \( \alpha_3 \). But \( r_1 < r_2 \), so \( R_{CU}(\alpha_3) < R_{\neg CU}(\alpha_5 + \sigma) \), and \( \alpha_3 \) does not defeat \( \alpha_5 \). Thus \( \alpha_5 \) strictly defeats \( \alpha_3 \).
\(\alpha_5\) defeats \(\alpha_4\). Similar reasoning shows that \(\alpha_5\) defeats \(\alpha_4\). There are strict sequences \(\sigma\) and \(\sigma'\) such that \(\alpha_5 + \sigma\) is an argument of \(\Gamma\) and has the conclusion \(L\) and \(\alpha_4 + \sigma'\) is an argument of \(\Gamma\) and has the conclusion \(\overline{L}\).

Specifically, let \(\sigma = CC \Rightarrow \neg CU\), so that

\[
\alpha_5 + \sigma = \top \Rightarrow RC \Rightarrow CC \Rightarrow \neg CU
\]

And let \(\sigma' = \emptyset\), so that \(\alpha_4 + \sigma' = \alpha_4\).

\(\alpha_5 + \sigma\) has the conclusion \(\neg CU\), and \(\alpha_4\) contains \(\neg CU = CU\).

\[
\begin{align*}
R_{\neg CU}(\alpha_5 + \sigma) &= r_2 \\
R_{CU}(\alpha_4) &= r_1
\end{align*}
\]

Horty, as we will see, is intuitively comfortable with these results.

Additionally, however, the Argument System approach rejects \(\alpha_5\), \(\alpha_7\), and, according to Horty, \(\alpha_6\),\(^4\) none of which are justified. This is the portion that Horty rejects as unintuitive.

\(\alpha_4\) defeats \(\alpha_5\) and \(\alpha_7\). Let \(\sigma = CC \Rightarrow \neg VU\). \(\alpha_5 + \sigma\) is an argument in \(\Gamma\)—specifically, \(\alpha_7\). \(\alpha_7\) supports the conclusion \(\neg VU\). \(\alpha_4\) supports the conclusion \(VU\) (so set \(\sigma' = \emptyset\)).

\[
\begin{align*}
R_{\neg VU}(\alpha_7) &= r_2 \\
R_{VU}(\alpha_4) &= r_3
\end{align*}
\]

Therefore \(\alpha_4\) defeats \(\alpha_5\), and \(\alpha_4\) defeats \(\alpha_7\).

According to Horty, through similar reasoning, \(\alpha_4\) defeats \(\alpha_6\). Thus one can conclude

\(^3\)Horty explains this defeat by saying, “it is clear that \(\alpha_5\) defeats \(\alpha_4\), because \(\alpha_4\) likewise supports \(CU\) through a default rule weaker than that through which \(\alpha_6\) supports \(\neg [CU]\)” (Horty, 2001, p. 13). But while \(\alpha_4\) supports \(CU\), \(CU\) is not the conclusion of the argument \(\alpha_4\). The definition of defeat allows the lengthening of arguments in certain circumstances to obtain a conclusion \(L\), but does not appear to allow the shortening of arguments to obtain a conclusion \(\overline{L}\) (Horty, 2001, p. 6).

\(^4\)I believe that the claim that \(\alpha_6\) is not justified is an error on his part. An argument that defeated \(\alpha_6\) would have to have the conclusion \(CU\). The only argument with this conclusion is \(\alpha_3\), and \(R_{CU}(\alpha_3) = r_1\), and \(R_{\neg CU}(\alpha_6) = r_2\). Horty’s claims do not depend on this, however. There is a typo on p. 13 of the Horty which may explain the error, as he writes “it is clear that \(\alpha_5\) defeats \(\alpha_4\), because \(\alpha_4\) likewise supports \(CU\) through a default rule weaker than that through \(\alpha_7\) supports \(\neg [CU]\).” But \(\alpha_7\) does not contain \(CU\)—rather, \(\alpha_6\) does.
neither that Susan is a citizen of Cuba nor that she is not a citizen of the United States, and one cannot conclude that she does not vote in the United States. The least fixed point of \( F_T \) is therefore, according to Hory, \( \{ \alpha_1, \alpha_2 \} \).

How does the intuition behind skeptical inheritance nets resolve this putative problem? Recall that the “central intuition” behind the skeptical inheritance net approach is that “arguments based on more specific information override arguments based on less specific information” (Hory et al., 1990, p. 320).

Thus, as in Figure 3.6, the Tweety example relies on increasing specificity of information. A penguin is a bird; a bird is a flying thing. But one can go directly from penguin to not flying. We should prefer the direct route from penguin to not flying, because a penguin is a type of bird (because one can go from penguin to bird), and thus information based on penguin-ness is more specific than information based on bird-ness.

![Figure 3.6: The Tweety example](image)

Supposedly, then, the Cuba example is like the Tweety example because, like the Tweety example, we should reason from the more specific information (presumably, citizen of Cuba) rather than from the less specific information (resident of Cuba). But this analogy, and thus the intuitive claim, fails.

The Cuba example, unlike the Tweety example, does not derive its structure from specificity. Restating the example in words makes the disanalogy clear. The first step is fine: a resident of Cuba is always a resident of North America; “resident of Cuba” is more specific information than “resident of North America.” But “citizen of Cuba” is not more
specific information than “resident of Cuba,” and “resident of North America” is not more specific information than “citizen of the United States.” Rather, one way to classify residents of Cuba is by their citizenship. Another way might be by their gender. But even if, to make up an example, 60% of residents of Cuba were men, although we might say that in general, if one is a resident of Cuba, one is a male (i.e., one can go from resident of Cuba to male), we wouldn’t think that “resident of Cuba” is more specific information than “male.”

What does “specific” mean? According to (Horty et al., 1990, p. 320), “the reason $p$ can be said to provide more specific information about $a$ than $q$ does is simply that the net permits the path from $a$ through $p$ to $q$; this path, $a \rightarrow p \rightarrow q$, tells us both that Tweety is a penguin and that a penguin is a specific type of bird.” But while that particular rule is an example of specificity, specificity cannot in general be read off the topology of a net (or by checking to see whether a path goes “through” a particular node). Specificity must mean more than just that a rule can be stated that has one category on the lefthand side, and here’s why:

Consider, for example, a population of 100 people, 60 male and 40 female. Of the 60 men, 36 have red hair and 24 have brown hair. Of the 40 women, 24 have red hair and 16 have brown hair, as in Table 3.3.

<table>
<thead>
<tr>
<th></th>
<th>Red Hair</th>
<th>Brown Hair</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>36</td>
<td>24</td>
<td>60</td>
</tr>
<tr>
<td>Women</td>
<td>24</td>
<td>16</td>
<td>40</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
<td>40</td>
<td>100</td>
</tr>
</tbody>
</table>

If someone has red hair, then it’s more likely that the person is a man (because 36 of the 60 people who have red hair are men). So write

Red $\rightarrow$ Man
But if we find out that someone is a man, it’s more likely that the person has red hair than brown hair, because 36 of the 60 men have red hair. So one could also write

Man → Red

Each of these hundred people is either a Yankees fan or a Mets fan, but not both. (So a Mets fan is a non–Yankees fan.) All the women are Mets fans (i.e., not Yankees fans); all brown-haired men are Yankees fans; 16 of the red-haired men are Yankees fans; and the remaining 20 of the red-haired men are Mets fans. It’s generally true that redheads are Mets fans. (Of a total of 60 redheads, 44 are Mets fans.) And it’s generally true that men are Yankees fans. (Of a total of 60 men, 40 are Yankees fans.)

So because Men → Yankees, conclude that

Red → Man → Yankees.

Unlike the Tweety situation, we can’t therefore conclude that being red-headed is more specific than being a man, and therefore if we know that Izzy is red-headed and a man that he is a Yankees fan, simply because there is a path from being red-headed, through being a man, to being a Yankees fan. For it is also true that Red → Mets, i.e., Red → ¬ Yankees. And thus
Man → Red → ¬ Yankees.

One possible distinction between the examples is that the relationship of specificity might be a strict relation. While this isn’t reflected in (Horty et al., 1990), which does not distinguish strict and defeasible rules, it is one distinction between the example of the red-headed men and the example of penguins. That penguins are birds is a strict rule; that men are red-haired is not a strict rule. But if strictness helps separate rules about specificity from other rules, then neither can the Cuba example be about specificity, for neither $RN \to CU$ nor $RC \to CC$ is a strict rule.

Perhaps, however, one cannot read specificity off the red-headed/male/baseball fan rules because this is not the kind of relationship that can be represented by default rules. But it is difficult to distinguish the red-headed/male/baseball relationship from the Cuba example. In both examples, the rules depend entirely on frequency of occurrence of some characteristic. Specificity thus cannot resolve the Cuba example.

3.5 Generics

Horty and others refer to defaults as “generic” statements. Perhaps default logic reasons about generics—that something is a default rule precisely when it is a generic. Perhaps the problem with the Cuba example is that it uses as its default rules statements that are not generics. As this section will show, however, there is no settled theory of generics; default logic does not reason correctly about some generics; and some default rules that are core to the arguments presented in (Horty, 2012) are not generics. The literature on generics therefore cannot resolve the questions raised by the Cuba example.
3.5.1 What are generics?

Generics are general statements, such as “birds fly” and “dogs bark” (e.g., (Liebesman, 2011), (Leslie, 2012)). Generics “express general claims about kinds and categories” (Leslie, 2012). This sounds much like the description of a default rule as a “generalization”; “[an] important regularity [that] hold[s] ‘for the most part’”; a “generic truth” (Horty, 2012, p. 17).

Theories of genericity do not resolve the problem of what constitutes a default rule, in part because there is no one theory of genericity. Indeed, the questions of the proper characterization of the logical structure and semantics of generics are difficult—even “intractable” (Liebesman, 2011, pp. 3, 7–8). So attempting to resolve the question of default rules by appealing to theories of genericity may do no more than move the problem from one difficult area to another.

That said, even with no more than a sense of what constitutes a generic, as the following subsections will show, generics are both over- and under-inclusive when it comes to statements about which default logic correctly reasons. This subsection thus reviews various theories of genericity to establish a base on which the following two subsections will build. In particular, this subsection describes three theories of generics, and a fourth theory that posits that genericity as a separate operator does not exist. To get a sense of various theories of generics, this section considers whether

(R) Residents of North America are citizens of the United States

is a generic that is true. (R) expresses a generalization about individual members of the kind “residents of North America.” (R) does not intuitively seem to be a true generic, and indeed, it comes out false under any of the prominent approaches.
3.5.1.1 Probability

One approach to generics is the probabilistic approach, as in (Cohen, 1999). (Both (Leslie, 2012) and (Asher & Pelletier, 2012) show, convincingly, a range of problems with the approach and establish that (Cohen, 1999) does not accurately characterize various generics.) Roughly speaking, Cohen’s probabilistic approach holds that a generic “Ks are F” is true either when (1) the probability that an arbitrary K is F is greater than 50%, or (2) the probability that a K, as opposed to some other alternative, is F is greater than 50%. Position (1), the absolute reading, is self-explanatory—“Ravens are black” is a true generic just in case the chance that a randomly selected raven is black. Position (2) is less obvious. Take the generic “Dutch people speak English” (Cohen, 1999, p. 58). This is false under the absolute reading—a majority of Dutch people (explains Cohen) do not speak English. But as compared to the average person, a Dutch person is more likely to speak English, and so the generic “Dutch people speak English” is true. Or consider “Lions have manes” (Cohen, 1999, p. 59). If a majority of lions are female, then the absolute reading of “lions have manes” is false. But lions are more likely to have manes than are alternative animals (or alternative mammals), so the generic is true. That said, a randomly chosen resident of North America is more likely to be a citizen of the United States than not, so (R) meets this requirement under the absolute reading.

(Cohen, 1999) also imposes an additional requirement of homogeneity: the more-likely-than-not condition must hold for all “salient partitions” of K (Cohen, 1999, p. 81ff). A salient partition is, roughly speaking, a division of the kind that is somehow relevant. A possible division of residents of North America is division by country, such that one partition would be “residents of Mexico.” It is not true that most residents of Mexico are citizens of the United States, so (R) is not a true generic on this account.
3.5.1.2 Modality

(Asher & Pelletier, 2012), building on (Pelletier & Asher, 1997), takes generics to be modal quantifiers. Informally, “Ks are F” is a true generic under this account when “Ks are F” is true at normal worlds for Ks. If generics capture what is normal about a kind (the “possible worlds” approach of generics), then whether (R) is a true generic depends on one’s belief about what is normal about the kind “residents of North America” (Pelletier & Asher, 1997). A jingoistic citizen of the United States might believe (R); most people would not. There is nothing more or less normal about being a citizen of Canada than being a citizen of the United States.

3.5.1.3 Psychology

Under the approach to generics of (Leslie, 2007), what one might dub a “psychological” approach to generics, (R) also comes out false. Leslie suggests a four-part test for whether a generic of the form “Ks are Fs” is true. The first requirement is that any counterinstances must be negative: any counterinstances must not possess some “equally positive alternative property” (Leslie, 2007, p. 385). Once that condition is met, then one of three conditions must also be met. The conditions proceed from requiring less to more information. First, if the quality F is a characteristic of Ks—if it is a type of regularity for K—then some Ks are F. For example, animals have certain “characteristic dimensions”—they make typical noises, for example. If someone hears an elephant make a trumpeting noise, one might then say, “Elephants are animals that make trumpeting noises” (Leslie, 2007, p. 384). One need not survey all elephants, or even many elephants.

---

6 Leslie’s approach is not meant to be a semantics, but rather a description of how people use generics in the world. It is thus a psychological approach—or, as Leslie herself characterizes it, generics are a window into “one of the most central questions in cognitive science,” which warrants “empirical study” (Leslie, 2013, p. 22).
If F is not on a characteristic dimension, but it is particularly striking, then some Ks must be F, and other must be “disposed to be F” (Leslie, 2007, 384–385). For example, it isn’t the case that “carrying illness” is a characteristic dimension for animals. And it isn’t the case that most, say, mosquitoes carry the West Nile Virus. But carrying the West Nile Virus is a “striking[,] horrific or appalling” fact (Leslie, 2007, p. 384). Moreover, even those mosquitoes that don’t carry the West Nile Virus are capable of carrying or disposed to carry the virus. Thus, “Mosquitos carry the West Nile Virus” is a true generic according to Leslie.

Finally, if F is not on a characteristic dimension and isn’t particularly striking, then a majority of Ks need to be F in order for the generic to be true. (Leslie, 2007, p. 386).

(R) comes out false under according to Leslie’s definition, for it fails the first prong of her test. If a resident of North America is not a citizen of the United States, that resident has some other equally positive quality—that person is, almost certainly, a citizen of some other country.

3.5.2 Some generics are not default rules

There are at least some generics about which default logic cannot reason accurately.

(Leslie, 2007) points out that certain types of inferences that go through under default reasoning are clearly wrong for generics. Consider the default reasoning scheme with which we are familiar. Birds fly; Tweety is a bird; therefore, barring information to the contrary, concludes that Tweety flies. This is of the form (using Horty’s schema):

\[ \mathcal{W} = \{ B \} \]

\[ D = \{ \delta_1 \} \]
\[ \delta_1 : B \rightarrow F \]

So conclude that Tweety flies.

But some true generics hold with respect to any one example with very low probability. Thus the low probability problem described in Section 3.3 arises. Consider the generic “Mosquitoes carry the West Nile virus.” Let \( B \) mean “Buzzy is a mosquito” and \( F \) mean “carries the West Nile Virus.” The default reasoning schema authorizes us to conclude that, all else equal, we should conclude that Buzzy carries the West Nile virus. This isn’t accurate—less than 1% of mosquitoes carry the West Nile virus. But the statement is nonetheless a generic (Leslie, 2007, p. 389). Thus it is not the case that default logic reasons accurately about all generics. That \( X \) is a generic is not sufficient to establish that \( X \) can be a default rule.

### 3.5.3 Some default rules are not generics

There are nongenerics about which default logic can reason accurately.

(Pelletier & Asher, 1997) propose that nonmonotonic logic is a way to understand the semantics of generics. However, they reject default logic as a way to formalize generics, because generics have truth conditions:

[D]efault logic does not provide us with an acceptable formalization of generic statements. Default rules are rules, and therefore are sound or unsound—rather than sentences, which are either true or false. If we analyze characterizing sentences [of generics] using default rules, these sentences would not

---

7Moreover, (Pelletier & Asher, 1997) point out, generic statements can be nested, and default rules cannot. “People who work late nights do not wake up early” is considered a nested generic, because, as (Pelletier & Asher, 1997) describe, “they attribute properties which involve genericity (as expressed here by the habitual predicate wakes up early to kinds which are defined by means of characterizing properties (people who work late nights)” (Pelletier & Asher, 1997, p. 38).
have truth values, and their meanings could not be specified by an ordinary semantic function. One consequence of being neither true nor false—not being in the language—is that characterizing sentences would therefore not “talk about the world,” instead they would “talk about” which inferences to draw. And this seems to us a strike against such an account. (Pelletier & Asher, 1997, p. 37)

“Talk[ing] about which inferences to draw”—what one should believe or do—is exactly what Horty wants default rules to do. The exact project of (Horty, 2012) is to use default logic to reason deontically. To demand that all default rules be generics would be to reject the central project of (Horty, 2012). For example, “If I have arranged to dine with Twin 1, then, all things considered, I ought to dine with Twin 1” is certainly not a generic—but it is part of the central example Horty uses to introduce his deontic logic (Horty, 2012, p. 71). Horty’s deontic approach requires that default rules prescribe which inferences to draw, or which actions to take. Therefore, that X is a generic is not necessary to establish that X can be a default rule.

3.6 Conclusion: Legal rules as default rules

Horty has suggested, and I argue in Chapter 2, that the default logic approach to deontic reasoning, as described in (Horty, 2012), captures certain types of legal reasoning. As we have seen, that a statement is a generic is neither necessary nor sufficient for that statement to be a default rule. But legal rules are not generics, so this observation does not threaten the application of default logic to the law. And that default logic does not capture probabilistic reasoning does not present a problem for applying default logic to legal reasoning either. Legal rules derive both their force and their defeasibility from
sources other than probability. Or, to put it another way: for certain kinds of legal rules “if X then Y,” the answer to the question, “Why do we make the assertion ‘if X then Y’?” is not “Because in the world, if something is X, it is more likely than not that it is also Y.” And the answer to the question “Why should we accept legal rule 1, if X then Y, over legal rule 2, if X then not Y?” is never, “Because in the real world, if something is X, it is more likely that it is Y than that it is not Y.”

One naturally asks from where legal rules derive their force, and, relatedly, whether in certain circumstances one ought to disregard even nonconflicted legal rules. The debates on these questions are extensive and very much ongoing, and far outside the scope of this chapter (generally, compare (Hart, 1961) and his followers, with (Dworkin, 1967), on the one hand, and natural-law theorists, on the other). Nobody argues, however, that the source of the strength of legal rules is in some way probabilistic or that legal rules must be generics. Thus the limits described in this chapter do not affect the applicability of (Horty, 2012) to rule-based legal reasoning.
Chapter 4

Statutes as supernormal rules

4.1 Introduction

This chapter refines Hory’s approach to legal reasoning. Hory does not distinguish between reasoning from cases (common law reasoning) and reasoning from legislative and administrative guidance (what I will call, for simplicity’s sake, statutory reasoning). I agree with Hory that common law rules are often best represented by default rules with premises—in other words, as rules that are triggered only if certain conditions are met. I differ from Hory, however, in the appropriate representation of statutory rules. The chapter argues that, contra Hory, statutory rules are best understood as premise-free commands of conditionals, rather than conditional commands. That is, setting aside jurisdictional concerns, statutes and regulations are best represented as supernormal default rules. Various anomalous results Hory identifies may be avoided in the context of legal reasoning if statutory rules are properly characterized as premise-free.
4.2 Interpreting statutory rules

A default rule may naturally be interpreted as a putative or potential command. I claim that, once the question of jurisdiction is taken as settled (of which more in subsection 4.4.2 below), a default rule that is an interpretation of a statutory rule should be triggered in any ∆. That is, statutory rules are best understood as prerequisite free, of the form ⊤ → q. (Horty, 2012) already takes all rules to be normal. Thus I am arguing that statutory rules in Horty’s approach should be taken to be supernormal, that is, a normal rule where the only premise is ⊤.

Horty raises the distinction between conditional commands and commands of conditionals with regard to one of the puzzling default theories that he describes, as described further in subsection 4.3.1. But this distinction is not central for him; in one example he gives, he notes simply that it is ambiguous whether the δ in question should be considered a command of a conditional rather than a conditional command, and perhaps any problem arises because of the “running together of two distinct ways of interpreting the . . . command” (Horty, 2012, p. 206). But when it comes to statutory rules, I argue, there is no ambiguity: once jurisdictional requirements are met, legislative and administrative rules are best understood as always applying to everyone, whether or not the immediate facts of a person’s situation trigger one particular rule. Thus all such rules should always be taken to be triggered.

Informally, one should think of a law not as “if X, then the law says that you must Y,” but rather “the law says that if X, then you must Y.” This is in some sense a question of scope, but to make clear intended meaning we cannot use the ○ operator, for a given δ might not be obligatory (if it is not in a proper scenario). Take the operator L to mean “the law says”—that is, to mark out the scope of the putative (attempted) command. My claim is that statutes are best interpreted as \( L(X ⊃ Y) \), and not as \( X → L(Y) \). The natural way to
make this change in Horty’s approach is to substitute ⋵ for → in all δ and prepend T → to what results.

Horty presents his theory as usefully applying in the context of statutory law. In this example (slightly simplified in my retelling), in (Horty, 2012, Section 5.1.2), Smith has loaned money to Miller for the purchase of a ship, and the ship serves as collateral for the loan. Miller defaults on the loan as part of going bankrupt, and Smith is now trying to determine whether his security interest in a ship has been perfected (“Perfected”)—i.e., whether he can enforce his claim on the ship against the bankruptcy estate. But two possible laws might apply: either the Uniform Commercial Code as enacted by the state in which Miller, Smith, and the ship are located (the “UCC”) or the Ship Mortgage Act (the “SMA”). The SMA is a federal statute, which tends to control over a state statute (“Lex Superior”). But the UCC was enacted later than the SMA, and later statutes tend to control over earlier statutes (“Lex Posterior”). Horty posits that Lex Posterior dominates Lex Superior, so that the UCC dominates the SMA, i.e., δ_{UCC} > δ_{SMA}.

Possession means that Smith possesses the ship, and Documents means that Smith has filed the correct documents. In this situation, Smith has possession of the ship but has not filed the documents, so \mathcal{W} = \{Possession, \neg Documents\}. Finally, the UCC rule is that an individual’s security interest in a ship is perfected if he has possession of the relevant collateral (in this case, the ship); the SMA rule is that if an individual has not filed the relevant documents, the individual’s security interest cannot be perfected. Horty represents the relevant rules as δ_{UCC} : Possession → Perfected and δ_{SMA} : \neg Documents → \neg Perfected.

My point is that we should take the UCC to say not, “If an individual has possession of the relevant collateral, then the law is that the individual’s security interest is perfected,” but rather, “The law is that if an individual has possession of the relevant collateral, then the individual’s security interest is perfected.” The rule is binding whether or not the
person has possession of the relevant collateral. Similarly for the SMA rule. Thus the two rules should be represented as $\delta_{\text{UCC}}': \top \rightarrow (\text{Possession} \supset \text{Perfected})$ and $\delta_{\text{SMA}}': \top \rightarrow (\neg \text{Documents} \supset \neg \text{Perfected})$.

In this particular example, the distinction between command of a conditional and conditional command makes no difference. $W$ includes both Possession and $\neg$Documents, so both rules are triggered regardless of whether the rules are taken as commands of conditionals or conditional commands. Thus, because $\delta_{\text{UCC}} > \delta_{\text{SMA}}$, Smith’s interest is perfected.

But the distinction I have identified does matter. Horty identifies several puzzles that arise from his approach to default logic and provides interpretations that either obviate the puzzle (in the case of the Order Puzzle) or highlight the problematic nature of the puzzle (in the case of inappropriate equilibria). These puzzles are a good entry to seeing why it matters whether statutes and regulations are interpreted as supernormal.

4.3 Horty’s puzzles

4.3.1 The Order Puzzle

Horty describes a set of default rules that he calls the “Order Puzzle” (Horty, 2012, p. 201). In the Order Puzzle, there are three rules, $\delta_1$, $\delta_2$, and $\delta_3$, where $\delta_3$ dominates $\delta_2$, and $\delta_2$ dominates $\delta_1$. The world of certain beliefs contains only $W$. The strongest rule, $\delta_3$, is triggered only by the weakest rule, $\delta_1$. The middle rule is triggered by $W$, and its conclusion contradicts the conclusion of the strongest rule.

That is:
\[ W = \{W\} \]

\[ \delta_1 < \delta_2 < \delta_3 \]

\[ \delta_1 : W \rightarrow H \]

\[ \delta_2 : W \rightarrow \neg O \]

\[ \delta_3 : H \rightarrow O \]

Under Horty’s approach, the single stable scenario is \{\delta_1, \delta_3\}. (For an elaboration of the reasoning behind this stable scenario, see Appendix section B.2.)

This example appears problematic if one takes an order-of-application approach to default reasoning. In such an approach, generally speaking, one adds to one’s belief set the highest-remaining triggered rule that is consistent with rules in one’s belief set. Thus if one follows, for example, (Brewka, 1994), which addresses this puzzle, one first adds \( \delta_2 \) to one’s belief set, because it is the highest-ranking rule that is triggered. Then one adds \( \delta_1 \). Now \( \delta_3 \) is triggered, but too late, because \( \delta_3 \) is inconsistent with the two rules already added to the belief set. So the unique correct belief set on the (Brewka, 1994) approach is \{\delta_1, \delta_2\}. This seems odd, because \{\delta_1, \delta_3\} is also consistent, and, it would seem, preferable to \{\delta_1, \delta_2\}, because \( \delta_3 \) is higher-ranked than \( \delta_2 \).

(Brewka & Eiter, 2000) resolves this problem by requiring the reasoner to delete any rules that are, roughly speaking, defeated by higher-ranking rules, and ultimately accepts \{\delta_1, \delta_3\} as the single stable scenario. (Delgrande, Schaub, Tompits, & Wang, 2004, p. 13) also describes this problematic collection of default rules and rejects it as having no extension at all because it conflicts with the “normal order” of rule application.

Horty rejects the idea that this set of rules is incoherent by telling a story that he finds intuitively attractive. Imagine, he says, that the rules are a set of commands given by three
officers. (That something is a command does not necessarily mean that the command is part of a binding scenario and should actually be followed.) $\delta_3$ is higher priority than $\delta_2$ because it was given by a higher-ranking officer, and similarly for $\delta_2$ and $\delta_1$. The commands may be strange, Horty states, but they are not impossible, and, he claims, it clearly makes the most sense to obey $\{\delta_1, \delta_3\}$ (Horty, 2012, p. 204). (Horty here appeals to the reader’s intuition.)

Horty suggests that he finds his approach useful in the legal context. But one natural legal interpretation of the Order Puzzle makes Horty’s story problematic. Consider the following interpretation: all of the statements are about payments, and “$W$” means “is salary”; “$O$” means “not deductible” (so $\neg O$ means “deductible”); and “$H$” means “provides a significant future benefit.” So $\delta_3$ means “If a payment is provides a significant future benefit, then it is not deductible,” $\delta_2$ means “If a payment is salary, then it is deductible,” and $\delta_1$ means “If a payment is salary, then it provides a significant future benefit.”

Additionally, say that $\delta_3$ is more persuasive than $\delta_2$ because $\delta_3$ is a rule from the Supreme Court, and $\delta_2$ is a statute, and $\delta_2$ is more persuasive than $\delta_1$ because $\delta_1$ is a mere regulation. (Ceteris paribus, Supreme Court rulings are more persuasive than statutes or regulations, and statutes are more persuasive than regulations.) If one accepts $S = \{\delta_1, \delta_3\}$, the only stable scenario, the salary payment would be treated as providing a significant future benefit and as not deductible. To reach this result, one disregards a statute to make room for a regulation. But the result that one would expect as a matter of legal analysis is that the Supreme Court ruling and the statute would be respected, and thus that the belief set $S = \{\delta_2, \delta_3\}$ would be accepted. Under this story, the salary payment is not treated as providing a significant future benefit and is deductible.

Or, to put an even finer point on it, imagine that Henry is deciding what position to take on his tax return. $\delta_3$ is a statute, $\delta_2$ is a regulation, and $\delta_1$ is an instruction from Henry’s lawyer. $\delta_3 > \delta_2$, because ceteris paribus, statutes are more persuasive than reg-
ulations. And $\delta_2 > \delta_1$, because regulations are more persuasive than a lawyer’s advice. But a lawyer’s advice might still be taking as a (defeasible) rule to follow—the idea being something like, “I will follow the instructions my lawyer gives me—after all, that is why I pay him!—but the instructions he gives can always be defeated by actual law.” The stable scenario $S = \{\delta_1, \delta_3\}$ suggests that Henry should follow the statute and his lawyer’s instructions, but disregard the regulation. This clearly cannot be correct.

Horty’s story fails when the Order Puzzle is given these interpretations because, as argued in section 4.2, legal rules should be interpreted as supernormal—as commands of conditionals—not as conditional commands.\(^1\)

Horty writes that it is ambiguous whether $\delta_3$, in his example, should be considered a command of a conditional (i.e., apply $\delta_3' : \top \rightarrow (H \supset O)$) rather than a conditional command (i.e., $\delta_3 : H \rightarrow O$). As Horty notes, if $\delta_3$ is read as a command of a conditional rather than a conditional command, then the unique stable scenario is $S = \{\delta_2, \delta_3\}$ (Horty, 2012, p. 206). But in the legal context there is no ambiguity: the correct interpretation, if $\delta_3$ is a statutory rule, is in fact $\delta_3'$. The Order Puzzle with Command of Conditional is thus as follows:

$$W = \{W\}$$

$$\delta_1 < \delta_2 < \delta_3$$

\(^1\)What I propose here does not resolve deeper problems that the Order Puzzle presents. As in (Hansen, 2008, p. 250), one may present an epistemic version of the Order Puzzle that cannot, it seems, be properly resolved by rewriting the various rules as supernormal. (Hansen, 2008, p. 263) argues that Horty’s appeal to intuition is wrong for another reason:

[B]eing forced to violate a higher ranking order when obeying a lower ranking one is a case where following the lower one ‘involves’....a violation, and so the only order the agent is excused from obeying is the lowest ranking command.

This argument is that Horty’s underlying approach, not merely his statement of the rules, is problematic. Both (Hansen, 2008) and (Tucker, 2016) provide other approaches to prioritized deontic reasoning that give the more intuitive answer that rules $\delta_2$ and $\delta_3$ should be accepted, and not $\delta_1$. 
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$\delta_1 : W \rightarrow H$

$\delta_2 : W \rightarrow \neg O$

$\delta'_3 : \top \rightarrow (H \supset O)$

The problem in the Order Puzzle, to the extent there is a problem, arises exactly because the highest-priority rule is not triggered by $\mathcal{W}$, but rather is triggered by the application of a lower-priority rule.\(^2\) (In the presentation of this puzzle in (Brewka, 1994) and (Brewka & Eiter, 2000), $\delta_2$ and $\delta_1$ both have premise $\top$ and $\mathcal{W} = \emptyset$; this describes the same sort of situation as in (Horty, 2012, p. 206 ff.), which adds in $W$ presumably to make the narrative more natural.) Horty’s fix of reinterpreting $\delta_3$ as a command of a conditional resolves the problem in this particular situation, because it means that all three rules are triggered (because $\delta_1$ and $\delta_2$ are triggered by $\mathcal{W}$).

Under Horty’s approach, using $\delta_3$ (the conditional command), the single stable scenario is $\{\delta_1, \delta_3\}$. In contrast, using $\delta'_3$, the command of a conditional, would result in the stable scenario of $\{\delta_2, \delta'_3\}$, thus resulting in different predictions about what an individual ought to do.

Under my approach, if the three rules of the Order Puzzle are taken to be statutory commands and as such binding on everyone, all three should be reinterpreted, resulting in the Supernormal Order Puzzle:

$\delta'_1 : \top \rightarrow (W \supset H)$

$\delta'_2 : \top \rightarrow (W \supset \neg O)$

$\delta'_3 : \top \rightarrow (H \supset O)$

\(^2\)Thus (Hansen, 2008, pp. 263-264) (emphasis added): “[Horty] confuses the status quo and the status quo posterior. Obeying the Major’s order does not, in the initial situation, involve disobeying the Colonel’s order. Only once O’Reilly follows the Captain’s order and turns on the heat, it is true that he must obey the Colonel, open the window, and thus violate the Major’s order.”
As demonstrated in the Appendix, section B.3, the table for \( \{\delta'_1, \delta'_2, \delta'_3\} \) is identical to the table for \( \{\delta_1, \delta_2, \delta'_3\} \) (with, of course, the appropriate prime symbols added).

### 4.3.2 Inappropriate equilibria

Consider the problem of inappropriate equilibria, as described in (Horty, 2012, Section 8.3.1).

Horty offers the example of \( \Delta = (W, D, <) \), where \( W = \{\neg (A \land B)\} \), \( D = \{\delta_1, \delta_2, \delta_3\} \), \( \delta_1 < \delta_2, \delta_2 < \delta_3 \), and

\[
\begin{align*}
\delta_1 &: \top \rightarrow A \\
\delta_2 &: \top \rightarrow B \\
\delta_3 &: A \rightarrow \neg B
\end{align*}
\]

To motivate this example, Horty again provides an action-based account: \( \delta_3 \) is taken to be the command of a Colonel, \( \delta_2 \) of a Major, and \( \delta_1 \) of a Captain. There are two proper scenarios, \( S_1 = \{\delta_2\} \) and \( S_2 = \{\delta_1, \delta_3\} \). (For elaboration, see Appendix section B.4.) Horty finds \( S_2 \) problematic: \( \delta_3 \), he argues, should never have been triggered had the soldier followed the “correct” line of reasoning (i.e., follow \( \delta_2 \), not \( \delta_1 \)). It is not at all clear to me why \( S_2 \) is problematic, but at any rate, if one faced this in the statutory reasoning context, the problem would be avoided if the rules were properly characterized as supernormal.

Horty characterizes the Colonel’s command as “peculiar,” because \( W \) already includes \( \neg (A \land B) \)—that is, \( W \) already includes the information that \( A \) and \( B \) cannot coexist. But, Horty notes, “there is nothing to stop the Colonel from issuing a peculiar command.” Imagine, though, that instead of a Colonel, Major, and Captain, these three rules involve (again) the Supreme Court, a statute, and a regulation. I would argue that the inappropri-
ate equilibrium simply falls away: $\delta_3$ is properly represented as $\top \to (A \supset \neg B)$—again, call this $\delta'_3$.

The single stable scenario is, as in the reworked Order Puzzle, $\{\delta_2, \delta'_3\}$. (For elaboration, see Appendix section B.5.) From a legal perspective, this is precisely what one would expect. $\delta_2$ and $\delta'_3$ are the rules that we ought to follow as a legal matter, and they are the rules that Horty’s deontic reasoning tells us we ought to follow, once we use the correct interpretation of the command as a command of a conditional, rather than a conditional command.

### 4.4 Possible objections

I briefly consider some possible objections to the proposed interpretation of statutory rules as premise-free.

#### 4.4.1 Does defeasibility remain?

One might object that removing premises and forcing all statutory rules to be material conditionals eliminates the core of Horty’s project. After all, the whole point is to develop a theory of defeasible obligations. It may seem that permitting all rules to be triggered removes the defeasible aspect of the default logic. This objection does not, I think, have much traction. As one can see in the reinterpreted Order Puzzle and inappropriate equilibrium examples above, even absent premises, a rule might still be defeated. The priority relation itself can result in defeat, even if all rules are triggered.
4.4.2 Statutory rules with premises

One might wonder whether a legislature might mandate that a particular law be interpreted as a conditional command, rather than a command of a conditional. Because of the nature of statutory lawmaking, I do not think this is possible. A legislature’s pronouncements are coercive: they have the force of law.

However, when jurisdiction is an issue, statutory rules are in fact best represented with premises. The idea here is a given set of lawmakers cannot make law that controls everyone, everywhere. The U.S. Congress makes laws that control in the United States (roughly speaking—in fact the question of jurisdiction can become very complicated, very quickly), but not, in general, in, say, Germany. An Arizona law does not control someone in Utah. And so forth. So if jurisdiction is an issue, then a statutory rule might best be represented as have a premise something along the lines of “if you are in the relevant jurisdiction.”

As (Broome, 2013) explains: “The law requires you to drive on your left, conditional on your being in Britain... This requirement is conditional in application. The law requiring you drive on the left is a British law, so it can apply only to people in Britain.... The position is that, if you are in Britain, the law requires you to drive on the left” (Broome, 2013, pp. 134–135), i.e., not that the law requires of you that, if you are in Britain, you drive on the left. Once a person comes within the ambit of the lawmaker, as I have argued, then the rule has the force of law whether or not it happens to apply to that person. Nonetheless, conditional commands are still needed in the legal context, at least when jurisdiction may be an issue.
4.4.3 A simpler approach: order of application

Even if defeasibility remains, it may seem that by forcing all rules to be supernormal, I eliminate the need for some of the more complicated aspects of Horty’s approach. Indeed, the new solutions to the Order Puzzle and the inappropriate equilibrium examples suggest that an order-of-application approach, along the lines of (Brewka & Eiter, 2000), could reach the same results. But Horty’s approach is still preferable, because not all legal rules are best represented as supernormal. As described further below, common law rules should generally be considered to have premises, consisting at least of the facts necessary for the case in question to control in a subsequent case. Moreover, if one does not assume away the jurisdictional question, triggering is reintroduced for statutory reasoning.

4.4.4 Embedded oughts

I have suggested that there are two ways of understanding a statutory rule, \( L(X \rightarrow Y) \), or as \( X \rightarrow L(Y) \), and I have argued for the former. One might think that another possibility would be to embed \( \rightarrow \) within a rule, or, to put this in the language of Horty’s deontic reasoning, to say that a legal rule is best represented as \( \circ(\circ(Y)/X) \). In fact, Horty’s approach does not permit nested obligations (Horty, 2012, p. 239). Nesting Horty’s \( \circ \) would require, for example, evaluating extensions of extensions, which is not possible.

4.4.5 Conditional commands

Horty’s deontic logic addresses different concerns than does work on conditional commands and contrary-to-duty obligations.

For example, consider Chisholm’s paradox, which captures some of the problems raised
by contrary-to-duty obligations. As described in (Chisholm, 1963, pp. 34–35), imagine that you are faced with three rules: (1) go to the assistance of your neighbors, (2) if you go to your neighbors, tell them you are coming, and (3) if you don’t go, don’t tell them you are coming. And now imagine that you do not go. The third rule, “if you don’t go, don’t tell them you are coming,” is a contrary-to-duty obligation: it provides what you ought to do (“don’t tell them you are coming”) if you do not do what you really ought to do (“go to the assistance of your neighbors”).

As noted in (Hilpinen & McNamara, 2013), defeasible logic does not address this situation. In the situation described above, you really ought to go to the assistance of your neighbors, and thus you also ought to tell them you’re coming. If you don’t, it’s not because your obligation to go (and to tell them you’re going) is somehow defeated. As (Hilpinen & McNamara, 2013, p. 121) state: “this [conflict] does not seem to jive well with the prima faci[e] difference between violation and defeat.”

(Prakken & Sergot, 1996) provides an example that highlights the difference between violation and defeat. Imagine these three rules governing one’s ownership of a vacation cottage: (1) there must be no fence on the cottage property, (2) if there is a fence, it must in any circumstances be a white fence, and (3) if the cottage property is by the sea, there may be a fence. Can we consider (2) simply as defeating rule (1)? No. There is a difference between defeat and a contrary-to-duty obligation, as the following example shows. Consider James, who has a fence because his cottage is by the sea. Rule (1) is defeasible and (3) is the defeater. James violates rule (2), but it is not a contrary-to-duty obligation for James. But now consider Karl, who does not have a cottage near the sea and who has a red fence. Karl violates rule (2), and rule (2) is a contrary-to-duty command for Karl. That is, there is a difference between defeated and violated obligations: if a primary obligation is defeated by a secondary obligation, “the primary obligation cannot be violated, since it is simply not applicable to the situation” (Prakken & Sergot, 1996, p. 98).
Similarly, the treatment of conditional requirements in (Broome, 2013) takes on different issues than those addressed by Hory’s project and by defeasible logics. (Broome, 2013) concerns himself with rationality, not with commands in general. Its focus is the motivation for action, and its basic premise that one intends to do what one believes one ought to do (“enkrasia”). Its treatment of conditional requirements thus includes the premise that there are no inconsistent requirements (Broome, 2013, pp. 128, 136–138). Indeed, (Broome, 2013) accepts precisely the proposal that (Horty, 2012, pp. 95–96) rejects: that there can be no inconsistent oughts (as described by J.J. Thomson). Horty, and law, are more concerned with what (Horty, 2012, p. 100) calls “deliberative oughts”: oughts one may consider as one tries to determine the right thing to do. Broome, in contrast, concerns himself with the “moral ought”: the thing that morality requires one to do.

4.5 Conclusion

Statutory rules are best interpreted as supernormal. But this is not true of all legal rules. Common law reasoning in particular should usually not be treated as involving premise-free rules. This discrepancy stems from the very different law-making capacities of courts, on the one hand, and the legislature and administrative rulemakers, on the other, and the types of reasoning that accompany those different law-making capacities. A U.S. court may address only a “case or controversy” (U.S. Constitution, Art. III, sec. 2, clause 1). That is, it may resolve only the dispute of the parties before it, and only if one party has standing. As the Supreme Court has explained in Hollingsworth v. Perry, “[Standing] requires the litigant to prove that he has suffered a concrete and particularized injury that is fairly traceable to the challenged conduct, and is likely to be redressed by a favorable judicial decision” (Hollingsworth v. Perry, 2013). Relatedly, the decision in one case may inform—even control—the decision in another case, but only if the facts of the two cases
are sufficiently similar. Thus when engaging in common-law reasoning—when reasoning from cases, as opposed to from statutes—someone might argue that a particular case does not apply because the facts of that other case are not sufficiently similar to the case currently before the court. This is known as distinguishing a case.

For example, in Danann Realty Corp. v. Harris, Harris, the buyer, argued that he should receive damages for fraud because Danann Realty, the seller, used fraudulent oral representations to induce him to enter into a contract. The contract in question, however, contained a specific disclaimer clause that stated that the buyer had fully inspected the premises and was not relying on any representations outside of the written contract. Harris, the buyer, argued that this disclaimer clause did not matter, because two other cases had held sellers liable for fraudulent misrepresentations even though the contracts in those cases had included disclaimer clauses. The court in Danann rejected this argument by factually distinguishing those other cases from Harris’s case:

This specific disclaimer is one of the material distinctions between this case and [the other cases raised by Harris]. In [one of the other cases], the court considered the effect of a general disclaimer as to representations in a contract of sale.... Another material distinction is that nowhere in the contract in the [other case] is there a denial of reliance on representations, as there is here.... Consequently, this clause, which declares that the parties to the agreement do not rely on specific representations not embodied in the contract, excludes this case from the scope of [the other cases].

(Danann Realty Corp. v. Harris, 1959)

In other words, the facts in Danann Realty Corp. v. Harris were sufficiently different from the facts in the other cases that the rule in those cases did not apply.
Often, therefore, common-law cases should be represented by normal, but not supernormal, default rules, the premises of which are the relevant facts in the case that make the rule it puts forth applicable, or not applicable, in other particular fact situations. Exactly how one characterizes these facts, and when one case should be distinguished from another, is a difficult question far outside the scope of this dissertation; see for example, outside of the default logic context, (Brewer, 1996), (Horty, 2013), and (Levi, 1949), to name only a few of many. But regardless of the precise way that facts of a common law case influence its outcome, in common law, there is not even a fact of the matter of what the law is. Rather, a court considering a case considers the facts of the case and an ostensible rule that is drawn from previous cases, and based on the court’s view of the facts, it can choose to apply that rule, not apply it, or modify it as it sees fit (Horty, 2013, e.g.).

In contrast, once jurisdiction is established, a statute or regulation always carries the force of law. No facts are necessary to trigger the application of a statute. Of course, the left-hand side of the conditional might not be true, so the conclusion of the conditional might not be triggered—if the rule is that “if a payment is from an employer, it is taxable,” a payment might not be from an employer, and therefore not necessarily be taxable. But one must still take the rule into account when considering whether other rules are defeated or should be followed.
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Appendix A

Statutory language

This appendix reproduces the language of the statutes analyzed here.

Section 163(h) DISALLOWANCE OF DEDUCTION FOR PERSONAL INTEREST.—

(1) IN GENERAL.—In the case of a taxpayer other than a corporation, no deduction shall be allowed under this chapter for personal interest paid or accrued during the taxable year.

(2) PERSONAL INTEREST.—For purposes of this subsection, the term “personal interest” means any interest allowable as a deduction under this chapter other than—

(D) any qualified residence interest (within the meaning of paragraph (3). . .

(3) QUALIFIED RESIDENCE INTEREST.—For purposes of this subsection—

(A) IN GENERAL.—The term “qualified residence interest” means any interest which is paid or accrued during the taxable year on

(i) acquisition indebtedness with respect to any qualified residence of the taxpayer,
or

(ii) home equity indebtedness with respect to any qualified residence of the taxpayer.

... (B) Acquisition indebtedness.—

(i) IN GENERAL.—The term “acquisition indebtedness” means any indebtedness which—

(I) is incurred in acquiring, constructing, or substantially improving any qualified residence of the taxpayer, and

(II) is secured by such residence.

...

(ii) $1,000,000 limitation—The aggregate amount treated as acquisition indebtedness for any period shall not exceed $1,000,000 ... .

(C) HOME EQUITY INDEBTEDNESS.—

(i) In general.—The term “home equity indebtedness” means any indebtedness (other than acquisition indebtedness) secured by a qualified residence to the extent the aggregate amount of such indebtedness does not exceed—

(I) the fair market value of such qualified residence, reduced by

(II) the amount of acquisition indebtedness with respect to such residence.

(ii) LIMITATION.—The aggregate amount treated as home equity indebtedness for any period shall not exceed $100,000 . . .

Section 302. Distributions in Redemption of Stock.
(a) GENERAL RULE.—If a corporation redeems its stock... and if paragraph... (2)... of subsection (b) applies, such redemption shall be treated as a distribution in part or full payment in exchange for the stock.

(b) REDEMPTIONS TREATED AS EXCHANGES.

...

(2) SUBSTANTIALLY DISPROPORTIONATE REDEMPTION OF STOCK—

(A) IN GENERAL.—Subsection (a) shall apply if the distribution is substantially disproportionate with respect to the shareholder.

(B) LIMITATION.—This paragraph shall not apply unless immediately after the redemption the shareholder owns less than 50 percent of the total combined voting power of all classes of stock entitled to vote.

(C) DEFINITIONS.—For purposes of this paragraph, the distribution is substantially disproportionate if—

(i) the ratio which the voting stock of the corporation owned by the shareholder immediately after the redemption bears to all of the voting stock of the corporation at such time,

is less than 80 percent of—

(ii) the ratio which the voting stock of the corporation owned by the shareholder immediately before the redemption bears to all the voting stock of the corporation at such time.

For purposes of this paragraph, no distribution shall be treated as substantially disproportionate unless the shareholder’s ownership of the common stock of the
corporation (whether voting or nonvoting) after and before redemption also meets
the 80 percent requirement of the preceding sentence. . . .

(D) SERIES OF REDEMPTIONS.—This paragraph shall not apply to any redemption
made pursuant to a plan the purpose or effect of which is a series of redemptions re-
sulting in a distribution which (in the aggregate) is not substantially disproportionate
with respect to the shareholder.
Appendix B

Justifying stable scenarios

This appendix justifies the stable scenarios throughout the dissertation. In this appendix, a circled rule fits the category under which it is listed. For example, if all three rules are circled in the Triggered column, all three rules are triggered in that scenario. If $\delta_1$ and $\delta_3$ are circled in the Not Defeated column, only $\delta_2$ is defeated with respect to that scenario. As a result, rules that are Binding with respect to a particular scenario are circled in all three columns (because a rule that is circled in all three columns is triggered, not conflicted, and not defeated).

The reason for the characterization of the rule is immediately under the rule. For example, if T1 is immediately under the circled $\delta_1$ in the Triggered column, the justification for characterizing $\delta_1$ as triggered in that scenario is Rule T1, which is in the relevant subsection immediately above the chart.
B.1 The Cuba Example

B.1.1 The theories

All analysis that applies to the Cuba example will also apply to the Simple Cuba example—that is, as the below analysis will make clear, the Cuba example is equivalent to the Simple Cuba example.

B.1.1.1 The Cuba example

\[ W = \{ RC, RC \supset RN, \neg (CC \land CU), \neg (CC \land VU) \} \]

\[ D = \{ \delta_1, \delta_2, \delta_3 \}, \text{ and } \delta_1 < \delta_2 < \delta_3, \text{ where} \]

\[ \delta_1 : RN \rightarrow CU \]

\[ \delta_2 : RC \rightarrow CC \]

\[ \delta_3 : CU \rightarrow VU \]

B.1.1.2 The Simple Cuba example

\[ W = \{ \neg (CC \land CU), \neg (CC \land VU) \} \]

\[ D = \{ \delta_1, \delta_2, \delta_3 \}, \text{ and } \delta_1 < \delta_2 < \delta_3, \text{ where} \]

\[ \delta_1 : \top \rightarrow CU \]

\[ \delta_2 : \top \rightarrow CC \]

\[ \delta_3 : CU \rightarrow VU \]
B.1.2 The rules

All rules apply to a scenario $S$ relative to the theories $\{D, <, W\}$ described above in subsection B.1.1.

B.1.2.1 Triggered

T1. $\delta_1$ and $\delta_2$ are always triggered in $S$, because their respective premises are provable from $W$. Specifically, Premise($\delta_1$) = $RN$, and $RN \in W$. Premise($\delta_2$) = $RC$, and both $RN$ and $RN \supset RC$ are in $W$. (In the Simple example, the premises of $\delta_1$ and $\delta_2$ are both $\top$, so provable from anything.)

T2. $\delta_3$ is triggered in $S$ when $\delta_1 \in S$. Conclusion($\delta_1$) = Premise($\delta_3$) Therefore, when $\delta_1 \in S$, Premise($\delta_3$) is provable from $W \cup$ Conclusion($S$).

T3. $\delta_3$ is triggered if $\delta_2$ and $\delta_3 \in S$, because $W \cup$ Conclusion($\delta_2$) $\cup$ Conclusion($\delta_3$) is inconsistent. $\neg(CC \land VU) \in W$, and $W \cup$ Conclusion($\delta_2$) $\cup$ Conclusion($\delta_3$) = $W \cup \{CC\} \cup \{VU\}$ $\vdash \{CC \land VU\}$, from which one can prove $CC \land VU$. Because this gives rise to a contradiction, anything can be proved, including Premise($\delta_3$).

T4. $\delta_3$ is not triggered if only $\delta_2 \in S$ or only $\delta_3 \in S$. Premise($\delta_3$) = $CU$, and $CU$ is not provable from either $\{RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), CC\}$ or $\{RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), VU\}$. (In the Simple example, $CU$ is not provable from either $\neg(CC \land CU), \neg(CC \land VU), CC\}$ or $\neg(CC \land CU), \neg(CC \land VU), VU\}$.)

B.1.2.2 Conflicted

C1. If $\delta_1$ and $\delta_2 \in S$, all rules are conflicted. $\neg(CC \land CU) \in W$, Conclusion($\delta_1$) = $CU$, and Conclusion($\delta_2$) = $CC$. Therefore $W \cup$ Conclusion($S$) is inconsistent and can prove
anything.

C2. If \( \delta_2 \) and \( \delta_3 \in S \), all rules are conflicted. \( \neg(\text{CC} \land \text{VU}) \in \mathcal{W} \), Conclusion(\( \delta_2 \)) = \text{CC}, and Conclusion(\( \delta_3 \)) = \text{VU}. Therefore \( \mathcal{W} \cup \text{Conclusion}(S) \) is inconsistent and can prove anything.

C3. If \( \delta_3 \in S \), \( \delta_2 \) is conflicted. \( \mathcal{W} \cup \text{Conclusion}(\delta_3) = \mathcal{W} \cup \{\text{VU}\} \), and \( \neg(\text{CC} \land \text{VU}) \land \text{VU} \vdash \neg \text{CC} \).

C4. If \( \delta_1 \in S \), \( \delta_2 \) is conflicted. \( \mathcal{W} \cup \text{Conclusion}(\delta_1) = \mathcal{W} \cup \{\text{CU}\} \), and \( \neg(\text{CC} \land \text{CU}) \land \text{CU} \vdash \neg \text{CC} \).

C5. If \( \delta_2 \in S \), \( \delta_1 \) and \( \delta_3 \) are conflicted. \( \mathcal{W} \cup \text{Conclusion}(\delta_2) = \mathcal{W} \cup \{\text{CC}\} \). \( \neg(\text{CC} \land \text{CU}) \land \text{CC} \vdash \neg \text{CU} \). \( \neg(\text{CC} \land \text{VU}) \land \text{CC} \vdash \neg \text{VU} \).

C6. In the absence of \( \text{CC} \), it is not possible to prove either \( \neg \text{CU} \) or \( \neg \text{VU} \). Therefore, if \( \delta_2 \notin S \), neither \( \delta_1 \) nor \( \delta_3 \) can be conflicted.

C7. In the absence of both \( \text{CU} \) and \( \text{VU} \), it is not possible to prove \( \neg \text{CC} \). Therefore, if \( \delta_1 \notin S \) and \( \delta_3 \notin S \), \( \delta_2 \) cannot be conflicted.

B.1.2.3 Defeated

D1. \( \delta_3 \) is never defeated, because there is no possible \( \mathcal{D}' > \delta_3 \).

D2. Whenever \( \delta_1 \in S \) and \( \delta_3 \) is triggered, \( \delta_2 \) is defeated. Argument:

\[ \mathcal{D}' = \{\delta_3\} \. \]

\( \delta_3 \) is triggered by assumption. Therefore \( \mathcal{D}' \subseteq \text{Trig}_{\mathcal{W}, \mathcal{D}}(S) \).

(1) \( \delta_2 < \mathcal{D}' \), because \( \delta_2 < \delta_3 \), so \( \delta_2 \) is dominated by all rules in \( \mathcal{D}' \).
(2) If \( \delta_2 \in S \), let \( S' = \{ \delta_2 \} \). Else \( S' = \emptyset \).

(a) \( S' < D' \), because \( \delta_2 < \delta_3 \).

(b) \( S^{D'/S'} = \{ \delta_1, \delta_3 \} \). So \( W \cup \text{Conclusion}(S^{D'/S'}) = \{ RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), VU, CU \} \), which is consistent. (For the Simple example, \( W \cup \text{Conclusion}(S^{D'/S'}) = \{ \neg(CC \land CU), \neg(CC \land VU), VU, CU \} \), which is also consistent.)

(c) \( W \cup \text{Conclusion}(S^{D'/S'}) \vdash \neg \text{Conclusion}(\delta_2) \). \( W \cup \text{Conclusion}(S^{D'/S'}) = \{ RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), VU, CU \} \). \( \neg(CC \land VU) \land VU \vdash \neg CC \).

D3. Whenever \( \delta_1 \notin S \) and \( \delta_3 \) is triggered, \( \delta_2 \) is defeated. Argument:

\[ D' = \{ \delta_3 \} \]

\( \delta_3 \) is triggered by assumption. Therefore \( D' \subseteq \text{Trig}_{W,D}(S) \).

(1) \( \delta_2 < D' \), because \( \delta_2 < \delta_3 \), so \( \delta_2 \) is dominated by all rules in \( D' \).

(2) If \( \delta_2 \in S \), let \( S' = \{ \delta_2 \} \). Else \( S' = \emptyset \).

(a) \( S' < D' \), because \( \delta_2 < \delta_3 \).

(b) \( S^{D'/S'} = \{ \delta_3 \} \). So \( W \cup \text{Conclusion}(S^{D'/S'}) = \{ RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), VU \} \), which is consistent. (For the Simple example, \( W \cup \text{Conclusion}(S^{D'/S'}) = \{ \neg(CC \land CU), \neg(CC \land VU), VU \} \), which is also consistent.)

(c) \( W \cup \text{Conclusion}(S^{D'/S'}) \vdash \neg \text{Conclusion}(\delta_2) \). \( W \cup \text{Conclusion}(S^{D'/S'}) = \{ RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), VU \} \). \( \neg(CC \land VU) \land VU \vdash \neg CC \).

D4. Whenever \( \delta_3 \in S \), \( \delta_2 \) cannot defeat \( \delta_1 \), because \( \delta_3 \) can never be retracted, and \( \delta_2, \delta_3 \) are inconsistent.

DA. \( S = \{ \delta_1 \} \) or \( S = \{ \delta_1, \delta_2 \} \). \( \delta_1 \) is defeated. Argument:
\(D' = \{\delta_2\}\).

\(\delta_2\) is triggered, because, by T1, \(\delta_2\) is always triggered. Therefore \(D' \subseteq \text{Trig}_{W,D}(S)\).

(1) \(\delta_1 < D'\), because \(\delta_1 < \delta_2\), so \(\delta_1\) is dominated by all rules in \(D'\).

(2) Let \(S' = \{\delta_1\}\). \(S' \subseteq S\).

(a) \(S' < D'\), because \(\delta_1 < \delta_2\).

(b) \(S^{D'/S'} = \{\delta_2\}\). So \(W \cup \text{Conclusion}(S^{D'/S'}) = \{RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), CC\}\), which is consistent. (For the Simple example, \(W \cup \text{Conclusion}(S^{D'/S'}) = \{\neg(CC \land CU), \neg(CC \land VU), CC\}\), which is also consistent.)

(c) \(W \cup \text{Conclusion}(S^{D'/S'}) \vdash \neg\text{Conclusion}(\delta_1)\). \(W \cup \text{Conclusion}(S^{D'/S'}) = \{RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), CC\}\). \(\neg(CC \land CU) \land CC \vdash \neg CU\).

\(\text{DB. } S = \{\delta_2\}\). \(\delta_1\) is defeated. Argument:

\(D' = \{\delta_2\}\).

\(\delta_2\) is triggered, because, by T1, \(\delta_2\) is always triggered. Therefore \(D' \subseteq \text{Trig}_{W,D}(S)\).

(1) \(\delta_1 < D'\), because \(\delta_1 < \delta_2\), so \(\delta_1\) is dominated by all rules in \(D'\).

(2) Let \(S' = \emptyset\).

(a) No rules need be retracted, so no need to check whether \(S' < D'\).

(b) \(S^{D'/S'} = S = \{\delta_2\}\). So \(W \cup \text{Conclusion}(S^{D'/S'}) = \{RC, RC \supset RN, \neg(CC \land CU), \neg(CC \land VU), CC\}\), which is consistent. (For the Simple example, \(W \cup \text{Conclusion}(S^{D'/S'}) = \{\neg(CC \land CU), \neg(CC \land VU), CC\}\), which is also consistent.)

(c) \(W \cup \text{Conclusion}(S^{D'/S'}) \vdash \neg\text{Conclusion}(\delta_1)\). \(W \cup \text{Conclusion}(S^{D'/S'}) = \{RC, RC \supset\)
\[RN, \neg(\text{CC} \land \text{CU}), \neg(\text{CC} \land \text{VU}), \text{CC}\}. \neg(\text{CC} \land \text{CU}) \land \text{CC} \vdash \neg \text{CU}.\]

**DC.** \(S = \emptyset\). \(\delta_1\) is defeated. Argument:

\[\mathcal{D}' = \{\delta_2\}.\]

\(\delta_2\) is triggered, because, by T1, \(\delta_2\) is always triggered. Therefore \(\mathcal{D}' \subseteq \text{Trig}_{W, \mathcal{D}}(S)\).

(1) \(\delta_1 < \mathcal{D}'\), because \(\delta_1 < \delta_2\), so \(\delta_1\) is dominated by all rules in \(\mathcal{D}'\).

(2) Let \(S' = \{\emptyset\}\).

(a) No rules need be retracted, so no need to check whether \(S' < \mathcal{D}'\).

(b) \(S^{\mathcal{D}' / S'} = \{\delta_2\}\). So \(W \cup \text{Conclusion}(S^{\mathcal{D}' / S'}) = \{\text{RC}, \text{RC} \supset RN, \neg(\text{CC} \land \text{CU}), \neg(\text{CC} \land \text{VU}), \text{CC}\}\), which is consistent. (For the Simple example, \(W \cup \text{Conclusion}(S^{\mathcal{D}' / S'}) = \{\neg(\text{CC} \land \text{CU}), \neg(\text{CC} \land \text{VU}), \text{CC}\}\), which is also consistent.)

(c) \(W \cup \text{Conclusion}(S^{\mathcal{D}' / S'}) \vdash \neg \text{Conclusion}(\delta_1)\). \(W \cup \text{Conclusion}(S^{\mathcal{D}' / S'}) = \{\text{RC}, \text{RC} \supset RN, \neg(\text{CC} \land \text{CU}), \neg(\text{CC} \land \text{VU}), \text{CC}\}. \neg(\text{CC} \land \text{CU}) \land \text{CC} \vdash \neg \text{CU}.\)
B.1.3 Analysis

Table B.1: The Cuba example

<table>
<thead>
<tr>
<th>$\mathcal{S}$</th>
<th>Triggered</th>
<th>Not Conflicted</th>
<th>Not Defeated</th>
<th>Binding</th>
<th>Stable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_1, \delta_2, \delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\emptyset$, No</td>
</tr>
<tr>
<td>$\delta_1, \delta_2$</td>
<td>$\delta_1$, $\delta_2$</td>
<td>$\delta_1$, $\delta_2$</td>
<td>$\delta_1$, $\delta_2$</td>
<td>$\delta_1$, $\delta_2$</td>
<td>$\emptyset$, No</td>
</tr>
<tr>
<td>$\delta_2, \delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\emptyset$, No</td>
</tr>
<tr>
<td>$\delta_1, \delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1, \delta_3$, Yes</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_3$, No</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_2$, Yes</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, No</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_2$, No</td>
</tr>
</tbody>
</table>

B.2 The Order Puzzle

B.2.1 The theories

All analysis that applies to the Order Puzzle will also apply to the Simple Order Puzzle—that is, as the below analysis will make clear, the Order Puzzle is equivalent to the Simple Order Puzzle.
B.2.1.1 The Order Puzzle

\[ W = \{W\} \]

\[ D = \{\delta_1, \delta_2, \delta_3\}, \text{ and } \delta_1 < \delta_2 < \delta_3, \text{ where} \]

\[ \delta_1 : W \rightarrow H \]

\[ \delta_2 : W \rightarrow \neg O \]

\[ \delta_3 : H \rightarrow O \]

B.2.1.2 The Simple Order Puzzle

\[ W = \emptyset \]

\[ D = \{\delta_1, \delta_2, \delta_3\}, \text{ and } \delta_1 < \delta_2 < \delta_3, \text{ where} \]

\[ \delta_1 : \top \rightarrow H \]

\[ \delta_2 : \top \rightarrow \neg O \]

\[ \delta_3 : H \rightarrow O \]

B.2.2 The rules

All rules apply to a scenario \( S \) relative to the theories \( \{D, <, W\} \) described above in subsection B.2.1.
B.2.2.1 Triggered

T1. $\delta_1$ and $\delta_2$ are always triggered in $S$, because their respective premises ($W$) are contained in and thus provable from $W$. (In the Simple example, the premises of $\delta_1$ and $\delta_2$ are both $\top$, so provable from anything.)

T2. If $\delta_1 \in S$, then $\delta_3$ is triggered, because $\text{Premise}(\delta_1) = \text{Conclusion}(\delta_3)$.

T3. If $\delta_2$ and $\delta_3$ are in $S$ then every rule is triggered, because $\text{Conclusion}(\delta_2) = \neg O$ and $\text{Conclusion}(\delta_3) = O$, and from a contradiction anything can be proven.

TA. If $S = \{\delta_2\}$, then $\delta_3$ is not triggered. $\text{Conclusion}(\delta_3) = H$. For the original Order Puzzle, $W \cup \text{Conclusion}(S) = \{W, \neg O\}$, which does not prove $H$. For the simple Order Puzzle, $W \cup \text{Conclusion}(S) = \{\neg O\}$, which similarly does not prove $H$.

TB. If $S = \{\delta_3\}$, then $\delta_3$ is not triggered. For the original Order Puzzle, $W \cup \text{Conclusion}(S) = \{W, O\}$, which does not prove $H$. For the simple Order Puzzle, $W \cup \text{Conclusion}(S) = \{O\}$, which similarly does not prove $H$.

TC. If $S = \emptyset$, then $\delta_3$ is not triggered. For the original Order Puzzle, $W \cup \text{Conclusion}(S) = \{W, \}$, which does not prove $H$. For the simple Order Puzzle, $W \cup \text{Conclusion}(S) = \emptyset$, which similarly does not prove $H$.

B.2.2.2 Conflicted

C1. If $\delta_2$ and $\delta_3 \in S$, all rules are conflicted, because $\text{Conclusion}(\delta_2) = \neg O$ and $\text{Conclusion}(\delta_3) = O$, and from a contradiction anything can be proven.

C2. If $\delta_2 \in S$, $\delta_3$ is conflicted, and vice versa, because $\text{Conclusion}(\delta_2) = \neg \text{Conclusion}(\delta_3)$.

C3. If $\delta_3$ and $\delta_2$ are not both in $S$, $\delta_1$ is not conflicted, because absent a contradiction, it is
not possible to prove $\neg H$ from the conclusions of the three rules.

**C4.** If $\delta_2 \notin S$, $\delta_3$ is not conflicted. The largest possible $S$ absent $\delta_2$ is $S = \{\delta_1, \delta_3\}$.

For the Order Puzzle, $W \cup \text{Conclusion}(S) = \{W, H, O\}$, which does not prove $\neg \text{Conclusion}(\delta_3) = \neg O$.

For the Simple Order Puzzle, $W \cup \text{Conclusion}(S) = \{H, O\}$, which does not prove $\neg \text{Conclusion}(\delta_3) = \neg O$.

By monotonicity, if $S$ were any subset of $\{\delta_1, \delta_3\}$, $\neg \text{Conclusion}(\delta_3)$ could similarly not be proven.

### B.2.2.3 Defeated

**D1.** If $\delta_3$ is triggered and $\delta_2 \notin S$, then $\delta_2$ is defeated. Argument:

- $S' = \emptyset$.
- $D' = \{\delta_3\}$.

$\delta_3$ is triggered by assumption. Therefore $D' \subseteq \text{Trig}_{W,D}(S)$.

1. $\delta_2 < D'$, because $\delta_2 < \delta_3$, so $\delta_2$ is dominated by all rules in $D'$.

2. 
   
   (a) $S' < D'$, because $\delta_2 < \delta_3$.
   
   (b) If $\delta_1 \in S$, $S^{D'/S'} = \{\delta_1, \delta_3\}$. So $W \cup \text{Conclusion}(S^{D'/S'}) = \{H, O\}$, which is consistent. Removing $H$ does not make the set inconsistent, so this holds if $\delta_1 \notin S$.
   
   (c) $W \cup \text{Conclusion}(S^{D'/S'}) \vdash \neg \text{Conclusion}(\delta_2)$. 
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\[ W \cup \text{Conclusion}(S^{D'}/S') \vdash O. \]

\[ O \vdash \neg\neg O. \]

**D2.** If \( \delta_3 \) is triggered and \( \delta_2 \in S \), then \( \delta_2 \) is defeated. The argument is identical to that in D1, except that \( S' = \delta_2 \), so that \( W \cup \text{Conclusion}(S^{D'}/S') \) is consistent.

**D3.** \( \delta_3 \) is never defeated, because it is the highest priority rule.

**D4.** \( \delta_1 \) is never defeated, because it can be defeated only by an inconsistent subset of the conclusions of the rules, and the defeating set cannot be inconsistent.

**D5.** If \( \delta_3 \) is not triggered, \( \delta_2 \) is not defeated, because the defeater must be triggered.
### B.2.3 Analysis

Table B.2: The Order Puzzle

<table>
<thead>
<tr>
<th>$S$</th>
<th>Triggered</th>
<th>Not Conflicted</th>
<th>Not Defeated</th>
<th>Binding</th>
<th>Stable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_1, \delta_2, \delta_3$</td>
<td>$T_3$ $T_3$ $T_3$</td>
<td>$C_1$ $C_1$ $C_1$</td>
<td>$D_4$ $D_2$ $D_3$</td>
<td>$\emptyset$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_1, \delta_2$</td>
<td>$T_1$ $T_1$ $T_2$</td>
<td>$C_3$ $C_4$ $C_2$</td>
<td>$D_4$ $D_2$ $D_3$</td>
<td>$\delta_1$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_2, \delta_3$</td>
<td>$T_3$ $T_3$ $T_3$</td>
<td>$C_1$ $C_1$ $C_1$</td>
<td>$D_4$ $D_2$ $D_3$</td>
<td>$\emptyset$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_1, \delta_3$</td>
<td>$T_1$ $T_1$ $T_2$</td>
<td>$C_3$ $C_2$ $C_5$</td>
<td>$D_4$ $D_1$ $D_3$</td>
<td>$\delta_1, \delta_3$</td>
<td>Yes</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>$T_1$ $T_1$ $T_2$</td>
<td>$C_3$ $C_4$ $C_5$</td>
<td>$D_4$ $D_2$ $D_3$</td>
<td>$\delta_1, \delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>$T_1$ $T_1$ $T_A$</td>
<td>$C_3$ $C_4$ $C_2$</td>
<td>$D_4$ $D_5$ $D_3$</td>
<td>$\delta_1, \delta_2$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>$T_1$ $T_1$ $T_B$</td>
<td>$C_3$ $C_2$ $C_5$</td>
<td>$D_4$ $D_5$ $D_3$</td>
<td>$\delta_1$</td>
<td>No</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>$T_1$ $T_1$ $T_C$</td>
<td>$C_3$ $C_4$ $C_5$</td>
<td>$D_4$ $D_5$ $D_3$</td>
<td>$\delta_1, \delta_2$</td>
<td>No</td>
</tr>
</tbody>
</table>
B.3 Supernormal Order Puzzle

B.3.1 The theories

As below analysis demonstrates, the three following theories are equivalent to one another.

B.3.1.1 Theory One: Order Puzzle with Command of Conditional

\[ \mathcal{W} = \{W\} \]
\[ \mathcal{D} = \{\delta_1, \delta_2, \delta_3\}, \text{ and } \delta_1 < \delta_2 < \delta_3, \text{ where} \]
\[ \delta_1 : W \rightarrow H \]
\[ \delta_2 : W \rightarrow \neg O \]
\[ \delta_3 : \top \rightarrow (H \supset O) \]

B.3.1.2 Theory Two: Simple Order Puzzle with Command of Conditional

\[ \mathcal{W} = \emptyset \]
\[ \mathcal{D} = \{\delta_1, \delta_2, \delta_3\}, \text{ and } \delta_1 < \delta_2 < \delta_3, \text{ where} \]
\[ \delta_1 : \top \rightarrow H \]
\[ \delta_2 : \top \rightarrow \neg O \]
\[ \delta_3 : \top \rightarrow (H \supset O) \]
B.3.1.3 Theory Three: Supernormal Order Puzzle

\[ W = \{ W \} \]

\[ D = \{ \delta_1, \delta_2, \delta_3 \}, \text{and} \, \delta_1 < \delta_2 < \delta_3, \text{where} \]

\[ \delta_1 : \top \rightarrow (W \supset H) \]

\[ \delta_2 : \top \rightarrow (W \supset \neg O) \]

\[ \delta_3 : \top \rightarrow (H \supset O) \]

B.3.2 The rules

All rules apply to a scenario \( S \) relative to the theories \( \{ D, <, W \} \) described above in subsection B.3.1.

B.3.2.1 Triggered

**T1.** All rules are always triggered. Either the premise of the rule is \( \top \), or the premise of the rule is \( W \) and \( W \in W \).

B.3.2.2 Conflicted

**CA.** If \( S = \{ \delta_1, \delta_2, \delta_3 \} \), everything is conflicted, because \( W \cup \text{Conclusion}(S) \) proves a contradiction, \( O \land \neg O \).

**CB.** If \( S = \{ \delta_1, \delta_2 \}, \delta_3 \) is not conflicted (notice this is different from the “normal” Order Puzzle), because
$W \cup \text{Conclusion}(S) = \{W, H, \neg O\}$

which does not prove $\neg \text{Conclusion}(\delta_3) = \neg (H \supset O)$. Rather,

$W \cup \text{Conclusion}(S) \vdash (H \land \neg O) = \neg (O \supset H)$.

**CC.** If $S = \{\delta_1, \delta_2\}$, neither $\delta_1$ nor $\delta_2$ is conflicted.

$W \cup \text{Conclusion}(S) = \{W, H, \neg O\}$ (or, in the case of the simple theories, $\{H, \neg O\}$, which proves neither $\neg H$ nor $O$.

**CD.** If $S = \{\delta_2, \delta_3\}$, $\delta_1$ is conflicted.

$W \cup \text{Conclusion}(S) \vdash \neg O \land (H \supset O)$

$\neg O \land (H \supset O) \vdash \neg H$

In Theory One and Theory Two, $\text{Conclusion}(\delta_1) \neg H$.

In Theory Three, $\text{Conclusion}(\delta_1) = W \supset H = \neg H \lor \neg W$.

But in Theory Three, $W \in W$.

Therefore, for Theory Three,

$W \cup \text{Conclusion}(S) \vdash \neg O \land (H \supset O)$

**CE.** If $S = \{\delta_2, \delta_3\}$, neither $\delta_2$ nor $\delta_3$ is conflicted.

For Theory One,

$W \cup \text{Conclusion}(S) = \{W, \neg O, (H \supset O)\}$, which proves neither $O$ nor $\neg (H \supset O)$.

For Theory Two,

$W \cup \text{Conclusion}(S) = \{\neg O, (H \supset O)\}$, which proves neither $O$ nor $\neg (H \supset O)$.
For Theory Three,

\[ \mathcal{W} \cup \text{Conclusion}(\mathcal{S}) = \{W, (W \supset \neg O), (H \supset O)\} \], which proves neither \( \neg (W \supset \neg O) \) (which would require proving \( O \)) nor \( \neg (H \supset O) \).

**CF.** If \( \mathcal{S} = \{\delta_1, \delta_3\} \), \( \delta_2 \) is conflicted.

In Theories One and Two, \( \neg \text{Conclusion}(\delta_2) = O \).

Therefore, \( \delta_2 \) is conflicted if \( \mathcal{W} \cup \text{Conclusion}(\mathcal{S}) \vdash O \).

Additionally, in Theories One and Two,

\[ \{H, (H \supset O)\} \subseteq \mathcal{W} \cup \text{Conclusion}(\mathcal{S}). \]

Therefore, in both Theory One and Theory Two,

\[ \mathcal{W} \cup \text{Conclusion}(\mathcal{S}) \vdash O \], and thus \( \delta_2 \) is conflicted.

In Theory Three, \( \neg \text{Conclusion}(\delta_2) = \neg (W \supset \neg O) = \neg (\neg O \lor \neg W) = O \land W. \)

\[ \mathcal{W} \cup \text{Conclusion}(\mathcal{S}) = \{W, (W \supset H), (H \supset O)\}. \]

Therefore, plainly, \( \mathcal{W} \cup \text{Conclusion}(\mathcal{S}) \vdash O \land W. \)

Thus, \( \delta_3 \) is conflicted in Theory Three.

**CG.** If \( \mathcal{S} = \{\delta_1, \delta_3\} \), neither \( \delta_1 \) nor \( \delta_3 \) is conflicted.

In all three theories, \( \text{Conclusion}(\delta_3) = H \supset O. \) For \( \delta_3 \) to be conflicted, the relevant \( \mathcal{W} \cup \text{Conclusion}(\mathcal{S}) \) would have to prove \( \neg (H \supset O) = \neg (O \lor \neg H) = \neg O \land H. \)

In Theory One,

\( \text{Conclusion}(\delta_1) = H. \)
$\mathcal{W} \cup \text{Conclusion}(S) = \{W, H, (H \supset O)\}$, which proves neither $\neg H$ (so $\delta_1$ is not conflicted) nor $\neg O$ (so $\delta_3$ is not conflicted).

In Theory Two,

Conclusion($\delta_1$) = $H$.

$\mathcal{W} \cup \text{Conclusion}(S) = \{H, (H \supset O)\}$, which proves neither $\neg H$ (so $\delta_1$ is not conflicted) nor $\neg O$ (so $\delta_3$ is not conflicted).

In Theory Three,

Conclusion($\delta_1$) = ($W \supset H$). Thus, for $\delta_1$ to be conflicted, $\mathcal{W} \cup \text{Conclusion}(S)$ would have to prove $\neg(W \supset H) = \neg(H \vee \neg W) = \neg H \wedge W$.

$\mathcal{W} \cup \text{Conclusion}(S) = \{W, (W \supset H), (H \supset O)\}$, which proves neither $\neg H$ (so $\delta_1$ is not conflicted) nor $\neg O$ (so $\delta_3$ is not conflicted).

B.3.2.3 Defeated

D1. If $\delta_1 \notin S$, $\delta_1$ is defeated.

Argument:

$S' = \emptyset$.

$\mathcal{D}' = \{\delta_2, \delta_3\}$.

$\delta_2$ and $\delta_3$ are always triggered (per T1). Therefore $\mathcal{D}' \subseteq \text{Trig}_{\mathcal{W}, \mathcal{D}}(S)$.

(1) $\delta_1 < \mathcal{D}'$, because $\delta_1 < \delta_2 < \delta_3$, so $\delta_1$ is dominated by all rules in $\mathcal{D}'$.

(2)
For Theory One:

(a) $S' < D' \text{ (because } S' = \emptyset).$

(b) $S^{D'/S'} = \{\delta_2, \delta_3\}.$

So $W \cup \text{Conclusion}(S^{D'/S'}) = \{W, \neg O, (H \supset O)\}$, which is consistent.

(c) $W \cup \text{Conclusion}(S^{D'/S'}) \vdash \neg H = \neg \text{Conclusion}(\delta_1).$

For Theory Two:

(a) $S' < D' \text{ (because } S' = \emptyset).$

(b) $S^{D'/S'} = \{\delta_2, \delta_3\}.$

So $W \cup \text{Conclusion}(S^{D'/S'}) = \{\neg O, (H \supset O)\}$, which is consistent.

(c) $W \cup \text{Conclusion}(S^{D'/S'}) \vdash \neg H = \neg \text{Conclusion}(\delta_1).$

For Theory Three:

(a) $S' < D' \text{ (because } S' = \emptyset).$

(b) $S^{D'/S'} = \{\delta_2, \delta_3\}.$

So $W \cup \text{Conclusion}(S^{D'/S'}) = \{W, (W \supset \neg O), (H \supset O)\}$, which is consistent.

(c) $W \cup \text{Conclusion}(S^{D'/S'}) \vdash \neg H \land W = \neg \text{Conclusion}(\delta_1).$

**D2.** If $\delta_1 \in S$, then $\delta_1$ is defeated. The argument is identical to that in D1, except that $S' = \delta_1$, so that $W \cup \text{Conclusion}(S^{D'/S'})$ is consistent.

**D3.** $\delta_3$ is never defeated, because it is the highest priority rule.

**D4.** $\delta_2$ is never defeated. The only rule that dominates $\delta_2$ is $\delta_3$, but $\delta_3$ never works as the
defeating set for $\delta_2$ (notice the contrast here to the standard order puzzle).

For Theory One, $\{W, (H \supset O)\}$ does not prove $O$.

For Theory Two, $\{(H \supset O)\}$ does not prove $O$.

For Theory Three, $\{W, (H \supset O)\}$ does not prove $\neg(W \supset \neg O) = \neg(\neg O \lor \neg W) = O \lor W$. 
B.3.3 Analysis

Table B.3: The supernormal Order Puzzle

<table>
<thead>
<tr>
<th>$S$</th>
<th>Triggered</th>
<th>Not Conflicted</th>
<th>Not Defeated</th>
<th>Binding</th>
<th>Stable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_1,\delta_2,\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\emptyset$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_1,\delta_2$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_2, \delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_2,\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_2, \delta_3$</td>
<td>Yes</td>
</tr>
<tr>
<td>$\delta_1,\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_2, \delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_2, \delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_2, \delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_2, \delta_3$</td>
<td>No</td>
</tr>
</tbody>
</table>

B.4 Inappropriate equilibrium

B.4.1 The theory

$\mathcal{W} = \{ \neg(A \land B) \}$

$\mathcal{D} = \{ \delta_1, \delta_2, \delta_3 \}, \text{ and } \delta_1 < \delta_2 < \delta_3, \text{ where }$

$\delta_1 : T \rightarrow A$
\[ \delta_2 : \top \rightarrow B \]
\[ \delta_3 : A \rightarrow \neg B \]

B.4.2 The rules

All rules apply to a scenario \( S \) relative to the theory \( \{ \mathcal{D}, <, \mathcal{W} \} \) described above in subsection B.4.1.

B.4.2.1 Triggered

\textbf{T1.} \( \delta_1 \) and \( \delta_2 \) are always triggered, because each has the premise \( \top \).

\textbf{T2.} If \( \delta_1 \in S \), \( \delta_3 \) is triggered. \( \text{Conclusion}(\delta_1) = \text{Premise}(\delta_3) \).

\textbf{T3.} If \( \delta_2, \delta_3 \in S \), \( \delta_3 \) is triggered. \( \text{Conclusion}(\delta_2) \land \text{Conclusion}(\delta_3) = B \land \neg B \). Because this is a contradiction, everything, including \( \text{Premise}(\delta_3) = A \), can be proven.

\textbf{TA.} If \( \{ \delta_2 \} = S \), then \( \delta_3 \) is not triggered. \( \text{Premise}(\delta_3) = A \). \( \mathcal{W} \cup \text{Conclusion}(S) = \{ \neg (A \land B), B \} \), which is consistent and rather than proving \( \text{Premise}(\delta_3) \), actually proves \( \neg A \).

\textbf{TB.} If \( \{ \delta_3 \} = S \), then \( \delta_3 \) is not triggered. \( \text{Premise}(\delta_3) = A \). \( \mathcal{W} \cup \text{Conclusion}(S) = \{ \neg (A \land B), \neg B \} \), which does not prove \( \text{Premise}(\delta_3) \).

\textbf{TC.} If \( \emptyset = S \), then \( \delta_3 \) is not triggered. \( \text{Premise}(\delta_3) = A \). \( \mathcal{W} \cup \text{Conclusion}(S) = \{ \neg (A \land B) \} \), which does not prove \( \text{Premise}(\delta_3) \).
B.4.2.2 Conflicted

C1. If \( \delta_1, \delta_2 \in S \) everything is conflicted, because \( W \cup \text{Conclusion}(S) \) proves a contradiction, \( (A \land B) \land \neg(A \land B) \).

C2. If \( \delta_2, \delta_3 \in S \) everything is conflicted, because \( W \cup \text{Conclusion}(S) \) proves a contradiction, \( B \land \neg B \).

C3. If \( \delta_1 \in S \), then \( \delta_2 \) is conflicted. If \( \delta_1 \in S \), then \( A, \neg(A \land B) \in W \cup \text{Conclusion}(S) \). Thus \( W \cup \text{Conclusion}(S) \vdash \neg B \). By monotonicity, this will hold whether or not \( \delta_2, \delta_3 \in S \).

C4. If \( S \subseteq \{ \delta_1, \delta_3 \} \), then neither \( \delta_1 \) nor \( \delta_3 \) is conflicted. If \( \{ \delta_1, \delta_3 \} = \{ S \} \), then \( W \cup \text{Conclusion}(S) = \{ A, \neg B, \neg(A \land B) \} \). Neither \( B \) nor \( \neg A \) can be proven from this, nor from any subset of it.

CA. If \( S = \{ \delta_2 \} \), both \( \delta_1 \) and \( \delta_3 \) are conflicted.

\[ W \cup \text{Conclusion}(S) = \{ B, \neg(A \land B) \} \]

Therefore \( W \cup \text{Conclusion}(S) \vdash \neg A \) and \( \delta_1 \) is conflicted.

Additionally \( W \cup \text{Conclusion}(S) \vdash B \) so \( \delta_3 \) is conflicted.

\( W \cup \text{Conclusion}(S) \) is, however, consistent, so \( \delta_2 \) is not conflicted, as \( \neg B \) is not proven.

CB. If \( S = \{ \delta_3 \} \), then \( \delta_2 \) is conflicted, as \( \text{Conclusion}(\delta_3) = \neg \text{Conclusion}(\delta_2) \).

CC. If \( S = \emptyset \) then no rules are conflicted, as

\[ W \cup \text{Conclusion}(S) = W, \text{ and } \neg(A \land B) \text{ does not prove } \neg A, \neg B, \text{ or } B. \]

B.4.2.3 Defeated

D1. \( \delta_3 \) is never defeated, because it is the highest priority rule.
D2. If $\delta_3$ is triggered and $\delta_2 \notin S$, $\delta_2$ is defeated.

$S' = \emptyset$.

$D' = \{\delta_3\}$. $\delta_3$ is triggered by assumption.

(1) $\delta_2 < \delta_3'$.

(2)

(a) $S' < D'$ (because $S' = \emptyset$).

(b) If $\delta_1 \in S$,

$W \cup \text{Conclusion}(S^{D'/S'}) = \{\neg B, A, \neg(A \land B)\}$, which is consistent.

If $\delta_1 \notin S$,

$W \cup \text{Conclusion}(S^{D'/S'}) = \{\neg B, \neg(A \land B)\}$, which is consistent.

(c) If $\delta_1 \notin S$,

$W \cup \text{Conclusion}(S^{D'/S'}) = \{\neg B, \neg(A \land B)\}$, which proves $\neg B$, which is $\neg \text{Conclusion}(\delta_2)$.

By monotonicity, this holds if $\delta_1 \in S$.

D3. If $\delta_3$ is triggered and $\delta_2 \in S$, then $\delta_2$ is defeated. The argument is identical to that in D2, except that $S' = \delta_2$, so that $W \cup \text{Conclusion}(S^{D'/S'})$ is consistent.

D4. If $\delta_3$ is not triggered and not in $S$, $\delta_2$ is not defeated, as there is no rule that dominates it available to defeat it.

DA. If $S = \{\delta_2\}$, $\delta_1$ is defeated.

$S' = \emptyset$. 
$\mathcal{D}' = \{\delta_2\}$. $\delta_2$ is always triggered, by $T_1$, and $\delta_2$ is not defeated, by $D_4$.

(1) $\delta_1 < \delta'_2$.

(2)

(a) $S' < \mathcal{D}'$ (because $S' = \emptyset$).

(b) $\mathcal{W} \cup \text{Conclusion}(S^{D'/S'}) = \{B, \neg (A \land B)\}$, which is consistent.

(c) $\mathcal{W} \cup \text{Conclusion}(S^{D'/S'})$ proves $\neg A$, which is $\neg \text{Conclusion}(\delta_1)$.

**DB.** If $S = \{\delta_3\}$, $\delta_1$ is not defeated. The only possible defeater is $\delta_2$, but Conclusion($\delta_2$) is not consistent with Conclusion($\delta_3$), and $\delta_3$ cannot be retracted, because $\delta_2 < \delta_3$.

**DC.** If $S = \{\emptyset\}$, $\delta_1$ is defeated.

$S' = \emptyset$.

$\mathcal{D}' = \{\delta_2\}$. $\delta_2$ is always triggered, by $T_1$, and $\delta_2$ is not defeated, by $D_4$.

(1) $\delta_1 < \delta'_2$.

(2)

(a) $S' < \mathcal{D}'$ (because $S' = \emptyset$).

(b) $\mathcal{W} \cup \text{Conclusion}(S^{D'/S'}) = \{B, \neg (A \land B)\}$, which is consistent.

(c) $\mathcal{W} \cup \text{Conclusion}(S^{D'/S'})$ proves $\neg A$, which is $\neg \text{Conclusion}(\delta_1)$. 


### B.4.3 Analysis

Table B.4: Inappropriate equilibrium

<table>
<thead>
<tr>
<th>$\mathcal{S}$</th>
<th>Triggered</th>
<th>Not Conflicted</th>
<th>Not Defeated</th>
<th>Binding</th>
<th>Stable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_1, \delta_2, \delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_1$</td>
</tr>
<tr>
<td>$\delta_1, \delta_2$</td>
<td>$\delta_1$, $\delta_2$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_1$</td>
</tr>
<tr>
<td>$\delta_2, \delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_1$</td>
</tr>
<tr>
<td>$\delta_1, \delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_1$</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_1$</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_1$</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_1$</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>$\delta_1$, $\delta_2$, $\delta_3$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_1$</td>
</tr>
</tbody>
</table>
B.5  Supernormal inappropriate equilibrium

B.5.1  The theory

\( \mathcal{W} = \{ \neg (A \land B) \} \)

\( \mathcal{D} = \{ \delta_1, \delta_2, \delta_3 \} \), and \( \delta_1 < \delta_2 < \delta_3 \), where

\( \delta_1: \top \rightarrow A \)

\( \delta_2: \top \rightarrow B \)

\( \delta_3': \top \rightarrow (A \supset \neg B) \)

Note that Conclusion(\( \delta_3' \)) is equivalent to \( \neg (A \land B) \). Thus \( \delta_3' \) adds no information to what is already contained in \( \mathcal{W} \).

B.5.2  The rules

All rules apply to a scenario \( S \) relative to the theory \( \{ \mathcal{D}, \prec, \mathcal{W} \} \) described above in subsection B.5.1.

B.5.2.1  Triggered

T1. All rules are always triggered, because the premise of every rule is \( \top \).
B.5.2.2 Conflicted

C1. If $\delta_1, \delta_2 \in S$ everything is conflicted, because $W \cup \text{Conclusion}(S)$ proves a contradiction, $(A \land B) \land \neg(A \land B)$.

C2. If $\delta_2 \in S$, then $\delta_1$ is conflicted. If $\delta_2 \in \{S\}$, then $B, \neg(A \land B) \in W \cup \text{Conclusion}(S)$. Thus $W \cup \text{Conclusion}(S) \vdash \neg A$. By monotonicity, this will hold whether or not $\delta_1, \delta_3' \in S$.

C3. If $\delta_1 \in S$, then $\delta_2$ is conflicted. If $\delta_1 \in \{S\}$, then $A, \neg(A \land B) \in W \cup \text{Conclusion}(S)$, Thus $W \cup \text{Conclusion}(S) \vdash \neg B$. By monotonicity, this will hold whether or not $\delta_2, \delta_3' \in S$.

C4. If $S \subseteq \{\delta_2, \delta_3'\}$, then neither $\delta_2$ nor $\delta_3'$ is conflicted. If $\{\delta_2, \delta_3'\} = \{S\}$, then $W \cup \text{Conclusion}(S) = \{B, \neg(A \land B)\}$. Neither $\neg B$ nor $A \land B$ can be proven from this, nor from any subset of it.

C4. If $S \subseteq \{\delta_1, \delta_3'\}$, then neither $\delta_1$ nor $\delta_3'$ is conflicted. If $\{\delta_1, \delta_3'\} = S$, then $W \cup \text{Conclusion}(S) = \{A, \neg(A \land B)\}$. Neither $\neg A$ nor $A \land B$ can be proven from this, nor from any subset of it.

C6. If $S \subseteq \{\delta_3'\}$, then nothing is conflicted. If $\{\delta_3'\} = S$, then $W \cup \text{Conclusion}(S) = \{\neg(A \land B)\}$. None of $\neg A, \neg B$, or $A \land B$ can be proven from this, nor from any subset of it (i.e., $\emptyset$).

B.5.2.3 Defeated

D1. $\delta_3$ is never defeated, because it is the highest priority rule.

D2. If $\delta_1 \notin S$, $\delta_1$ is defeated.

$S' = \emptyset$.

$D' = \{\delta_2\}$. $\delta_2$ is always triggered, per T1.

(1) $\delta_1 < \delta_2$. 
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(2)

(a) $S' < D'$ (because $S' = \emptyset$).

(b) $W \cup \text{Conclusion}(S^{D'/S'}) = \{B, \neg(A \land B)\}$, which is consistent.

(Note that it does not matter for these purposes whether $\delta_3 \in S$, because $\{\text{Conclusion}(\delta_3)\} = W$.)

(c) $W \cup \text{Conclusion}(S^{D'/S'}) = \{B, \neg(A \land B)\}$, which proves $\neg A$, which is $\neg \text{Conclusion}(\delta_1)$.

D3. If $\delta_1 \in S$, then $\delta_1$ is defeated. The argument is identical to that in D2, except that $S' = \delta_1$, so that $W \cup \text{Conclusion}(S^{D'/S'})$ is consistent.

D4. If $\delta_1 \in S, \delta_2 \notin S, \delta_2$ is defeated.

$S' = \emptyset$.

$D' = \{\delta_3\}. \delta_3$ is always triggered, per T1.

(1) $\delta_2 < \delta_3$.

(2)

(a) $S' < D'$ (because $S' = \emptyset$).

(b) $W \cup \text{Conclusion}(S^{D'/S'}) = \{A, \neg(A \land B)\}$, which is consistent.

(c) $W \cup \text{Conclusion}(S^{D'/S'}) = \{A, \neg(A \land B)\}$, which proves $\neg B$, which is $\neg \text{Conclusion}(\delta_2)$.

D5. If $\delta_1 \in S, \delta_2 \in S$, then $\delta_2$ is defeated. The argument is identical to that in D4, except that $S' = \delta_2$, so that $W \cup \text{Conclusion}(S^{D'/S'})$ is consistent.

D6. If $\delta_1 \notin S, \delta_2$ is not defeated. $\neg \text{Conclusion}(\delta_2)$ cannot be proven in the absence of $\text{Conclusion}(\delta_1)$, and $\delta_1 < \delta_2$, so $\delta_1$ can never be added as the defeater.
### B.5.3 Analysis

Table B.5: Supernormal inappropriate equilibrium

<table>
<thead>
<tr>
<th>$\mathcal{S}$</th>
<th>Triggered</th>
<th>Not Conflicted</th>
<th>Not Defeated</th>
<th>Binding</th>
<th>Stable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_1, \delta_2, \delta_3$</td>
<td>$\delta_1$ T1 $\delta_2$ T1 $\delta_3$ T1</td>
<td>$\delta_1$ C1 $\delta_2$ C1 $\delta_3$ C1</td>
<td>$\delta_1$ D3 $\delta_2$ D4 $\delta_3$ D1</td>
<td>$\emptyset$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_1, \delta_2$</td>
<td>$\delta_1$ T1 $\delta_2$ T1 T1</td>
<td>$\delta_1$ C1 $\delta_2$ C1 C1</td>
<td>$\delta_1$ D3 $\delta_2$ $\delta_3$ D5 D1</td>
<td>$\emptyset$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_2, \delta_3$</td>
<td>$\delta_1$ T1 $\delta_2$ T1 T1</td>
<td>$\delta_1$ C2 $\delta_2$ C4 C4</td>
<td>$\delta_1$ D2 $\delta_2$ $\delta_3$ D6 D1</td>
<td>$\delta_2, \delta_3$</td>
<td>Yes</td>
</tr>
<tr>
<td>$\delta_1, \delta_3$</td>
<td>$\delta_1$ T1 $\delta_2$ T1 T1</td>
<td>$\delta_1$ C5 $\delta_2$ C3 C5</td>
<td>$\delta_1$ D3 $\delta_2$ $\delta_3$ D4 D1</td>
<td>$\delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>$\delta_1$ T1 $\delta_2$ T1 T1</td>
<td>$\delta_1$ C5 $\delta_2$ C3 C5</td>
<td>$\delta_1$ D3 $\delta_2$ $\delta_3$ D4 D1</td>
<td>$\delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>$\delta_1$ T1 $\delta_2$ T1 T1</td>
<td>$\delta_1$ C2 $\delta_2$ C4 C4</td>
<td>$\delta_1$ D2 $\delta_2$ $\delta_3$ D6 D1</td>
<td>$\delta_2, \delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>$\delta_1$ T1 $\delta_2$ T1 T1</td>
<td>$\delta_1$ C6 $\delta_2$ C6 C6</td>
<td>$\delta_1$ D2 $\delta_2$ $\delta_3$ D6 D1</td>
<td>$\delta_2, \delta_3$</td>
<td>No</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>$\delta_1$ T1 $\delta_2$ T1 T1</td>
<td>$\delta_1$ C6 $\delta_2$ C6 C6</td>
<td>$\delta_1$ D2 $\delta_2$ $\delta_3$ D6 D1</td>
<td>$\delta_2, \delta_3$</td>
<td>No</td>
</tr>
</tbody>
</table>