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ABSTRACT OF THE DISSERTATION

Algorithms and Strategies for Dynamic Carrier Fleet Operations: Applications to Local Trucking Operations

by
Xiubin Wang

Doctor of Philosophy in Civil Engineering
University of California, Irvine, 2001
Professor Amelia C. Regan, Chair

We focus our research on a truckload trucking assignment problem aimed specifically at operations supporting the ground movement of intermodal freight within a compact urban area around intermodal facilities. In order to guarantee service, strict time windows are considered in this research. This assignment model has rich practical and theoretical implications.

This assignment problem is investigated in several steps. First, a myopic deterministic version is studied in which travel time, service time and the demands are fixed. A new non-decreasing partitioning scheme to deal with time window constraints for this problem is developed. A feasible option for solving the dynamic assignment problem is to repeatedly apply this deterministic algorithm in a dynamic setting in a rolling horizon framework whenever new information is available. The deterministic algorithm provides a basis for further consideration of stochastic factors including queuing times, handling times and travel times under traffic congestion. Several stochastic models are proposed and discussed. The discussion indicates that direct
adoption of stochastic models aimed at other problems involves great difficulty because of the complex nature of this problem. Therefore, approximation models are preferable. Further, by incorporating additional requirements of trailer repositioning, a more general problem of multi-layered resource allocation is defined. Multi resource allocation problems have wide practical implications in air, rail and maritime carrier fleet operations. The discussion of these models highlights a promising opportunity for future research.

All the methods and ideas motivated by this specific assignment problem can be easily extended to other routing and scheduling problems. As part of this research, we further investigated some NP-hard problems that generally underlie such applications. A special case of TSP problem, titled “the TSP with separation requirement”, is examined and a new formulation is presented. The formulation takes the TSP with precedence constraints and the time dependent TSP as special cases. Additionally, a new general cutting plane method is proposed. It applies, but is not limited to, integer programming problem with binary variables. We believe that this method has some advantages over its counterpart, Gomory’s method. However, further effort is needed to test its performance.
CHAPTER 1

INTRODUCTION

1.1 Motivation

Trucking plays a significant role in the transportation industry. Trucking moves more of the nation's freight, whether measured by value, tons, and ton-miles, than any other mode. According to the latest survey data available, in 1997 trucking constituted 69% of the total weight of all shipments (BTS, 1999). One can easily argue that making trucking more efficient leads to a more efficient economy.

There is an urgent need for efficiency in the trucking industry. The industry has undergone substantial changes since its deregulation in late 1970's and early 1980's. Deregulation enabled easy entry into the market and forced trucking companies to operate at marginal cost. The trucking industry has therefore faced tougher and tougher internal competition. The reasons are straightforward. If one company does not accept a customer, others will, provided that the revenue can cover the additional operational cost. In addition, information technologies are creating transparent on-line and real-time business activities, which further increases competition. This situation makes trucking companies struggle hard to reduce their operating costs. As a result, research on the whole operational process and on ways to reduce costs and improve operational efficiency is needed by trucking carrier fleet operators. In fact, there has been more and more attention drawn to this specific area from the research community in recent years.
We focus our research on local trucking operations. Local trucking operations represent a significant fraction of goods movements. In 1997 local shipments (less than 100 miles) constituted nearly 67 percent of the weight and 40 percent of the value of goods moved (BTS, 1999).

In addition, local trucking is often the first move in intermodal transportation. Intermodal (truck-rail) transportation continues to grow at a slow but steady pace. There are three main drivers for this growth: 1) enabling technologies; 2) labor shortages in the industry which make it much easier to hire and keep local rather than long haul drivers; and 3) potential social and economical benefits. For this reason, we place our research in the context of intermodal freight transportation.

We specifically focus on algorithms and strategies for the dynamic assignment problem. Without loss of generality, the problem can be described as follows.

Consider a set of loads to be moved within a local area. The local area will typically contain one or more intermodal facilities. Each load has a time window for service. Without loss of generality, we model these as pickup time windows only. After the start of the day, a set of vehicles are scattered throughout the service region. A vehicle can only serve one load at a time. After moving a load it turns to another directly or remains idle. In the problem considered, the size of the fleet is fixed. However, fleet size could just as easily be an endogenous rather than exogenous variable. The assumption here is that the objective is to move as many loads as possible, within their
time windows, at the least cost. Loads not feasibly served by the fixed fleet are assumed to be sub-contracted immediately to other carriers as is the case in typical intermodal operations. As new loads become known, assignments are changed to accommodate the new demands. Of course, assignments could be made in anticipation of future demands. In addition, stochastic factors affect the operation. These include dockside waiting time, queuing time at intermodal facilities, and travel time subject to reoccurring and non-reoccurring traffic congestion.

This assignment problem is very important in practice. Assignments made determine the efficiency of the operation, service quality and hence a company’s competitiveness in a market where companies typically survive on profit margins as thin as 1-3 percent. Our objective is to develop implementable algorithms and operating strategies. At a time when companies are operating in an information rich environment, mathematical models provide a basis to make better use of the information at hand. Transportation is part of the larger logistics and supply chain management process. A basic assignment model could be extended to include factors related to reducing inventory cost, developing optimal pricing strategies, satisfying customer demand and improving facility utilization. In addition, a thorough investigation of this problem lends insight into related problems in rail, maritime and air cargo operations.
1.2 Theoretical Implications and Contributions

Among the most intensively investigated problems related to our research are the vehicle routing problem (VRP) and the dynamic vehicle assignment problem (DVA). In the VRP vehicles are typically required to serve a set of nodes on a tour. The VRP can include time window and capacity constraints. Both types of constraints are referred to as resource constraints. An important problem imbedded in VRP is the shortest path problem with resource constraints (SPPRC), which has been proven to be NP-hard. When multiple vehicles are considered and when no capacity constraints are binding, the VRP problem is a multiple traveling salesman problem (m-TSP). The deterministic version of the problem investigated in this dissertation is an m-TSP problem with time window constraints (m-TSPTW). Recent research on vehicle routing problems investigates ways to incorporate stochastic features, including both stochastic travel time and stochastic demand. A brief review of such research is presented in Chapter 3. Typical research on dynamic vehicle allocation includes the deterministic dynamic assignment problem and its stochastic counterpart depending on whether information about current and future demand is deterministic. This problem has been addressed in detail by Powell (1988, 1996, for example).

In short, the problem considered here is inherently connected with VRP and DVA problems in terms of the underlying fundamental problems and skills required to obtain solutions. Progress on one problem can shed light on the others. Basic ideas related to the deterministic and stochastic assignment models used in our research, which are
borrowed from other problems, are examples of this point. Similarly, we hope that our research on this problem can make a contribution to other classical problems.

The development of real-time solutions for the local trucking assignment problem presents serious practical challenges. The scale of problems encountered in practice are often several times that of the scale solvable optimally and efficiently. Therefore, different ways to overcome this difficulty have been examined. Instead of solving the problem directly, small-scale sub-problems are selected and solved. The impact of these methods on the long run solution quality in a stochastic setting has been examined by several researchers. Interesting results and conclusion have been drawn, as in Yang, Jaillet and Mahmassani (1999) and Mahmassani, Kim and Jaillet (2001). Related research on this problem is also seen in Regan, Mahmassani and Jaillet (1996, 1999) and Ichoua, Gendreau and Potvin (2000a, 2000b), where strategies such as en route diversion are tested. Though examining the same problem, our primary objective is to develop efficient algorithms that can be incorporated into solution strategies.

Despite the simplicity with which the truckload trucking assignment problem is described, the problem is NP-hard. Therefore it is one of the problems at the core of an area of scientific research, whose applications span computer science, telecommunications and other important scientific areas. Because the problem has an integer formulation, efficient algorithms for integer programming problems could lead to efficient solution of our problem. This justifies our effort towards the development of an efficient solution method for general integer programming problems. In addition, our
problem is a variant of the NP-hard traveling salesman problem (TSP), which underlies many important applications. Therefore, explorations have been made on the TSP problem in our study. In conclusion, our selection of the research on this topic reflects a commitment to a more general class of optimization problems.

Our contribution includes the following:

- The development of a time window discretization scheme for a deterministic assignment model;
- An examination of time window constrained stochastic assignment models;
- A discussion of the problem in which trailer positioning moves are explicitly included;
- The development of a new formulation of the TSP problem and an exploration of its properties;
- The development of a new cutting plane method for the general integer linear programming problem with binary variables.

We hope that our work will have both practical and theoretical implications.

1.3 Dissertation Outline

We investigate the problem in several steps. In Chapter 2, we study the deterministic version of the dynamic assignment problem, which provides a basis for further research.
After examination of various solution techniques, we develop a time window discretization scheme. Chapter 3 examines alternative stochastic assignment models that feature the stochastic service time and time window constraints and provides an analytical discussion of their characteristics. All of these models can be considered stochastic extensions of the model presented in Chapter 2. In Chapter 4, future research on this specific problem is proposed and a multi resource allocation version of the problem is discussed. Finally, related research on the TSP problem and a cutting plane method for general integer programming problem with binary variables are presented as our contribution to the more general combinatorial optimization area. Those results are presented in Chapter 5. The work on the TSP provides a new formulation for this well studied problem. Analysis shows that this formulation possesses some good properties. The cutting plane method proposed reflects another endeavor. It applies to the general integer programming problem with binary variables. Compared with its counter-part, Gomory’s method, as well as the popular branch and bound method, it shows some advantages. Each chapter is relatively independent of the others, and contains its own conclusions. The dissertation ends with brief concluding remarks in Chapter 6. In an effort to more effectively place our work among the published literature and facilitate clarity, rather than provide an overall literature review in a single chapter, we review literature relevant to the topic presented in each chapter within the chapter itself.
CHAPTER 2

A MYOPIC DETERMINISTIC MODEL

2.1 Introduction

As the first step in the investigation of the stochastic dynamic assignment problem with time window constraints, a deterministic assignment problem is examined in this chapter. In this problem, we consider,

- Deterministic demands;
- Deterministic travel time, service time and dock-side waiting time;
- Hard time window constraints.

The problem solved here is a myopic version of the truckload vehicle assignment problem with time window constraints. We do not anticipate future demand and simply assign the vehicles to serve as many known loads as possible. Because travel takes place in a compact region, it is not necessary to consider the future locations of vehicles as is typical in the long haul version of this problem (see for example Powell, 1988). Of course, local operations are in fact somewhat dynamic in nature. A fraction of loads to be moved in a given day become known only a short time before service must take place, trailer repositioning moves are added to the system as the day progresses and loads must sometimes be reassigned due to traffic, dock-side, and intermodal facility delays. The assumption we make is that the assignment problem will be re-solved several times as the
day progresses and more information becomes known.

If we treat each loaded trip as a node, the problem may be viewed as an asymmetric multiple traveling salesman problem with time window constraints (m-TSPTW). A major difficulty to solve the m-TSPTW problem arises from the time window constraints. There are generally three classes of approximation methods used to deal with the time windows. One explicitly considers the time window constraints in the construction of routes. This class of methods includes Dantzig-Wolf decomposition, which is used to decompose the coverage constraints, Lagrangian relaxation, in which the coverage constraints are relaxed, and state space relaxation in which the feasible space of a dynamic programming algorithm is reduced (see for example Kolen Rinnooy Kan and Trienekens, 1987). Both Dantzig-Wolf decomposition and Lagrangian relaxation lead to shortest path sub-problems with time window constraints, which has been shown to be NP-hard (Dror, 1994).

The second class of methods is the relaxation of the time window constraints. Network relaxation methods solve a network problem after relaxing the time window constraints and then partition the windows according to the last infeasible solution. According to Desrosiers et al (1986), this method is inferior to the Dantzig-Wolf decomposition method. Lagrangian relaxation of time window constraints is reported to generate results worse than those keeping the time window in the sub-problems (Desrosiers, Sauve and Soumis, 1983).
A third class of methods to deal with the time window constraints is to discretize them. The idea is to replace continuous time constraints and individual assignment variables with a bundle of assignment variables, each corresponding to a different point in time. An early example of this approach is seen in the work by Appelgren (1969, 1971) in which a ship scheduling problem is solved. A paper by Levin (1971) uses the same strategy to generate flight assignments in which each move has a set of alternate service times. The method described in this paper is inspired by the work of Appelgren and Levin but differs in several ways. In the work by Appelgren the service time windows are not actually continuous variables. Shipments must begin on exactly one day and travel times are naturally expressed as integer multiples of days. The paper by Levin introduces the notion of "bundles" of flow variables. However, no attempt is made to address the issue of how many flow variables the bundles should contain or to examine the trade-offs between coarser and finer discretization.

A more recent application of time window discretization can be seen in Swersey and Ballard (1984), where a school bus scheduling problem is solved using a time window discretization method to minimize fleet size. Graham and Nuttle (1986) compare the performance of a time window discretization method against two heuristics for solving the school bus scheduling problem and found that it had good results. The main complaint about the method was that due to computational issues of the time an LP relaxation of the problem was solved and that when this did not have an integer solution that manually adjusting the non-integer variables could be difficult.
Discretization methods have been rarely used in recent years. The likely reason for this is that the method results in an exponentially expanded network. However, recent advances in computing have made this method more attractive than in the past. In addition, we show later that the relatively small number loads assigned to each vehicle at any given time makes this problem well suited to this method.

The contributions of this chapter are the following:

We develop an iterative method for solving m-TSPTW problems using time window discretization. At each iteration we generate and solve an over constrained version of the problem and an under constrained version. The over constrained problem provides us with a feasible solution and an upper bound on the cost of the optimal solution. The under constrained problem provides us with a lower bound on the cost of the optimal solution. As far as we know, no other researchers have provided such a bound.

We develop and implement a scheme in which the solution is guaranteed to be non-increasing in subsequent iterations.

The organization of this chapter is as follows: first we introduce the formulation, then we then present the over-constrained and under-constrained problems formulations. Next, we introduce the time window partitioning method in which non-increasing costs are guaranteed. Finally we present some empirical results.
Notation

Let:

\[ N = \text{the set of nodes for loads}, \]
\[ K = \text{the set of vehicles}, \]
\[ o_i = \text{the starting node for vehicle } i, \]
\[ a_i, b_i = \text{the beginning and end of the time window for load } i. \]
\[ T_i = \text{the service time for load } i, \]
\[ t_{ij} = \text{the time needed to service load } i \text{ and then travel to the pickup location of load } j \text{ (the handling time at load } i, \text{ the loaded travel time for load } i \text{ and the empty travel time between the destination of load } i \text{ and the origin of load } j), \]
\[ c_{ij} = \text{the cost of travel from the destination point of load } i \text{ to the origin of load } j, \]
\[ M = \text{an infinitely large constant}. \]

The flow variables are present in the problem if a feasible assignment of a vehicle from its starting location and each load and between loads is possible. The flow variable \( x_{i,j} \) is equal to 1 when there is an assignment in which load \( j \) is served by the vehicle departing node \( i \); it is equal to 0, otherwise.
2.2 Formulation

\[
\text{obj min } \sum_{i \in N + \{O\} k \in K} \sum_{j \in N \setminus \{i\}} (-M + c_{i,j}) x_{i,j}
\]  
\hspace{1cm} (2.0a)

\[
\sum_{j \in N} x_{O_i,j} \leq 1 \quad \forall i \in K
\]  
\hspace{1cm} (2.1a)

\[
\sum_{i \in N + \{O\} k \in K} x_{i,j} \leq 1 \quad \forall j \in N
\]  
\hspace{1cm} (2.2a)

\[
\sum_{i \in N + \{O\} k \in K} x_{i,j} - \sum_{m \in N} x_{j,m} \geq 0 \quad \forall j \in N
\]  
\hspace{1cm} (2.3a)

\[
x_{i,j}(T_i + t_{i,j} - T_j) \leq 0
\]  
\hspace{1cm} (2.4a)

\[
a_i \leq T_i \leq b_i \quad \forall i \in N
\]  
\hspace{1cm} (2.5a)

\[
x_{i,j} \text{ is binary; \ for all } i \in N + \{O\} k \in K, j \in N,i \neq j
\]  
\hspace{1cm} (2.6a)

Constraints (2.1a) require the vehicles to leave each load at most once. Constraints (2.2a) dictate that each load be served at most once. Constraints (2.3a) say that a vehicle departs from a load only if it serves the load first. Constraints (2.4a) enforce the temporal relationship of consecutive loads. Constraints (2.5a) specify the time window constraints. Constraints (2.6a) are the binary constraints.

The objective function is a multi-objective one. The infinitely large value M is a sufficiently large constant that ensures that the assignment covers as many feasible loads as may be possibly served.

The problem in this chapter is slightly different from the typical m-TSPTW problem. The vehicles are not required to return to depot after each service completion. There is no a priori guarantee that each load could be served. The objective is to serve as
many loads as possible. These differences are in fact trivial. It is easy to show that by adding dummy vehicles, dummy source (sink) node and links of zero cost that this problem may be transformed to the typical m-TSPTW.

2.3 Over-Constrained and Under-Constrained Methods

The traditional way to deal with the non-linear time window constraints using integer programming is to linearize them. However, the linearized constraints are very loose because they are not at the facets of the polytope of the convex hull of the feasible solutions (Langevin, Soumis and Desrosiers, 1990). In the method we present here the time constraints are taken into account in a pre-processing step in which two versions of the problem are constructed. The first is over constrained and the second is under constrained.

The flow variables $x_{ij}$ correspond to links from vehicles to loads, and those between loads. Possible links are determined by the time window constraints associated with each load. If the time window is a single time point, then the problem is reduced to a fixed schedule problem (Derosiers et al, 1995). This kind of problem has a clear and exact network representation and can be solved more efficiently.

Suppose we consider only the end points of the time window of both the first and the second load when we set up links between two loads for the network; then we obtain a network that ignores some possible links. We refer to this method as the over
constrained method. Suppose we only consider the starting point of the time window of the first load and the end point of the time window of the second load when we set up the link between two loads; then we end up with a network that includes some infeasible links. We refer to this method as the under constrained method. The over constrained method leads to a network from which we obtain a feasible solution while the under constrained method provides a lower bound for the solution.

Figures 2.1 and 2.2 show the feasible links excluded and infeasible links included in the two methods.

![Diagrams showing network configurations](image)

Figure 2.1) Over-constrained network

It is not possible to reach load 1 after leaving at the latest time in the time window for load 2 or to reach load 2 after leaving at the latest point in the time window for load 1. However, as is shown above, it is possible to serve load 1 after serving load 2 in the early part of the time window for load 2.
Figure 2.2) Under-constrained network

It may be observed that the under constrained network might permit infeasible links. If the vehicle leaves load 1 at the end of its time window it will have no way to reach load 2 within its time window. In fact, this network may contain cycles.

In the over constrained method we replace constraints (2.4a) and (2.5a) with the following:

\[ x_{i,j}(b_i + t_{i,j} - b_j) \leq 0 \] \hspace{1cm} (2.7a)

In the under constrained method we replace constraints (2.4a) and (2.5a) with the following:

\[ x_{i,j}(a_i + t_{i,j} - b_j) \leq 0 \] \hspace{1cm} (2.8a)
Constraints (2.7a) define the links for the network of over constrained method. Constraints (2.8a) define links of network from under constrained method. If the coverage constraints (2.1a) are relaxed, the formulation from the over-constrained method is a network flow problem on an acyclic network. There are very efficient algorithms to solve such problems. However, the network generated using the under constrained method is likely to contain cycles as can be seen in figure 2.2.

If we use the formulation from the under-constrained method, there is some infeasible space included in the solution space. While for over-constrained problem, there is some feasible space excluded. As a result, the optimal solution to the linear relaxation of the formulation by the under constrained method $Z_i^{LP}$, the integer solution to the under constrained method $Z_i^{IP}$, over constrained method $Z_m^{IP}$ and the global optimal integer solution $Z_o^{IP}$ can be placed in the following order:

$$Z_i^{LP} \leq Z_i^{IP} \leq Z_o^{IP} \leq Z_m^{IP}$$

2.4 Time Window Reduction and Partitioning

In general, the bigger the time windows, the bigger the gap between $Z_i^{LP}$ and $Z_o^{LP}$, as well as between $Z_o^{IP}$ and $Z_m^{IP}$. Sometimes the gap between the two methods is so large that we cannot determine if we have reached an acceptable solution with respect to the optimal value.
The partitioning method is based on the observation that if the time windows are smaller, the gap between $Z_m^{IP}$ and $Z_l^{IP}$ is reduced. To do this, the original window is partitioned into several parts. Each part is considered as a sub-load. At most one of the sub-loads of any load may be served. The vehicle that leaves a sub-load must have entered to the same sub-load. In this way, the number of feasible links excluded by the over constrained method is reduced; similarly, the number of infeasible links included in the under constrained method is also reduced.

The problem is how to select the width to partition the time windows because smaller widths lead to much larger problems. The iterative solution method in which an upper and lower bound is obtained at each iteration allows us to begin by solving problems of reasonable size. If the ratio between lower bound and upper bound is unacceptable then the width selected is too large. In that case we select a smaller partition and solve the problem again. In the tests problems presented, a series of widths is arbitrarily selected to start with two hours and to end with 0.1 hours. The way to partition is as follows. Suppose the pre-selected width for partitioning is $d$, and that the load has a window $(a_i, b_i)$. First, determine the number of sub-loads for this iteration by taking the smallest integer that is greater than $(b_i-a_i)/d$ divided by $d$. That is $\text{ceil}[(b_i-a_i)/d]$ where $\text{ceil}(x)$ is the ceiling function that finds the smallest integer greater than $x$. Then partition the window into this many parts evenly.

This method is further improved by employing time window reduction methods commonly used for preprocessing VRPTW problems. There may be some part of the
time window, which is of no use to the assignment since no vehicle is able to reach the load within that time. That part of the window is eliminated in order to reduce the size of the problem. This method is described in Desrochers, Desrosiers and Solomon (1992). From here on, we refer to reduced time windows when we mention them. Then the formulation after window partitioning can be modified as follows:

$$\text{obj Min } \sum_{\{e \in \text{V} + \{0\} \mid j \in \omega \} \setminus \delta(i) = \delta(j)} \sum_{\delta(i) = \delta(j)} (-M + C_{ij}) x_{i,j}$$  \hspace{1cm} (2.0b)

$$\sum_{j \in \omega \setminus \delta(i)} x_{i,j} \leq 1 \hspace{1cm} \forall i \in \{O_k \mid k \in K\} + \omega \hspace{1cm} (2.1b)$$

$$\sum_{i \in \omega + \{0\} \setminus \delta(j)} x_{i,j} \leq 1 \hspace{1cm} \forall j \in \omega \hspace{1cm} (2.2b)$$

$$\sum_{\delta(i) = \delta(j)} \sum_{i \in \omega + \{0\} \setminus \delta(j)} x_{i,j} \leq 1 \hspace{1cm} \forall \xi \in N \hspace{1cm} (2.2'b)$$

$$\sum_{\delta(i) = \delta(j)} x_{i,j} - \sum_{m \in \omega \setminus \delta(j)} x_{j,m} \geq 0 \hspace{1cm} \forall j \in \omega \hspace{1cm} (2.3b)$$

$$x_{i,j}(T_i + t_{ij} - T_j) \leq 0 \hspace{1cm} \forall (i,j) \in A, \delta(i) \neq \delta(j) \hspace{1cm} (2.4b)$$

$$a_i \leq T_i \leq b_i \hspace{1cm} \forall i \in \omega \hspace{1cm} (2.5b)$$

$$x_{i,j} \text{ is binary} \hspace{1cm} \forall i \in \omega + \{O_k \mid k \in K\}, j \in N, i \neq j \hspace{1cm} (2.6b)$$

$\delta(i)$ denotes the load associated with sub-load $i$. $\omega$ is the set of all sub-loads. $O_k$ is the node for vehicle $k$. $K$ is the set of vehicles. Constraints (2.2'b) stipulate that at most one sub-load be served for each load. $a_i$ and $b_i$ represent the beginning and end of the time window of the sub-load $i$. In the same way, the over constrained and under constrained methods define the links between sub-loads. After constraints (2.4b) and (2.5b) are replaced with definite links, the formulation possesses a structure that has a network flow
sub-problem after decomposing or relaxing the constraints (2.1b), (2.2b) and (2.3b). In this paper, a branch and bound, method is used to solve the problems by using Cplex®.

2.5 A Discretization Scheme with Monotonically non-Increasing Costs

Another observation is that a smaller length to partition the window usually but not necessarily leads to a better feasible solution. An example here shows this point.

![Diagram](image)

**Figure 2.3** Selection of the discretization point

Figure 2.3 shows that if the time window at the left is partitioned into two parts, there could be the assignment in which the vehicle goes to two loads in a row as shown by arrows in the figure. But if a smaller width is adopted and the longer window is partitioned into three parts the over constrained method would not allow this assignment. The vehicle can only serve one load, which is worse than the solution from a larger partitioning width.

To guarantee that the over constrained method lead to no worse solutions in subsequent iterations, a special scheme is used. First partition the time window into two parts at the optimal service time from last iteration. Then use the pre-selected width to
partition both parts of the window. In addition, we include a special sub-load whose time window is limited to the first time point of the load’s time window.

Here we summarize the procedure used:

1. Select a series of widths used for partitioning.

2. Partition the window into two parts at the time points where the service is delivered at last iteration from over constrained method, then select the first unused width in the pre-selected series to partition the two parts; at the first iteration, partition the whole window directly. Add the first time point of the original window as a sub-load.

3. Generate over and under constrained formulations and solve the two formulations.

4. If the ratio between lower bound and upper bound is acceptable, no smaller width can be used, or machine time is run out, stop; otherwise, select the next width to be used and return to step 2.

2.6 Convergence of the Method

In this section we analyze the convergence of our method.

Proposition I

Under the partitioning scheme, there is at least one partitioning series that guarantees convergence to the optimal integer solution in the over-constrained method.
Proof

First, we show the solution has finite convergence. Then we show that optimal solution is obtainable through the over constrained method.

Suppose there is an optimal solution to the problem. This solution provides a bound for the feasible solutions in over constrained method. Because the solutions from the over constrained method are guaranteed to be non-decreasing, finite convergence must be guaranteed.

Second, for any problem, there must partitioning width that can guarantee that the optimal solution is included in the over constrained problem. Suppose there are \( n \) loads in the optimal assignment, out of which there are \( m \) loads served at a time point different from the starting or ending points of their windows. For the \((n-m)\) loads for which the optimal service time is the beginning or ending of their time window, these optimal points are always included in the solution space. Therefore, the partitioning scheme need only consider how to include optimal service time for the other \( m \) loads in the over constrained method. We note each of these \( m \) loads, at any iteration, is split into at most three parts, called divisions. One of these divisions must include the optimal service time while another must include the service time from the best solution found so far. There must exist a partitioning width applicable to all the windows such that each division is in an integer multiple of this width. By partitioning with this width, the optimal service times are guaranteed to be considered for assignment. As a result, the
optimal solution is guaranteed. In fact, this width can be easily obtained. Let us suppose division \( i \) has a length of \( \frac{m_i}{n_i} \), where \( m_i, n_i \) are positive integers with no common factors and \( i \) is the index of all the divisions. One partition that guarantees the optimal solution at next iteration is \( \frac{1}{\prod n_i} \).

Therefore, any partitioning series that includes a term \( 1/k \) times the value obtained as above, where \( k \) is an integer greater than zero, guarantees that the over constrained method contains the optimal solution. For a special case, if the optimal assignment serves all loads at the ending points of the time windows, any partition leads to optimal solution in the over constrained method. (End of proof.)

Intuitively, we observe that the over constrained method results in loss of available time by equivalently forcing drivers to wait to provide service until the last time point in each sub-load's time window. Therefore, the total sum of lost time affects the optimality of the solution. By reducing the partitioning width to be infinitesimal, the discrete problem approaches the continuous one and this sum is reduced to be nearly zero. Therefore, the feasible solution tends towards the optimal one. However, the optimal solution is not guaranteed by any partitioning series, even those approaching infinitesimal widths. Two cases could arise. In the first the optimal service time for each of the loads is unique as shown in figure 2.4. In this case, only a series containing a term as in the proof above guarantees optimal solution. Otherwise, any lost time resulting from under constrained method, regardless how small it is, causes the optimal solution to be
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missed. For example, a partitioning series \( \{3^{-n}, n \to +\infty \} \), though tends towards an infinitesimal width, but does not guarantee the optimal solution since at every partition in this series, the optimal service time at load 1 is lost.

![Figure 2.4) Optimal assignment with unique schedule](image)

The second case is shown in figure 2.5 where the schedule can be shifted. In this case, all partitioning widths smaller than some certain value lead to optimal solution. In other words, all partitioning series leading to infinitesimal partitioning widths guarantee the optimal solution. In figure 2.5, the dashed arrow lines represent the latest possible schedule that can still keep the optimal assignment. In this case, for any service time that falls in the shadow portion of an upstream load, there is a corresponding spectrum of the window at the downstream load within which every time point can be selected to guarantee an optimal solution. Figure 2.6 shows that once the optimal service time is determined at load 1, any time point in the shaded part of the window for load 2 is
optimal. For the same reason, once the optimal time points are set for both loads 1 and 2, there is also a section of window for load 3 within which all time points are optimal. In this case, if the partitioning width is small enough, the optimal solution is always obtainable in over constrained method. Though this can be shown mathematically, its intuitive proof is much clearer. Therefore we stop here.

![Diagram](image)

Figure 2.6) A possible combination of the service times

**Proposition II**

Solutions from under-constrained method converge to the optimal integer solution if the partitioning width tends towards an infinitesimal value.

**Proof**

The under constrained method leads to solutions that might be infeasible. Any infeasible solution can be excluded by adopting a smaller partitioning width. Therefore when the partitioning width tends towards an infinitesimal value, the solution space defined by the under constrained method converges to the solution space of the original problem.
This point can be shown in the example shown in figure 2.7.

Figure 2.7) Infeasible assignment from under constrained method

In figure 2.7, assignment L_1L_2L_3 is infeasible at load 3, missing the deadline by a gap $g$. The assignment is obtained when the three sub-loads in shadow are considered. The assignment is infeasible because when a link is added between two sub-loads in under constrained method, the driver is equivalently empowered to move backward in time dimension by a small value, say $\theta_i$ (corresponding to load $i$). The infeasible assignment is made only when the sum of the $\theta_i$ before the infeasible load can make up the difference between the actual arrival time and the latest point of the time window for this same load. It can be observed that this small value $\theta_i$ must be less than or equal to the width of that sub-load. By reducing the partitioning width, $\theta_i$ can be made small enough such that $\sum \theta_i$ would not make up the gap $g$. As a result, this assignment will be excluded. (End of proof.)
From the analysis above, it can be seen for a given partitioning series, even when the series tends infinitely small, the over constrained method does not guarantee convergence to the optimal solution while under-constrained method does. However, our intuition is that a smaller partitioning width typically contributes significantly to the improvement in optimality in the over constrained method. The reason is that most problems encountered in practice have schedules that can be shifted. In these cases, a sufficiently small partitioning width always leads to an optimal solution. Even in the case where the optimal schedule cannot be shifted, our argument is that smaller width helps to improve solution quality. This is the reason this method works well in practice as indicated by the tests that follows. In addition, most problems encountered in practice have several alternative optimal solutions.

2.7 Tests

Using the GIS package TransCAD, we generated a set of representative problems based on real data. The problem generation package is part of a larger GIS based fleet management simulation model described in Jagannathan (1999) and Regan, Jagannathan and Wang (2000). The loads are generated by selecting randomly from known customers in the service area. Time windows are randomly assigned based on the distribution shown in table 2.1, which roughly corresponds to the time windows associated with loads known at the start of day.
Table 2.1 Probabilities associated with time windows of varying length

<table>
<thead>
<tr>
<th>Time window</th>
<th>7:00-7:30 AM (0.5 hours)</th>
<th>8:00-9:30 AM (1.5 hours)</th>
<th>8:00AM-12:00PM (4 hours)</th>
<th>12:00-5:00PM (5 hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>0.1</td>
<td>0.15</td>
<td>0.35</td>
<td>0.4</td>
</tr>
</tbody>
</table>

For the problems in the test set, we begin with the vehicles at the depot (which in this problem is very near the rail yard) and make all vehicles available for the duration of the day. Vehicles are not required to return to depot after each service. Travel distances correspond to the shortest network travel distance. Travel time is assumed to be 35 miles per hour, reflecting congestion levels in the test region. The average loaded distance is quite short, less than twenty miles long. A handling (typically dock time) of forty minutes is assumed for each load though in an actual operation the handling time would be customer specific. We present results from 30 problems of 20 vehicles and 75 loads. Twenty was selected because it is the typical maximum size of a local sub-fleet handled by a single load manager (dispatcher). In the test, the cost is the empty travel distance. We set the parameter M to 10000 in the test since it is much larger than even the sum of the total empty travel distance. We then present results from 30 similarly generated problems of 40 vehicles and 150 loads. For these larger problems two observations are made. The first is that these larger problems reach optimality in earlier iterations, on average. The second is that for larger problems only limited iterations are possible because the size of the problems expands too quickly.

The widths to partition the time window at iterations are as follows:
Table 2.2  Partitioning width

<table>
<thead>
<tr>
<th>Iteration</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width (hours)</td>
<td>2</td>
<td>1.75</td>
<td>1.5</td>
<td>1.25</td>
<td>1.00</td>
<td>0.75</td>
<td>0.6</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
</tr>
</tbody>
</table>

We solve the problems using CPLEX® version 5.0 with no special modifications. The later versions of this software (6.0 and 6.5) are known to have faster solution times, particularly for Mixed Integer Programming (MIP) problems. Therefore, exact times presented here should be considered relative solution times. In addition, the solution times could be further improved by the addition of a more sophisticated decomposition or relaxation method. One of the goals of this research was to develop a method simple enough to be implemented by engineers with only limited training in algorithm development. This method can be implemented by anyone with limited programming skills and an understanding of the workings of commercial optimization software.

All tests are run on a desktop computer, a 400 MHZ Pentium II PC with 256 MB RAM. Three aspects of the method are tested. The optimality of the upper bound solution (feasible solution) in terms of the ratio of the cost of the lower bound to upper bound; the tightness of the lower bound as opposed to two other alternatives and their corresponding machine time.
2.8 Solution Quality

The ratio of the cost of the solutions associated with the under and over constrained formulations after the first two iterations are provided in table 2.3 and figure 2.8. It may be observed that even when a width as large as two hours is used to partition the windows the solutions are quite good. Here the cost does not include the term M.

Figure 2.8) The ratio of the cost of lower and upper bound solutions in iterations 1 and 2
<table>
<thead>
<tr>
<th>Problem Instance</th>
<th>Iteration 1</th>
<th>Iteration 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>3</td>
<td>0.96401</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>0.97838</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>0.97305</td>
<td>0.9782</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>7</td>
<td>0.91203</td>
<td>0.91203</td>
</tr>
<tr>
<td>8</td>
<td>0.95538</td>
<td>0.99594</td>
</tr>
<tr>
<td>9</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>0.97717</td>
<td>0.97717</td>
</tr>
<tr>
<td>11</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>12</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>13</td>
<td>0.98536</td>
<td>1.0</td>
</tr>
<tr>
<td>14</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>15</td>
<td>0.96806</td>
<td>0.96806</td>
</tr>
<tr>
<td>16</td>
<td>0.99618</td>
<td>1.0</td>
</tr>
<tr>
<td>17</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>18</td>
<td>0.95863</td>
<td>0.9993</td>
</tr>
<tr>
<td>19</td>
<td>0.98326</td>
<td>0.98358</td>
</tr>
<tr>
<td>20</td>
<td>0.91734</td>
<td>0.99524</td>
</tr>
<tr>
<td>21</td>
<td>0.99821</td>
<td>1.0</td>
</tr>
<tr>
<td>22</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>23</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>24</td>
<td>0.92423</td>
<td>0.92423</td>
</tr>
<tr>
<td>25</td>
<td>0.99227</td>
<td>0.99227</td>
</tr>
<tr>
<td>26</td>
<td>0.99518</td>
<td>1.0</td>
</tr>
<tr>
<td>27</td>
<td>1.0</td>
<td>NA</td>
</tr>
<tr>
<td>28</td>
<td>0.96672</td>
<td>0.96996</td>
</tr>
<tr>
<td>29</td>
<td>1.0</td>
<td>0.96996</td>
</tr>
<tr>
<td>30</td>
<td>0.88405</td>
<td>0.92211</td>
</tr>
</tbody>
</table>
2.9 Tightness of Lower Bound Compared to Other Alternatives

Because the time required to solve for the lower bound at each iteration may be long, two alternative methods are considered for the generation of a lower bound. The first is to solve the LP relaxation of the original formulation (2.0a)-(2.6a). We call this solution L1. The other alternative is to solve the LP relaxation of the under constrained formulation (2.0b)-(2.6b). We call L2. In this formulation the time window constraints are linearized as in Desrosiers, et al, (1986). Equations (2.4b) are replaced with equations (2.4'b).

\[ x_{i,j}(T_{i} + t_{i,j} - T_{j}) \leq 0 \quad \forall (i, j) \in A, \delta(i) \neq \delta(j), \quad (2.4b) \]

\[ T_{i} + t_{i,j} - T_{j} \leq (1 - x_{i,j})M \quad \forall (i, j) \in A, \delta(i) \neq \delta(j), \quad (2.4'b) \]

Figure 2.9 compares the tightness of each of these bounds for iterations 1-6, presenting only problems that remain unsolved in each iteration. We refer to the under constrained method in this figure as UC. It may be observed that the improvement obtained by using the lower bound from the under constrained, and more computationally expensive method is limited, on average. However this does not exclude the possibility that in some instances the under constrained method provides a much tighter lower bound than its LP relaxation. In one of the thirty problems examined the gap between the two lower bounds after two iterations was more than 5%. This suggests that if this method is applied in off-line situation where the solution times are allowed to be fairly long, that implementing the tighter lower bound has considerable benefit. However, if the method
is used in an on-line situation then the bound associated with the LP relaxation of the under constrained formulation should be used because the limited improvement in the lower bound is not worth the corresponding increase in solution time. Three of the thirty problem instances are not included in the table because we were unable to obtain the optimal solution for these problems despite obtaining tight bounds for these solutions.

![Ratio of Three Lower Bounds to the Optimal Solution](image)

Figure 2.9) Comparison of three lower bounding methods

Table 2.4 Number of unsolved problems in iterations 1-6

<table>
<thead>
<tr>
<th>Iteration</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>2</td>
<td>1.75</td>
<td>1.5</td>
<td>1.25</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>Number Unsolved</td>
<td>30</td>
<td>19</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
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2.10 Comparison of Solution Times for Three Lower Bound Alternatives

In the operation of interest here, solutions must be obtained rapidly. Figure 2.10 presents the cumulative solution times for iterations 1-6 for the three methods, L1, L2 and UC (under constrained IP). The cumulative time includes the solution time for the under constrained problems and over constrained problems.

It is worth mentioning here that it is very difficult to solve the original integer programming formulation of this problem directly. For the 30 problems examined, none could be solved using a standard branch and bound method directly. We contrast this with the fact that all of them can be solved in under constrained formulation by branch and bound method within a couple of minutes.

![Cumulative Solution Time for Three Lower Bound Methods](image)

Figure 2.10) Cumulative solution times for iterations 1-6
2.11 Tests of Larger Problems

A natural question is how this method performs on larger problems. According to the same distribution as in the 30 problems just tested, we generated thirty more instances of 40 vehicles and 150 loads. The solution times for these problems were relatively long. In the system this method is intended to support solution times must be no more than 30 minutes. Less than five minutes is preferable because dispatchers will sometimes disagree with a solution found (due to information available to them but not available to the decision support system) and will need to remove some loads for assignment outside the optimization framework. For that reason we examine only the solution that may be obtained for the larger problems within this time constraint. We present the results obtained after the first iteration.

Figure 2.11 shows the ratio between the lower bound and upper bounds for the larger problems. It may be observed that the discretization method appears to work better on larger problems than on small ones. Even with a width of two hours, many of the problems are solved to optimality and most are solved to within a gap of 2%.

The average time required to obtain the first feasible solution (the solution of the over constrained formulation) for the thirty problems was 438.8 seconds. The average time required to generate the lower bound using the under constrained method was 255.8 seconds. The under constrained method takes less time because the solution obtained
from the over constrained formulation is used as a cut off point for the branch and bound algorithm. The time required to solve the LP relaxation L1, in order to find a corresponding lower bound is less than one minute. For three of the thirty problems we were unable to solve for the lower bound from the under constrained formulation. However, for these problems the cost of the LP relaxation L1 was exactly equal to the cost of the feasible solution (the optimal solution was found). For the 27 problems for which we were able to obtain the bound associated with the first iteration of the under constrained problem, the value of these lower bounds were exactly the same. Figures 2.11 and 2.12 show the gap between the upper and lower bounds and also the solution times required to find the first feasible solution for each of the 30 larger problems. Figure 2.12 shows the solution times for over constrained formulation (feasible solution) only.

![Diagram: Ratio of Costs between Lower Bound and Upper Bound at Iteration One](image)

**Figure 2.11** Ratio of lower to upper bound at iteration one
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2.12 Conclusion

In this chapter, a method to develop vehicle assignments for local truckload operations is presented. Under constrained and over constrained method are presented. The under constrained method is used to evaluate the optimality of the feasible solution obtained using the over constrained method. Over constrained and under constrained method provides a mean to compromise between the optimality and machine time. A cost non-increasing partitioning scheme is developed for implementation in the iterative solution process. The convergence of the over and constrained methods is analyzed. A set of problems based on real data has been examined.

Test problems presented in this paper focus on relatively small, but operationally
realistic problems. Test result shows that smaller partitioning width and larger problems lead to higher level of optimality, but longer machine time. Test results suggest that using what is now a relatively slow commercial optimization package that operational problems of reasonable size can be solved quickly. In addition, the method examined results in sub-problems that are simply network flow problems. Therefore, decomposition techniques could be applied along with time window partitioning method discussed in order to solve larger problems more quickly. Empirical analysis suggests that for these problems, partitioning longer time windows into two hour windows from which a solution will be selected results in good solutions. For the problems of this size, the loss of optimality introduced by discretization is limited as is indicated by the ratio between upper bound and lower bound. For real-time operations, solving the LP relaxation of the under constrained or original formulation seems the most efficient method for obtaining a lower bound. On the other hand, if machine time is not a big concern, under constrained method instead of its LP relaxation is preferable.

2.13 Extensions and Further Research

As is always a possible option, the myopic deterministic model could be applied repeatedly to dynamically adjust the assignment as new loads are called in and new information is available. The myopic optimality does help improve the performance in a long run compared with myopic heuristic methods. In a series of tests where travel time and service time are set to be deterministic, the strategy to repeatedly apply the myopic deterministic model outperforms its heuristic counter part significantly in terms of
average empty travel distance, number of loads served, and like. For a detailed
description of the tests, interested readers please refer to Regan, Jagannathan and

Though anticipation of future demand is a significant feature of dynamic
assignment problem, it is not considered in this dissertation. The reason is that demands
within a compact region are always accessible instantly since travel time is very short
compared with its counterpart in long haul trucking, where anticipation of future demand
is necessary for vehicle balance between regions. However, in a region around intermodal
facilities where there are traffic congestion and queues at customer locations, the
stochasticity of travel time and service time is necessary to address. This is discussed in
the Chapter 3.

Finally, while this method was developed with time constrained local truckload
trucking operations in mind, it applies to any optimization problem in which the number
of time constrained tasks to be assigned to each server at any time is relatively small (as
opposed to the typical vehicle routing problem with time windows). Such problems arise
in job shop scheduling, for example.
CHAPTER 3

STOCHASTIC ASSIGNMENT MODELS

3.1 Introduction

In this chapter, a stochastic assignment problem is examined. In this problem, we consider:

- Deterministic demands;
- Stochastic travel time, service time and dock-side waiting time;
- Time window constraints.

The dock side waiting time, the time required for loading and unloading, and the duration of travel times are all stochastic because of reoccurring and non-reoccurring congestion and queues at intermodal facilities and customer locations. Deterministic assignment models, as discussed in Chapter 2, provide a way for companies that have traditionally relied on dispatchers alone to generate assignments to reduce costs and improve service. However, in a highly stochastic operating environment, deterministic assignment models may produce sub-optimal or infeasible assignments. Models which explicitly incorporate stochastic characteristics should provide more robust solutions.

There has been some previous research in the area of vehicle routing and scheduling in which stochastic travel times are considered explicitly. However, little has been done concerning the local truckload trucking problem. In long haul truckload
trucking assignment problems, travel times are relatively long compared to the local truckload trucking assignment in which the service area is confined to a compact region. The variability of the travel time in long haul trucking operations is less of a problem than in local operations because in those operations, once the driver perceives that he or she is behind schedule, there are opportunities to make up for the delay later in the trip. Perhaps this is one of the reasons that typical work on long haul trucking problems considers only the stochasticity associated with the demand. Full consideration of stochastic travel times is important for the local truckload trucking problems in which drivers are subject to the urban traffic congestion and long queues at customer locations and intermodal facilities.

To date there has been only one paper dealing with vehicle routing problems with stochastic travel time. In Laporte, Louveaux and Mercure (1992), several models are proposed including a chance constrained model and a stochastic programming model with recourse. Related research addresses vehicle routing problems with stochastic demand (VRPSD). Some examples are Dror, Laporte and Trudeau (1989), Dror, Laporte and Louveaux (1993), and Gendreau, Laporte and Seguin (1995). Good heuristic methods have been developed for VRPSD problems. These are described in Gendreau, Laporte and Seguin (1996). More recently, Yang, Mathur and Ballou (2000) provide a new solution method for the vehicle routing problem with stochastic demand. Two heuristic methods to identify cost effective anticipatory restocking points are developed. There is a rich literature examining truckload trucking problems with stochastic demand including Powell (1988, 1996), and more recently Powell, Snow and Cheung (2000). In
addition, Powell, Towns and Marar (2000) examine the effect of optimal myopic solutions in a stochastic setting in a long haul truckload trucking problem. That research demonstrates that stochasticity in travel time could significantly impact the over all profitability of long haul motor carriers. The same should be true in local operations.

In this chapter, we examine a special case of the local truckload trucking problem in which both stochastic service times (travel, loading, unloading and on-dock waiting times) and time window constraints are considered. We start by examining the effect of the stochasticity on the assignment, then present a method for evaluating the quality of an assignment. Then, several alternative assignment models are proposed. We end with some conclusions and discussion about extensions to this research.

3.2 The Effect of Stochastic Service Times

We can see by example that an assignment generated under deterministic assumptions can be sub-optimal in a stochastic setting. It is assumed that the assignments here are deterministic a priori solutions and that the objective is to serve as many loads as possible while minimizing the cost of the service.
Figure 3.1) A deterministic assignment in a stochastic setting

In the example shown in figure 3.1, the solid lines represent loaded movements while dashed lines represent empty movements. The numbers next to the lines represent the probability that the vehicle will arrive before the end points of the pickup time windows. In the diagram, the distance from the vehicle to load 3 is longer by a very small value than that from the vehicle to load 1. The probability that the vehicle can successfully serve these loads is given in the figure and based on the stochasticity of the travel time in the network. All other characteristics of load 3 are the same as those of load 1. We further assume that the vehicle can either serve load 1 followed by load 2 or load 3 followed by load 2, but not all three loads. The deterministic model that includes all the links in the figure leads to an optimal assignment $L_1L_2$, which means the vehicle serves
load 1 followed by load 2. We now calculate the expected number of loads that will be
served before their deadlines under this assignment.

Let,
A= event that load 1 is served,
B= event that load 2 is served

Then the expected number of loads served can be obtained in the following way.

\[ E[L] = P(A) + P(B) \]
\[ = P(A) + P(B | A)P(A) + P(B | A^c)P(A^c) \]
\[ = 0.5 + 0.5 \times 0.5 + 0.5 \times 0.90 = 1.2 \]

We can see that the expected value differs significantly from the objective value
of the deterministic assignment (1.2 versus 2.0). Let us further consider an alternative
assignment L_3L_2 that in a deterministic setting is inferior to the one above. The
assignment L_3L_2 has an expected value of 1.44, much higher than the deterministic
optimal assignment.

From the example, we can conclude that stochastic factors significantly affect the
optimality of the deterministic assignment.

3.3 The Calculation of the Expected Value for an Assignment

In the proceeding section, we described a method to calculate the expected number of
loads served for a small problem. In this section, a formal expression of the calculation
method is given. First, it is important to reiterate the preconditions imposed on the
problem. Given an assignment, a vehicle tries to serve the next load only if the
possibility for it to serve the load is greater than zero. If, due to delays earlier in the schedule, a load cannot be served, the vehicle simply skips that load and goes directly to the next load in the assignment. The operational assumption here is that the load will be picked up by another vehicle.

3.3.1 An Evaluation Method

Given an a priori assignment \( L_1, L_2, \ldots, L_n \), the vehicle goes to load 1 through \( n \) in numerical order. We let \( O \) represent the set of all possible outcomes and let \( o \in O \) represent an individual outcome. In addition, \( s_o(i) \in \{1, 0\} \) represents the status of a load \( i \), one for being served, zero otherwise. So, each outcome can be represented by the following:

\[ s_o(1)s_o(2)s_o(3)\ldots s_o(n). \]

For example, \( 101 \) represents an outcome in which load one is served, load 2 is missed, and starting from the origin of load 2, the vehicle goes and serves load 3.

Let,

\[ p_o = \text{the probability associated with a given outcome } o \in O, \]

\[ T_j = \text{the arrival time of vehicle at load } j. \]

Then, the expected number of loads served is given by:

\[
E[L] = \sum_{o \in O} \left[ \sum_{j=1}^{n} s_o(j) \right] p_o
\]

(3.1)

Where

\[
p_o = P\left( \bigcap_{j=1}^{n} (T_j \leq b_j)^{s(o)(j)} (T_j \geq b_j)^{1-s(o)(j)} \right)
\]

(3.2)
and in the expression above, \( (T_j \leq b_j) \times_{(j)}^{(j)} (T_j \geq b_j) \times_{(j)}^{(j1)} \) represent whether load \( j \) is served or not. For simplicity, \( \bigcap_{j=1}^{n} (T_j \leq b_j) \times_{(j)}^{(j)} (T_j \geq b_j) \times_{(j)}^{(j1)} \) is used for the expression of the following,

\[
(T_1 \leq b_1) \times_{(1)}^{(1)} (T_1 \geq b_1) \times_{(1)}^{(1)} \) and \( (T_2 \leq b_2) \times_{(2)}^{(2)} (T_2 \geq b_2) \times_{(2)}^{(2)} \) ... and \( (T_n \leq b_n) \times_{(n)}^{(n)} (T_n \geq b_n) \times_{(n)}^{(n)} \)

Further, let,

\[ c_o(j) \] = the cost of moving empty to the pickup location of load \( j \) in an outcome \( o \in O \), which varies according to the previous load in the chain and whether that load was served.

\( a_i \) and \( b_j \) = the starting and ending points for the time window of load \( i \).

\( r \) = the contribution to revenue associated with each load served.

\[ t_{j-1,j}^d \] = service time between load \( j-1 \) to load \( j \) (total travel time from origin of load \( j-1 \) to origin of load \( j \)) if load \( j-1 \) is served.

\[ t_{j-1,j}^o \] = service time between load \( j-1 \) to load \( j \) (total travel time from the origin of load \( j-1 \) to the origin of load \( j \)) if load \( j-1 \) is missed.

The expected cost associated with an assignment is given by

\[
E[R] = \sum_{o \in O} \left\{ (\sum_{j=1}^{n} c_o(j) - r(\sum_{j=1}^{n} s_o(j))) \right\} \left( \bigcap_{j=1}^{n} (T_j \leq b_j) \times_{(j)}^{(j)} (T_j \geq b_j) \times_{(j)}^{(j1)} \right) \}
\]

(3.3)

Note that the probability that a load will be served is given by the sum of three mutually exclusive probabilities: i) the probability that the load will be served if the load
immediately preceding it was served at the beginning of its time window; ii) the probability that the load will be served if the load immediately preceding it was served within its time window; and, iii) the probability that the load will be served if the preceding load was missed. This fact will be used in the following equations.

For convenience of expression, let

$$E_o(j) = \bigcap_{i=1}^{j-1} (T_i \leq b_j)^{1-s^{(j)}} (T_i \geq b_j)^1$$

represent the service status for the loads preceding the $j^{th}$ load in an outcome $o$.

This leads to equation (3.4).

$$P(T_j \leq b_j, E_o(j)) = P(T_{j-1} + t_{j-1,j}^d \leq b_j, a_{j-1} \leq T_{j-1} \leq b_{j-1}, E_o(j-1))s_o(j-1)$$
$$+ P(a_{j-1} + t_{j-1,j}^d \leq b_j, T_{j-1} \leq a_{j-1}, E_o(j-1))s_o(j-1)$$
$$+ P(T_{j-1} + t_{j-1,j}^d \leq b_j, T_{j-1} \geq b_{j-1}, E_o(j-1))(1-s_o(j-1))$$

(3.4)

For example, if both loads $j$ and $(j-1)$ are served in this outcome, the joint probability can be expressed in the following way,

$$P(T_j \leq b_j, T_{j-1} \leq b_{j-1}, E_o(j-1)) = P(T_{j-1} + t_{j-1,j}^d \leq b_j, a_{j-1} \leq T_{j-1} \leq b_{j-1}, E_o(j-1))$$
$$+ P(a_{j-1} + t_{j-1,j}^d \leq b_j, T_{j-1} \leq a_{j-1}, E_o(j-1))$$

Now we can explain how to obtain the joint probability associated with a given outcome. The calculation of the joint probability for event $\bigcap_{j=1}^{n} (T_j \leq b_j)^{s^{(j)}} (T_j \geq b_j)^{1-s^{(j)}}$
can be made inductively from the beginning of the assignment. First we explain how to
derive the joint probability density function when the distribution of arrival time at the
prior load is known. This distribution depends on service status of the proceeding loads in
the assignment. Here each load is indexed according to the order the load is served in the
assignment. Note that \( T_j = T_{j-1} + t_{j-1,j} \), while \( t_{j-1,j} \) is the time from origin of load \( j-1 \) to
origin of load \( j \) (this could be \( t_{j-1,j}^d \) or \( t_{j-1,j}^o \) depending on whether or not load \( j-1 \) is
served). If it is assumed that \( t_{j-1,j} \) is independent of \( T_{j-1} \), then joint density function of
the two random variables is simply the product of the two. We can easily get the
probability for the joint event. Therefore, if we have the probability distribution function
for \( T_{j-1} \), and its joint distribution with \( t_{j-1,j} \), we can obtain the probability for the event,
\( (T_j \leq t) \bigcap E_o(j) \). Using this result, we can in turn get the probability for the event,
\( (T_{j+1} \leq t) \bigcap E_o(j+1) \). So, beginning with the first load in an outcome of the assignment,
we can gradually get the probability for the event of the first two loads, then the first
three loads, and so on, until all the loads are included.

More specifically, given the distribution of the arrival time of the vehicle at load one,
we can obtain the probability distribution of the arrival time at the second load as
follows:

a) if load one is served

\[
P(T_2 < t, E_o(2)) = P(t_{1,2}^d + a_1 < t, T_1 < a_1) + P(t_{1,2}^d + T_1 < t, a_1 < T_1 < b_1) \\
= \int_{-\infty}^{a_1} \int_{-\infty}^{-a_1} f_{t_{1,2}^d, T_1} dt_{1,2}^d dT_1 + \int_{a_1}^{b_1} \int_{-\infty}^{-T_1} f_{t_{1,2}^d, T_1} dt_{1,2}^d dT_1
\]

(3.5a)
b) if load one is missed

\[ P(T_2 < t, E_a(2)) = P(t_{1,2}^o + T_1 < t, T_1 > b_1) = \int_0^\infty \int_0^{t_1} f_{t_{1,2}|T_1} d t_{1,2} d T_1 \]

(3.5b)

where \( f_{t_{1,2}|T_1} \) and \( f_{t_{1,2}} \) are the joint distribution of \( t_{1,2}^o \) and \( T_1 \) and that of \( t_{1,2}^d \) and \( T_1 \).

Let us see how to recursively use the above equation to derive the probability for the event \((T_j \leq t) \cap E_a(j)\).

From equation (3.5), we have

\[ f_{(T_j, E_a(j))} = \frac{\partial P(T_j < t, E_a(j))}{\partial t} = \frac{\partial [P(T_j < t \mid E_a(j)) \ast P_j(E_a(j))]}{\partial t} = f_{(T_j \mid E_a(j))} P_j(E_a(j)) \]

Further, if we assume that \( t_{1,3} \) is independent of \( T_2 \), the joint probability density function is just the product of the two density functions as shown below,

\[ f_{(T_j \mid E_a(j))} = f_{T_j \mid E_a(j)} \ast f_{T_j} = f_{T_j} \ast f_{T_j \mid E_a(j)} \]

We can easily obtain the probability \( P(T_j < t, E_a(3)) \), in the same way as in Equation (3.5), where \( T_j = t_{2,3} + T_2 \). This can be shown below.

For example, suppose Load 2 is served.

According to Equation (3.5), we have
\[ P(E_o(3)) = P(T_2 < b_2, E_o(2)) \]
\[ P(T_3 < t, E_o(3)) = P(t_{z,3}^d + a_2 < t, T_2 < a_1, E_o(2)) + P(t_{z,3}^d + T_2 < t, a_2 < T_2 < b_2, E_o(2)) \]
\[ = \int_{-\infty}^{\alpha_1} \int_{-\infty}^{T_1} f_{t_{z,3}^d, T_2 | E_o(2)} \, dt_2 \, dT_2 + \int_{\alpha_1}^{\infty} \int_{-\infty}^{T_1} f_{t_{z,3}^d, T_2 | E_o(2)} \, dt_2 \, dT_2 \]
\[ = \int_{-\infty}^{\alpha_1} \int_{-\infty}^{T_1} \left( f_{t_{z,3}^d, E_o(2)} dT_2 \right) \, dt_2 \, dT_2 + \int_{\alpha_1}^{\infty} \int_{-\infty}^{T_1} \left( f_{t_{z,3}^d, E_o(2)} dT_2 \right) \, dt_2 \, dT_2 \]

By repeating this process, we can get the probability \( P_o \) associated with a given outcome of the assignment. It is not necessary to obtain the density function \( f_{t_{z,3}^d, T_2 | E_o(2)} \) explicitly. The function \( f_{t_{z,3}^d, T_2 | E_o(2)} \) can be used instead, as it is the same to all \( j \) in the assignment.

**Observation**

The complexity of calculation of the expectation for an a priori assignment is in the order of \( O(2^n) \).

**Argument:**

Given an a priori assignment, the total number of outcomes sum to \( 2^n \), where \( n \) is the number of loads assigned. This number is simply equal to \( \sum_{i=0}^{n} \binom{n}{i} \), where \( i \) is the number of loads served in an outcome and \( \binom{n}{i} \) is the number of outcomes in which the same
number of loads are served. Each outcome has an associated probability and specific contribution to the expectation. Therefore, each individual instance must be calculated.

(End of informal argument)

3.3.2 Comments

In the case of soft time windows which permit service earlier or later than the time window specifies (we call this a *fully soft window*), the evaluation method is much easier.

We only need to obtain the probability distribution of \( \sum_{j=0}^{m} t_{j-1,j} \) for each of the loads.

Then the probability for each load to be served within its time window can be calculated by integration. In this case, the complexity of evaluation is in the order of \( O(n) \).

However, if earlier service is forbidden while late service is allowed (we call this a *semi-soft window*), the complexity of evaluation should be still in the order of \( 2^n \).

This chapter examines only the case with strict time windows and presents assignment models for this case. If time windows are semi-soft or fully soft, as is often the case in practice, different assignment models are needed. Those models are beyond the discussion of this chapter in which we simply present preliminary analysis of this challenging problem.
3.4 Models with Stochastic Travel Times

In Laporte, Louveaux and Mercure (1992), a chance constrained formulation for the vehicle routing problem with stochastic travel times is presented. In that research, the primary objective is to keep the working time of the vehicle within a preset time limit. In ours, the primary objective is to serve as many loads as possible. In the sections to follow, we present several alternative models for the truckload trucking problem with stochastic travel times and analyze their properties.

3.4.1 Chance Constrained Models

In this section, three models are presented and some of their properties are analyzed.

3.4.1.1 A Classical Chance Constrained Method

As a counter part to the formulation of Laporte et al (1992), we provide a chance constrained formulation for the truckload trucking assignment problem with stochastic travel time as follows.
\[ \text{Obj} \quad \min \sum_{i \in N} \sum_{j \in N \setminus \{i\}} (-M + c_{ij})x_{i,j} \quad (3.6) \]

subject to

\[ X \in S \]
\[ E(L(i)) \geq |L(i)|(1 - \alpha) \quad \forall i \in K \quad (3.7) \]

Where $M$ represents a large value associated with serving a load. $S$ is the set of routes that satisfy time window constraints as defined by (2.0a)–(2.6a). $L(i)$ is an assignment for vehicle $i$. $|L(i)|$ is the number of loads in the assignment for vehicle $i$. $E(L(i))$ is the expected number of loads served and $1-\alpha$ is the preset service ratio. $E(L)$ is calculated as in (3.1). $X = \{x_{i,j}\}$, $x_{i,j}$ is a binary variable.

A solution scheme associated with this formulation involves a relaxation of the chance constraints (3.7), followed by implementation of a branch and bound method for finding an integer solution. The branch and bound method can be coupled with special techniques to deal with time window constraints, as seen, for example in Wang and Regan (2001a). In fact, any method for solving the multiple traveling salesman problem with time window constraints (m-TSPTW) may be used to solve the formulation with relaxed chance constraints. With each integer solution, there is a follow-up check of the chance constraint violation. If the integer solution violates the chance constraints, then the node is fathomed.
The difficulty with this method is as follows. In order to obtain an optimal integer solution, all the integer points in the branch and bound tree must be examined. The comparison of integer solutions involves unavoidably the calculation of the fairly complex expectations of the number of loads served. This calculation makes this method impractical at best. For the same reason, stochastic assignment models with recourse cannot be applied directly without simplification. The evaluation method is too complicated.

In order to avoid such difficulty, new methods are introduced. Before each formulation, we discretize the time windows in order to transform a continuous problem into a discrete one. We review the discretization scheme used for deterministic assignment problem first. In the discretization scheme, we replace each time window with a set of uniform discrete time points (including the starting and ending points of the window) with each point representing a subload. $x_{i,j}$ is included in the problem if (sub-load) $j$ can be feasibly served by a vehicle leaving sub-load $i$. In a deterministic model, this implies the following.

$$x_{i,j}(b_i + t_{i,j} - b_j) \leq 0$$  \hspace{1cm} (3.8)

Here $b_i$ is the time point for the subload $i$.

Based on the discretization method, alternative models are presented in the following section.
3.4.1.2 Formulation I and its Properties

The goal of this method is to develop a network incorporating stochastic service time. As described above, we replace the time windows with a set of discrete points and then generate a network connecting feasible sub-loads. In this case, links are only included if their service probability is greater than $1-\alpha$, where $1-\alpha$ should be fairly high, say, 0.95. Then we formulate this problem as in (2.0b)–(2.3b), (2.6b) and the following,

$$x_{i,j}[P(t_{i,j} < b_i - b_j) - (1-\alpha)] \geq 0$$

(3.9)

Where $t_{i,j}$ is assumed to have a known probability distribution and $1-\alpha$ is the preset confidence level.

Next we examine the expected number of loads served in the assignment generated under formulation I. Again we assume that assignments made here are the result of a priori solutions. Vehicles follow the assignment without re-optimization.

Figure 3.2) Assignment to loads with time windows
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Proposition I

Given any assumption about the probability distribution of the service time, and given a strict time window for pickup, the load at the n\textsuperscript{th} position in an assignment chain made by the assignment model given in formulation I, with a confidence level 1-\(\alpha\), can be served with a probability no less than \((1-\alpha)^n\).

Proof

We start with an example. Suppose that the assignment is \(L_1L_2L_3\). The windows for loads 1 through 3 are \([a_1, b_1],[a_2, b_2],[a_3, b_3]\), respectively, while \(b_1, b_2, b_3\) are the time points in which the assignment is made. Travel times from \(L_1\) to \(L_2\) and from \(L_2\) to \(L_3\) are \(t_{1,2}, t_{2,3}\) respectively. The probability for load \(L_1\) to be served before time point \(b_1\) is clearly greater than 1-\(\alpha\). The probability that \(L_2\) will be served is as follows,

\[
p(T_2 \leq b_2) \geq p(T_2 \leq b_1)
\]

\[
= p(t_{1,2}^d + a_1 \leq b_2 | T_1 \leq a_1)p(T_1 \leq a_1) + p(t_{1,2}^d + T_1 \leq b_2 | a_1 \leq T_1 \leq b_1)p(a_1 \leq T_1 \leq b_1) + p(t_{1,2}^d + T_1 \leq b_2 | T_1 \geq b_1)p(T_1 \geq b_1)
\]

\[
> (1-\alpha)p(T_1 \leq a_1) + (1-\alpha)p(a_1 \leq T_1 \leq b_1)
\]

\[
= (1-\alpha)p(T_1 \leq b_1)
\]

\[
\geq (1-\alpha)^2
\]

This conclusion can be proved inductively. Suppose the n\textsuperscript{th} load is served with a probability bigger than \((1-\alpha)^n\) before time point \(b_n\), then we can show that the \((n+1)^{th}\) load can be served with the probability bigger than \((1-\alpha)^{n+1}\). (End of proof.)
According to Proposition I, we can estimate the probability that the load will be served under a given assignment. Suppose a load is fourth in an assignment, and suppose that the confidence level is set to 0.95. Then we can easily obtain a bound for the probability that the load will be served. This bound is $0.95^4$. For local truckload trucking problems, a typical assignment chain is three loads and chains of more than five loads are highly unusual. Note that this is only a lower bound, it does not represent the actual likelihood that the load will be served. The actual service probability is expected to be higher than this.

With help of proposition I, a bound on the expected number of loads served can be estimated. We show this in Proposition II.

**Proposition II**

For a given assignment of $n$ loads based on the network implied by Formulation I with each link having a confidence level above $1-\alpha$, the expected number of loads served is more than $\frac{1 - (1 - \alpha)^n}{\alpha - 1}$. 
Proof

This result follows immediately from Proposition I by applying the equation for the sum of a series with equal ratio between two consecutive terms. The first term is \((1-\alpha)\), the last term is \((1-\alpha)^n\), and the ratio between any consecutive terms is \((1-\alpha)\). (End of proof.)

The lower bound for the number of loads served indicated in Proposition I can be further improved under moderate assumptions. The reason for this is that missing of a load leads to higher service rate of the loads following it. Remember that we assume that missed loads are lost. In fact, in an actual operation missed loads would typically be served by another driver or subcontracted to a local owner operator or dray service. Under that assumption, the loaded move and handling time associated with the missed load is saved. In the problem of local truckload trucking assignment, travel time is fairly small relative to the handling time (including dock-side waiting time). Therefore, saving the handling time associated with a single load can contribute significantly to the increase of the service probability of later loads in the chain. After adding a very moderate assumption, we develop a better estimate of the lower bound.

The assumption is that the probability of serving a load that immediately follows a service failure is greater than \(1-\alpha\) (equation 3.10).

\[
p(i_{j-1,j} + T_{j-1} \leq b_j | T_{j-1} \geq b_j, \ldots) > 1 - \alpha \quad \forall j
\]  

(3.10)
where $b_j$ is the time point used for assignment.

Then the following conclusion applies.

**Proposition III**

With condition (3.10) imposed, each load can be served with a probability no less than $1-\alpha$.

**Proof**

We create a surrogate set of windows in which the last time points are $b_i$, $i \leq n$ with $b_i$ being the time point used for making the assignment and the starting points are the same as original windows. Because these time windows are shorter than the true time windows, the expected number of loads served will be bounded from above by that of the set of loads with original windows. Therefore, if we show that the service probability with the surrogate windows is greater than $1-\alpha$, then the true service probability must also be greater than $1-\alpha$. Let's start with the 2\textsuperscript{nd} load.
\[ p(t_{1,2} + T_1 \leq b_2) = p(t'_{1,2} + a_1 \leq b_2 \mid T_1 \leq a_1) p(T_1 \leq a_1) + p(t'_{1,2} + T_1 \leq b_2 \mid a_1 \leq T_1 \leq b_1) p(a_1 \leq T_1 \leq b_1) + p(t'_{1,2} + T_1 \leq b_2 \mid T_1 \geq b_1) p(T_1 \geq b_1) \]

\[ > (1 - \alpha) p(T_1 \leq a_1) + (1 - \alpha) p(a_1 \leq T_1 \leq b_1) + (1 - \alpha) p(T_1 \geq b_1) \]

\[ = (1 - \alpha) p(T_1 \leq b_1) + (1 - \alpha) p(T_1 \geq b_1) \]

\[ = (1 - \alpha) \]

From equation (3.5a) and (3.5b), we observe that the variation of the arrival time at a load in a given assignment must be smaller in the case with strict time windows than in the case without. The main difficulty with the assignment model is that the effect of the stochasticity of a service time on the service of subsequent loads can not be easily evaluated. If we ignore this effect, a simpler model can be developed. In this model the objective is to maximize the sum of expectations of individual links.

3.4.1.3 Formulation II

In this formulation, discretization of time windows is performed as before. However, instead of only selecting those links with a confidence level above a certain value and treating them equally, we select all the links with a probability over certain value \( \alpha \) and differentiate them by their associated probabilities. Each probability is considered differently in the assignment model by associating with it an expected cost or revenue. Then we formulate the problem and solve it.

More specifically, the objective function is set as follows,
\[
\text{obj Min } \sum_{i \in N^+_{\delta(i)}} \sum_{j \in n(i) \cap N^+_{\delta(j)}} [-M(1-\alpha_{i,j}) + c_{i,j}]x_{i,j}
\]  
(3.11)

Subject to:

Constraints (2.1b)–(2.3b), (2.6b) and the following,

\[
x_{i,j} [P(t_{i,j} < b_j - b_i) - (1-\alpha_{i,j})] = 0
\]  
(3.12)

\[
\alpha_{i,j} \leq \alpha
\]  
(3.13)

Here \(\alpha\) can be much lower than that used in formulation I. For example, it could be 0.4 or 0.5 though smaller values lead to larger networks, which may be computationally intractable.

The model provides an improvement to formulation I in some cases. An argument for this model is that formulation I is too conservative. Figure 3.3 provides an example to illustrate this point.
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Figure 3.3) Illustration of different performance of networks developed under formulations I and II
In the example in figure 3.3, the network implied by formulation I leads to assignment $L_1$ only if the probability level is set to be above 0.90. The expected number of loads served is 0.95 while formulation II could lead to an assignment $L_2L_1$ which has an expected number of loads served 1.22, higher than that of the preceding assignment.

3.4.2 A Mixed Approximation Model of Stochastic Assignment with Recourse

We call the model mixed in that links with too small a probability are eliminated. Therefore it is not a fully stochastic assignment model. In addition, in this model, the evaluation of the expectation term is only an approximation.

An approximation of the expectation term is used for simplicity. First we introduce the approximation method to evaluate a given assignment. A simpler way to evaluate a given assignment is obtainable if we make the condition imposed by Equation (3.10) stronger. In place of Equation (3.10), we assume

$$p(t^{*}_{j-1,j} + T_{j-1} \leq b_j, T_{j-1} \geq b_1) = 1$$

(3.10')

which says that when the load directly preceding a given load is missed, then the given load is guaranteed to be served on time (because most of the service time associated with the missed load is saved). Then we can simply approximate the expected number served in a given assignment $L_1L_2..L_n$ for vehicle $i$ in the following way.

$$E_i = \sum_{j=i}^{n} \alpha_{j,i}$$

(3.14)
While $\alpha'_{j-1,j}$ is obtained recursively through the following procedure:

$$\alpha'_{j-1,j} = \alpha'_{j-2,j-1} \alpha_{j-1,j} + (1 - \alpha'_{j-2,j-1})$$  (3.15)

Where $\alpha_{j-1,j}$ represents the probability associated with the link (connecting two subloads) from sub-load $j-1$ to $j$.

The travel cost associated with the $j^{th}$ load is $c^d_{j-1,j} \alpha'_{j-1,j} + c^o_{j-1,j}(1 - \alpha'_{j-1,j})$, where $c^d_{j-1,j}$ and $c^o_{j-1,j}$ are the cost of travel to origin of load $j$ from the origin of load $j-1$ when load $j-1$ is served and missed respectively. So, the total travel cost of a given assignment of a vehicle $i$ is as follows:

$$E_i(c) = \sum_{j=1}^{n} [c^d_{j-1,j} \alpha'_{j-1,j} + c^o_{j-1,j}(1 - \alpha'_{j-1,j})]$$  (3.16)

And, the total expectation including the number of loads served and the travel cost should be the following:

$$Exp = \sum_{i \in K} (-M + E_i + E_i(c))$$  (3.17)

The difference between this approximate expectation and its true value comes from assumption in Equation (3.10'). If assumption (3.10') is very close to reality, then the expectation obtained in this way should be very close to that of the optimal assignment. Because the fraction of the window after the time points considered for the assignment are not included, the expected number of loads served obtained here is
smaller than it should be. However, under assumption (3.10'), the expected number would be greater than it should be. Therefore, the expectation should be fairly close to the real value.

The formulation of this model is given by:

\[ \text{obj} \min \ Exp \]

Subject to:

Constraints (2.1b)–(2.4b), (2.6b) and (3.12), (3.13).

Even though the evaluation process is approximated in a more efficient way, one which is at the order of \( O(n) \), the method still has room for improvement. So far, it has to go through all the integer points, which is inefficient. Further research is still open for the estimation of the objective value at the fractional point in the branch and bound tree. In such problems as these where stochastic factors complicate the already complicated models, approximation methods are usually needed.

3.5 Conclusion

The truckload trucking assignment problems with stochastic service time and time windows is important in practice. In this chapter, this problem is examined. A method to evaluate the a priori assignment is developed. The complexity of this method makes typical ones in the stochastic vehicle routing problem inefficient if applied in the problem considered in this chapter. Alternatives to overcome this difficulty are provided. A bound
is given to estimate the expected number of loads served in formulation I, a conservative formulation. This bound is strong in the sense that it does not depend on any assumption about the distribution of the service time. Based on observation, a less conservative chance constrained method, formulation II is provided. By adopting an approximation to the evaluation method, a mixed approximation model of stochastic assignment with recourse is introduced. Approximation models are preferable in very complicated situations where accurate calculation is impractical or even infeasible.

Results presented in this chapter are preliminary. They represent a starting point for research on a challenging class of problems. Continuing research includes the development of improved formulations and an examination of the effectiveness of the proposed models when compared with deterministic dynamic assignment models applied in a rolling horizon framework.
CHAPTER 4
MODELS WITH TRAILER POSITIONING

4.1 Introduction

One of the most important features for the dynamic vehicle assignment problem is vehicle positioning. Repositioning is performed in anticipation of future demand. However, in local truckload trucking, demands occur within a relatively compact region and hence are within close reach of the fleet of vehicles. Repositioning of vehicles is not as significant as it is in long haul truckload trucking in which loads could be missed if vehicles are not pre-positioned. Nonetheless, the problem considered here does have a similar feature. Trailer repositioning is required in anticipation of future demand. In local truckload operations travel time is relatively short compared to loading time. Therefore, trailers need to be positioned early to allow for loading time. This creates a problem in which the assignment manages several resources: empty trailers, drivers and loaded trailers. Assignment of one resource depends heavily on that of another. The objective of the research on this problem is to develop methods to minimize the total cost to provide service including trailer positioning moves (deadhead), empty moves (bobtail) and loaded moves.

Positioning of trailers depends on future demands. For regular customers there should always be trailers positioned whenever possible. For occasional customers, trailers are usually positioned as requested. In the case of regular customers, the number of
parking positions for trailers is limited and variable, so positioning moves may have other constraints. A vehicle can leave for another assignment in a move called “bobtail move” after each positioning. In this process, the vehicle does not need to be coupled with the trailer. Figure 4.1 illustrates the work process.

![Diagram of work process]
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In figure 4.1, the vehicle on the left moves loads to a location while vehicle on the right moves the empty trailers to needy customers. A loaded movement generates two resources: an available driver and an empty trailer and requires two resources: a driver and a trailer. The problem is formulated as follows:
Notation

\( x_{ij}^{E,(t1,t2)} \) is the decision variable for the bobtail move from node \( i \) to node \( j \), which starts at time \( t1 \) and arrives at time \( t2 \).

\( x_{ij}^{H,(t1,t2)} \) is an integer variable for number of loads in the loaded move from node \( i \) to node \( j \), which starts at time \( t1 \) and arrive at time \( t2 \).

\( x_{ij}^{P,(t1,t2)} \) is an integer variable for the number of trailers in the positioning moves from node \( i \) to node \( j \), which starts at time \( t1 \) and arrive at time \( t2 \).

\( D_{i}^{0} \) is the number of drivers available at time of the assignment

\( R_{i}^{0} \) is the number of trailers available at the time of assignment

\( T^{h} \) is the handling time (loading/unloading), \( T^{-} \) is the planning horizon

\( \omega_{ij}^{0} \) is the set of loads with the origin \( i \) and destination \( j \) that can be served at time \( t1 \)

\( N \) is the set of nodes; \( A \) is the set of links for loaded move
Max \[ \sum_{n \in A} (M + r_y)x_y^{H,(t_2)} - \sum_{i \in d} \sum_{j \in A} c_{ij}x_{ij}^{E,(t_2)} - \sum_{n \in N} \sum_{j \in A} c_{ij}x_{ij}^{H,(t_2)} \] (4.0)

subject to

\[ \sum_{n \in A} x_{ij}^{H,(t_2)} \leq \omega_{ij} \quad \forall t_1 \leq T, (i, j) \in A \] (4.1)

\[ \sum_{j} x_{ij}^{H,(t_2)} \leq \sum_{k} \sum_{t} x_{ik}^{H,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{P,(t_2)} + \sum_{n \in N} x_{ik}^{H,(t_2)} + R_i^0 \quad \forall t_1 \leq T, i \in N \] (4.2)

\[ \sum_{j} x_{ij}^{E,(t_2)} \leq \sum_{k} \sum_{t} x_{ik}^{E,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{P,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{H,(t_2)} + D_i^0 \quad \forall t_1 \leq T, i \in N \] (4.3)

\[ \sum_{j} x_{ij}^{P,(t_2)} \leq \sum_{k} \sum_{t} x_{ik}^{H,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{P,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{E,(t_2)} + R_i^0 \quad \forall t_1 \leq T, i \in N \] (4.4)

\[ \sum_{j} x_{ij}^{P,(t_2)} \leq \sum_{k} \sum_{t} x_{ik}^{H,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{P,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{E,(t_2)} + R_i^0 \quad \forall t_1 \leq T, i \in N \] (4.5)

\[ \sum_{j} x_{ij}^{E,(t_2)} \leq \sum_{k} \sum_{t} x_{ik}^{H,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{P,(t_2)} + \sum_{k} \sum_{t} x_{ik}^{E,(t_2)} + D_i^0 \quad \forall t_1 \leq T, i \in N \] (4.6)

if \( x_{ij}^{H,(t_2)} > 0 \), \( t_2 = t_1 + r_{ij} \) (4.7)

if \( x_{ij}^{E,(t_2)} > 0 \), \( t_2 = t_1 + r_{ij} \) (4.8)

if \( x_{ij}^{P,(t_2)} > 0 \), \( t_2 = t_1 + r_{ij} \) (4.9)

Binary \( x_{ij} \), integer \( x_{ij}^{P,(t_2)}, x_{ij}^{E,(t_2)} \) (4.10)

Constraints (4.1) stipulate that loaded move sums up to no more than the loads available at any time. Constraints (4.2) require conservation of trailers in loaded move. Constraints (4.3) indicates drivers conservation in the loaded move. Constraints (4.4) prescribe drivers conservation in trailer positioning move. Constraints (4.5) say trailer conservation...
in trailer positioning move. Constraints (4.6) state the driver conservation in bobtail move.

From the formulation, we see that this is a very complicated problem. Although no effort towards the final solution of this problem has been made in this research, we try to define and analyze this problem because of its rich practical implications. The analysis here is intended to highlight a promising topic for future research.

4.2 Related Work

This is a problem that manages multi-layered resources. It is an example from a class of problems known as dynamic resource allocation problems. An important dimension of resource management is the principle of layering, where primitive resources (such as drivers, tractors and trailers) are joined to form composite resources. The management of each layered resource can itself be an NP-hard problem. Solution of each individual problem alone does not provide sufficient benefits in most real operations. The reason is that good management of each single layer often does not contribute much to the efficiency of the whole system. Simultaneous consideration of all layers, which makes the problem even harder to solve, is required to obtain significant benefits. This is especially true when management of one layer is not independent of management of another. Layers may possess inherent temporal or causal relationships. The specific problem considered in this chapter is concerned with management of three layers: drivers, empty trailers and loads. Research on the multi-layered problem is rewarding in
another sense that it has wide practical applications in rail and air in addition to trucking operations.

While the scale of such problems is prohibitive and prevents a direct application of basic skills of general integer programming problems, analysis of the temporal and spatial structure of the problem begs careful consideration of a method known as "Logistics Queuing Network". The Logistics Queuing Network (LQN) method, which was first proposed by Powell et al (1995) and then revisited by Powell and Carvalho (1998) and again by Carvalho and Powell (2000), aims to take advantage of a special space-time structure of the problem. It decomposes the problem into a set of local terminal problems that can be solved easily. The potential of locating a resource at each terminal is used in the solution of each terminal problem. By adjusting this potential repeatedly, the problem can be solved iteratively until fairly close to optimum. This method is very similar to the Lagrangian relaxation method except that the LQN method is applied to integer rather than continuous optimization problems. Adjusting the potential is similar to adjusting the multipliers in the objective function. While experiments as reported in the literature show that it works well to provide fairly good solutions very quickly, this method can only be applied to our specific problem with great difficulty since it requires discretization of the continuous time horizon. As discussed in Chapter 2 for a related problem, narrow discretization can lead to exponentially expanding problems while large intervals to discretize typically result in loss of optimality.
4.3 Future Research

Even if direct application of the LQN method can be successful for this problem, the amount of work required is prohibitive. Therefore, in this dissertation we define and analyze, but do not attempt to solve the problem. We mention the problem because its solution would be meaningful not just for this specific dynamic resource allocation problem alone, but for the solution of a related problem which explicitly incorporates in the problems stochastic factors in the manner discussed in Chapter 3. Incorporation of stochastic factors would further make this problem distinct from its counterparts in the published literature. Further still, incorporation of more stochastic factors could result in a more realistic and robust solutions in practice. This could also possibly lead to development in algorithms and theory.
CHAPTER 5

RESEARCH EXTENSIONS

5.1 Introduction

As discussed in Chapter 2, the deterministic myopic version of the truckload trucking assignment problem can be shown to be an m-TSP problem. The optimization version of the m-TSP problem has been shown to be NP-hard in the strong sense. As a member of the NP-hard family, the m-TSP is connected to all other NP-hard problems, including the best known of these, the general TSP. The TSP provides the foundation for most NP-hard vehicle routing problems. Many of these can be decomposed into TSP sub-problems. Further, work on the TSP applies directly to problems in many other areas including transportation, computer networking, manufacturing and telecommunications. The rich theoretical and practical implications of the TSP problem have attracted much attention from the research community. Another NP-hard problem is general integer programming. Its efficient solution leads to efficient solution of the TSP problem as well as other NP-hard problems. While most of our research is devoted to variants of the TSP problem, our attention was also drawn to solution methods for integer programming problems. In this chapter, we describe investigations that are complementary but separate from the main topic of this dissertation. The first investigation resulted in a new formulation for a special case of the TSP, namely the TSP with separation requirements. This formulation resulted from work on the probabilistic TSP, which attracted our interest as a method for generating a priori solutions in a dynamic operating environment.
Such methods provide an alternative to deterministic dynamic routing and scheduling methods, applied in a rolling horizon framework. The second investigation resulted in the development of a new cutting plane method which applies to general integer programming problems with binary variables. Our findings are explained in the following two sections.

5.2 The Traveling Salesman Problem with Separation Requirements: An Examination of Alternative Formulations

While there is a rich literature on the TSP problem including exact methods, heuristic methods, asymptotic optimal heuristic algorithms and many other topics as well, it is not our intention in this dissertation to provide a full overview of such research on either the TSP or integer programming methods. We simply present our findings and discuss the most relevant literature.

5.2.1 Problem Statement

Consider a set of nodes N, each of which requires a visit. The goal is to construct the least cost feasible tour visiting all of these nodes. There is a set of costs associated with any pair of nodes, each of which corresponds to a situation with a different number of nodes lying between this node pair. We refer to this as the separation cost later. In addition, for any pair of nodes (i, j), there may be a separation requirement, which can be explained in the following way.
a) Node $i$ must be visited $m$ nodes before node $j$, where $m$ could be any reasonable value bigger than zero.

b) Node $i$ must be visited exactly $m$ nodes apart from node $j$.

c) Node $i$ must not visited exactly $m$ nodes apart from $j$.

This is a traveling salesman problem with separation requirements (TSPS). If there are no separation requirements, this problem reduces to the traveling salesman problem (TSP). A special case of this problem is the TSP with precedence constraints. Further, by explaining the separation cost in a special way, this problem is equivalent to the time dependent TSP problem.

5.2.2 Related Work

To our knowledge, this problem has not been explicitly addressed in the literature. However, there do exist formulations for related problems that can be applied to the TSPS. For example, Jaillet (1985) provides three mathematical programming formulations for the Probabilistic TSP. One is non-linear integer programming formulation, another is a mixed integer linear programming formulation, while the third is a pure integer linear programming formulation. All these formulations, though arising from PTSP, apply to TSPS. However, they are all extensions of the classical formulation of Dantzig, Fulkerson and Johnson (1954), the so-called DFJ formulation. As a result, their solutions unavoidably involve a follow up check of the sub-tour violation during the course of branch and bound procedure. Further still, it can be shown that though they
include a large number of additional variables, these integer linear formulations are equivalent to DFJ formulation in terms of their polytopes (as in Lawler, 1963).

Another class of problem closely related to the TSPS is the time dependent traveling salesman problem (TDTSP). In the TDTSP, the cost of a link leading out of a node is a function of the position of this node in the tour. By explicitly defining the position of each node relative to the reference node by decision variables, the relative position of any node pair is implicitly defined. As a result, the integer programming formulation in quadratic form (referred to as QAP) in Picard and Queranne (1978) can be applied to the TSPS problem. In this formulation, separation requirements could be considered by associating a sufficiently large cost with each term corresponding to a separation situation in the objective function. Although there are some other formulations for the TDTSP, these do not apply to the TSPS problem because of the way the decision variables are defined. On the other hand, the formulation for TSPS problems presented in this paper readily applies to TDTSP problems.

There has been rich research on the traveling salesman problem with precedence constraints (TSPPC). Some of the representative work can be found in Balas, Fischetti and Pulleyblank (1995), Balas, Lenstra and Vazacopoulos (1995) and Fiala Timlin and Pulleyblank (1992). Precedence constraints do not consider a specific number of nodes lying between a node pair as in TSPS problem. Inversely, however, we show by example that formulations for TSPS problem could provide an alternative method to accommodate precedence constraints. Therefore, the TSPPC is a special case of TSPS.
In this section, we provide an alternative integer programming formulation of the problem that can be solved with general branch and bound algorithm. Unlike the formulations for the PTSP (Jailet, 1985), it does not require follow up check of sub-tour violation in the algorithm. In addition our formulation does not have explicit sub-tour elimination constraints and has fewer variables than those formulations. Further, it is better than QAP for this problem in that it has an objective function in linear form and a stronger constraint set. These properties will be explored in the following section.

Our contributions can be stated as follows.

1. We provide an integer programming formulation for the traveling salesman problem with separation requirement. This formulation applies to the traveling salesman problem with precedence constraints (SPPC) and time dependent traveling salesman problem (TDTSP) as special cases.

2. This formulation leads to a new formulation for TSP. Analytical properties are explored. Analysis shows that this formulation provides a tight subtour polytope for small subtours.

Here we introduce and discuss some analytical properties of the formulation.
5.2.3 Integer Programming Formulation

Before going directly to the new formulation, we first present QAP by Picard and Queranne (1978) for later reference.

\[
\min \sum_{i} \sum_{j} \sum_{k} \sum_{l} c_{ij}^{lk} x_{iu} x_{jk}
\]

s.t.

\[
\sum_{i}^{n} x_{iu} = 1, \quad \forall i
\]

\[
\sum_{u}^{n} x_{iu} = 1, \quad \forall t
\]

\[
x_{iu} \in \{0,1\} \quad \forall i, t
\]

Where \(x_{iu}\) equals to one when node \(i\) is at the \(t^{th}\) position on the given tour; zero, otherwise. \(c_{ij}^{lk}\) is the cost associated with the node pair \((i,j)\) when node \(i\) is in the \(t^{th}\) positioned while node \(j\) is positioned \(k^{th}\) in the tour. In the TDTSP problem, all the terms with \(k\) greater than \(t\) plus one are set to be zero. In addition, for all \(i\), \(c_{ij}^{l1}\) are zero except \(c_{ii}^{l1}\) and \(c_{ii}^{n1}\), which are the cost from depot to node \(i\) (when \(i\) is positioned first), and the cost from node \(i\) back to the depot (when node \(i\) is positioned the last), respectively. Constraints (5.1) prescribe that each node can only be placed at one position. Constraints (5.2) require that each position can only be occupied by one node.

For the new formulation, new variables are needed.
Let,

\[ x_{i,j}^k = \text{One when there are } k \text{ nodes between node } i \text{ and } j \text{ in the tour along the designated direction; zero, otherwise.} \]

We refer to \( x_{i,j}^k \) as the adjacency variable. Then the problem can be formulated using adjacency variables in the following way (referred to as LOF for Linear Objective Formulation):

\[
\begin{align*}
\text{obj} & \quad \min \sum_{i \in N} \sum_{j \in N \setminus \{i\}} \sum_{k=0}^{|N|-2} c_{i,j}^k x_{i,j}^k \\
\text{s.t.} & \quad \sum_{j \in N \setminus \{i\}} x_{i,j}^k = 1 \quad \forall i \in N, 0 \leq k \leq |N|-2 \tag{5.5} \\
& \quad \sum_{j \in N \setminus \{i\}} x_{j,i}^k = 1 \quad \forall i \in N, 0 \leq k \leq |N|-2 \tag{5.6} \\
& \quad \sum_{k} x_{i,j}^k = 1 \quad \forall (i,j), \ i \neq j \tag{5.7} \\
& \quad x_{i,j}^k - x_{j,i}^{|N|-k-2} = 0 \quad 0 \leq k \leq |N|-2, \forall (i,j), \ i \neq j \tag{5.8} \\
& \quad \sum_{k} k x_{i,m}^k + \sum_{k} k x_{j,m}^k + 1 \geq \sum_{k} k x_{j,m}^k \quad \forall (i,j,m) \ i \neq j \neq m \tag{5.9} \\
& \quad \text{binary } x_{i,j}^k \quad \forall i, j, k \in N \tag{5.10}
\end{align*}
\]

Constraints (5.5) and (5.6) define the uniqueness of each position before and after each node on the tour respectively. Constraints (5.7) define the uniqueness of the relative position of any two nodes. Constraints (5.8) dictate the complementarity of relative positions of any pair of nodes. The fifth set of constraints (5.9) enforce a modified triangle inequality concerned with the number of nodes separating any two nodes in the tour rather than the distance between nodes.
The formulation contains $2n^2(n-1)$ constraints and $n(n-1)^2$ variables, where $n$ is the number of nodes. The tour has a certain direction. Let us arbitrarily assume the tour direction is clockwise.

**Lemma 1** Constraints (5.9) hold in any tour.

**Proof**

For any three nodes \{i,j,\ell\}, there are two possible sequences along the given direction. These are \((i,j,\ell)\) and \((i,\ell,j)\).

In the case of sequence \((i,j,\ell)\), the following holds:

$$\sum_k k^k x_{i,j}^k + \sum_k k^k x_{j,\ell}^k + 1 = \sum_k k^k x_{i,\ell}^k$$

While in the case of sequence \((i,\ell,j)\) the following holds:

$$\sum_k k^k x_{i,j}^k + \sum_k k^k x_{j,\ell}^k + 1 > \sum_k k^k x_{i,\ell}^k$$

Hence, the constraints (5.9) always hold.

**Proposition 1** Constraints (5.5) through (5.10) define a tour.
Proof

Suppose there are $n$ nodes. Let us begin with one node, and suppose it has index 1. Consider all the constraints when $i$ is equal to 1 in the constraints (5.4) through (5.8). These constraints and (5.10) form a set $S_1$. $S_1$ includes the same constraints as in QAP, so $S_1$ defines a tour. Similarly, we have set $S_i$ for node $i$. For any $i\in\mathbb{N}$, $S_i$ also defines a tour. Hence we have $n$ tours, each starting with a different node. Now we will show all the $n$ tours are identical by further considering the constraints (5.8) and (5.9).

For simplicity of expression, we denote by $L_i$ a tour defined by $S_i$, which is a series of $n$ nodes beginning with node $i$. We assume $L_i$ is $(1, 2, \ldots, n-1, n)$, where 2, 3, $\ldots$, $n-1$, $n$ are index numbers for the nodes at the corresponding positions in the tour $L_i$. Then we start with the second node indexed 2, which is immediately after node 1 in $L_i$. To begin, we show that $L_2$ is identical to $L_1$. Considering node 2 is immediately after node 1 in $L_i$, we get $x_{1,2}^0 = 1$. By the complimentary constraints (5.8), we have $x_{2,1}^{n-2} = 1$ from the fact $x_{1,2}^0 = 1$, which means that node 1 must be at the end of $L_2$. Then let us consider the position for node $n$ in the tour $L_2$. Applying constraints (5.9), we have

$$\sum_k k x_{1,k}^t + \sum_k k x_{2,k}^t + 1 \geq \sum_k x_{1,n}^t.$$  

We then get $\sum_k k x_{2,n}^t \geq \sum_k x_{1,n}^t - \sum_k x_{1,2}^t - 1$.

Note here $x_{1,n}^{n-2} = 1$, $x_{1,2}^0 = 1$. Hence we get $\sum_k k x_{2,n}^t \geq n - 3$ from the inequality above. From this result, we can see that node $n$ can only be put at the second to last position in $L_2$ since the last one in $L_2$ is occupied by node 1. Similarly, we can show that
node n-1 can only be put at the third last position. By repeating this process, \( L_2 \) can be shown to be \((2, 3, \ldots, n-1, n, 1)\), which is identical to \( L_1 \). In the same reason, every \( S_1 \) defines the same tour. Then we can say, all the constraints (5.5) through (5.10) define a unique tour. (End of proof)

We now examine the LP relaxations of our formulation LOF and QAP. Given any formulation \( P \), let \( F(P) \) denote the feasible solutions of \( P \). We denote the LP relaxation of QAP by \( QAP_L \) and LOF by \( LOF_L \).

**Proposition 2.** \( F(LOF_L) \subseteq F(QAP_L) \)

**Proof**

The variables in \( QAP_L \) \( x_{it} \) corresponds to the variables \( x_{at}^k \) in \( LOF_L \). The constraints (5.1) through (5.3) is only a subset of those in (5.5) and (5.7). So, every solution to \( LOF_L \) always satisfies the constraints (5.1) through (5.3). Inversely, any solution to \( QAP_L \) must satisfy those corresponding constraints in (5.5) and (5.7), but might not satisfy the remaining constraints in (5.5) through (5.7). It is sufficient to give an example here. For a network as simple as one with three nodes with node 1 being the depot, we have a feasible solution to \( QAP_L \) as follows:

\[
x_{2,1} = 0.2, x_{3,2} = 0.8, x_{3,1} = 0.8, x_{3,2} = 0.2
\]

Which correspond to variables in \( LOF_L \):
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\[ x_{1,2}^0 = 0.2, x_{1,2}^1 = 0.8, x_{1,3}^0 = 0.8, x_{1,3}^1 = 0.2 \]

However, According to constraints in (5.9), we must have

\[
\sum_k a_k x_{1,3}^k \leq \sum_k a_k x_{1,3}^k - \sum_k a_k x_{1,2}^k - 1 = -1
\]

We can easily see this is infeasible. So, the solution to QAPL is not a feasible solution to LOFL. (End of proof.)

Significant here, but beyond the discussion of this paper is that our formulation suggests a way to strengthen the QAP formulation.

**Examples**

In table 5.1 we show how separation requirements can be accommodated in the formulation.

<table>
<thead>
<tr>
<th>Table 5.1: Separation Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
</tr>
<tr>
<td>Case II</td>
</tr>
<tr>
<td>Case III</td>
</tr>
</tbody>
</table>
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Figure 5.1) Example network

The network shown in figure 1 is fully connected. Its distance matrix is shown in table 2.

Table 5.2 Distance matrix

<table>
<thead>
<tr>
<th>Node</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1.73</td>
<td>1</td>
<td>1</td>
<td>1.73</td>
<td>2</td>
<td>1.732</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1.73</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1.732</td>
<td>2.65</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1.732</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.73</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1.73</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2.65</td>
<td>1.732</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1.73</td>
<td>2.65</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>1.732</td>
<td>1.73</td>
<td>1</td>
<td>1</td>
<td>1.732</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2.65</td>
<td>1.732</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

If there are no separation requirements in the example above, the problem can be formulated as described in (5.4) through (5.10). In this case, the optimal TSP solution is 1-3-2-6-7-8-5-4-1, with an associated cost of 8.0. If node 1 and node 7 must be separated by one node in the tour, then a constraint can be added as follows: $x_{1,7} + x_{7,1} = 1$

The resulting solution is 1-3-7-8-5-4-6-2-1, with an associated length of 9.42.
5.2.4 Some Analytical Properties of the New Formulation

In the following section, we explore some properties of LOF\(_L\) with respect to its subtour polytope. Typical work in examination of this property as in Padberg and Sung (1991) also indicates this is a very important property.

**Lemma 2.** For any sub-tour s, \(s \in E\), where \(E\) is the set of links, assume \(s = \{\ell_1, \ell_2, \ldots, \ell_n\}\). Let \(\Phi = \{(i,j) \mid \ell_j \in s\}\). The following inequality always holds in the space defined by the constraints (5.5)–(5.9)

\[
\sum_{(i,j) \in \Phi} \sum_{k=1}^{N-2} k x_{i,j}^k \geq |N| - |s| \tag{5.11}
\]

Where \(|s|\) denotes the number of nodes in the subtour while \(\ell_j\) is used to denote the link from node \(i\) to node \(j\).

**Proof**

First, we have the following result.

\[
\sum_{k=0}^{N-2} k x_{i,m}^k + \sum_{k=0}^{N-2} k x_{m,j}^k = \sum_{k=0}^{N-2} k x_{i,m}^k + \sum_{k=0}^{N-2} (|N| - 2 - k) x_{i,m}^{N-2-k} = \sum_{k=0}^{N-2} (N - 2) x_{i,m}^k = |N| - 2
\]

Then for any three nodes \((i, g, m)\), constraints (5.9) and the result above lead to the following inequality.
\[
\sum_{k=0}^{N-2} k x_{i,j}^k + \sum_{k=0}^{N-2} k x_{i,m}^k + 1 \geq \sum_{k=0}^{N-2} k x_{i,m}^k = |N| - 2 - \sum_{k=0}^{N-2} k x_{i,m}^k
\]  

(1)

The result (1) will be used immediately in the following inference.

Suppose the order of the nodes along a given tour \(s\) is \((i,j,l,\ldots,g,m,i)\), by the modified triangle inequality constraints (5.9), we get the following.

\[
\sum_{k=0}^{N-2} k x_{i,j}^k + \sum_{k=0}^{N-2} k x_{i,j}^k + 1 \geq \sum_{k=0}^{N-2} k x_{i,j}^k \\
\sum_{k=0}^{N-2} k x_{i,j}^k + \sum_{k=0}^{N-2} k x_{i,p}^k + 1 \geq \sum_{k=0}^{N-2} k x_{i,p}^k \\
........ \\
\sum_{k=0}^{N-2} k x_{i,g}^k + \sum_{k=0}^{N-2} k x_{g,m}^k + 1 \geq \sum_{k=0}^{N-2} k x_{g,m}^k = |N| - 2 - \sum_{k=0}^{N-2} k x_{g,m}^k
\]  

(1)

Summing the constraints at both sides of the inequalities above, we get the following:

\[
\sum_{(i,j)\in \Phi} \sum_{k=0}^{N-2} k x_{i,m}^k \geq |N| - |s|
\]  

(m)

(End of proof.)

**Proposition 3.** In the space defined by the constraints (5.5)–(5.9), the following inequality always holds along any sub-tour \(s\).

\[
\sum_{(i,j)\in \Phi} x_{ij}^0 \leq |s| \frac{|N| - |s|}{|N| - 2}
\]  

(5.12)
Proof

We have the following,

\[ \sum_{(i,j) \in \Phi} \sum_{k=1}^{N-2} k x_{i,j}^k \leq \sum_{(i,j) \in \Phi} (|N| - 2) \sum_{k=1}^{N-2} x_{i,j}^k = |N| - 2(|s| - \sum_{(i,j) \in \Phi} x_{i,j}^0) \]

Combined with the following result in (5.11), \[ \sum_{(i,m) \in \Phi} \sum_{k=1}^{N-2} k x_{i,m}^k \geq |N| - |s| \]

we obtain \[ \sum_{(i,j) \in \Phi} x_{i,j}^0 \leq |s| - \frac{|N| - |s|}{|N| - 2} \]

(End of proof)

As in Padberg and Sung (1991), the subtour polytope in DFJ formulation is often used as a reference for comparison, which is defined in the following constraints.

\[ \sum_{(i,j) \in \Phi} x_{i,j} \leq |s| - 1, \quad \forall s \subset N \quad |s| \geq 2 \]

Note, \( x_{i,j}^a \) corresponds to the decision variable \( x_{ij} \) in the DFJ formulation. The constraints in our new formulation which involve only variables \( x_{i,j}^a \) correspond to the traditional flow based formulations while the remaining can be understood as the subtour elimination constraints. Compared with the traditional DFJ formulation, the sub-tour elimination effect here is weak when the subtour is of large cardinality. However, it is stronger with small subtours than with large ones.

The following is an example of an eight-node network showing that the bound in the right hand side we get by (5.12) is tight. In the subtour 5->6->7->8->5, the sum of all
the flow variables $x^*_{ij}$ is 3.333, equal to the bound at the right hand side,

$$|s| - \frac{|N| - |s|}{|N| - 2} = 4 - \frac{(8 - 4)}{(8 - 2)} = \frac{10}{3}$$

![Diagram](image)

Figure 5.2) Example to show the tightness of the right hand in Equation (5.12)

5.2.5 Conclusion

In this section we compare alternative formulations and provide a new integer programming formulation with linear objective function for the TSP problem with separation requirements. This formulation also applies to the TDTSP problem and the TSP problem with precedence constraints. Since traveling salesman problem is a special case of this problem, it is also a new formulation for the traveling salesman problem. This formulation has more constraints than the quadratic assignment formulation QAP in Picard and Queranne (1978), and hence, its LP relaxation has a tighter polytope than that of QAP. Further analysis shows this formulation forms tight sub-tour polytope for small sub-tours compared with traditional DFJ formulation. An advantage of this formulation is
that it can accommodate separation requirements explicitly, and can also incorporate separation costs into the objective function.
5.3 A Cutting Plane Method for Integer Programming Problems with Binary Variables

In this section, we discuss a new general cutting plane method and provide some preliminary analysis of its characteristics.

5.3.1 Introduction

Consider an integer programming problem (IP) in which the integer variables are restricted to binary values. The problem can be stated as follows.

\[
\begin{align*}
\text{Min} & \quad CX \\
\text{s.t.} & \quad AX = B \\
X & \quad \text{binary}
\end{align*}
\]

This is the typical IP formulation. Two types of algorithms have been developed to solve these problems. They are cutting plane methods, of which the most well known and often used is Gomory’s method, and the branch and bound method. In this section of the dissertation we present a new cutting plane method. Simple analysis of it is performed. Its advantage can be stated as follows.

1. The number of constraints added is no more than the number of binary variables;
2. Can be combined with branching method to obtain a deeper cut.
5.3.2 The Cutting Plane Method

The new cutting plane method follows the steps listed below

i) Select a variable \( x_i \) that is fractional in the solution to the LP relaxation of the original IP problem. Solve two formulations with this variable being set to be 1 and 0 respectively. Suppose the two formulations are represented by \( F_i(1) \) and \( F_i(0) \) with minimums \( M^1_i \) and \( M^0_i \) correspondingly. Then add a constraint,

\[
CX \geq M^0_i + (M^1_i - M^0_i)x_i
\]

This provides us with a new formulation with this additional constraint. For convenience, we call this constraint a Twin-Min cut. If either \( F_i(1) \) or \( F_i(0) \) has no solution, then fix \( x_i \) to be 0 or 1 at all the subsequent iterations. This implies that no Twin-Min cut from \( x_i \) will be added later.

ii) Select another variable that is fractional in the solution of either \( F_i(1) \) or \( F_i(0) \). Repeat the same process to add constraints. If there are no fractional variables in the LP solution, stop.

It should be clear that in the case of maximization, the added constraints are in the following form: \( CX \leq M^0_i + (M^1_i - M^0_i)x_i \). Without explicit explanation, we refer to the case of minimization in the following sections.
Observation

A new Twin-Min cut makes old ones of the same variable in the formulation redundant.

An argument follows. With iterations, both $M_i^1$ and $M_i^0$ associated with the variable $x_i$ are monotonically non-decreasing. As a result, for each value of the variable $x_i$, its associated objective value is also monotonically non-decreasing after its Twin-Min cut is added. Therefore, the new cut replaces the old one. (End of argument.)

As a result, the maximum number of added constraints is equal to the number of variables. On the other hand, in Gomory's cutting plane method, there is no such a tight limit on the number of constraints added. In that method, the number of added constraints explodes with iterations. As the algorithm progresses, many constraints become redundant. However, there is no efficient way to identify redundant constraints. The identification of the redundant constraints is itself an NP-hard problem (as indicated in Nemhauser and Wolsey, 1988). Therefore an advantage of our new method is that the number of added constraints does not explode with iterations. In addition, it could be combined with a typical branch and bound method to obtain deeper cuts. In the next section we examine some of the analytical properties of the method.
5.3.3 Analytical Properties

Proposition I

For an IP formulation with two binary variables, at most two Twin-Min cuts are added.

Proof

Let us start with the case of maximization for graphical clarity. Suppose the two variables are $x_1$ and $x_2$. We first consider adding the Twin-Min cut of $x_1$. For the formulations with $x_1$ being binary, there are two possibilities when the LP relaxation of the original formulation does not have an integer solution. In one case there is an optimal integer solution and a fractional solution to $F_1(1)$ and $F_1(0)$ respectively. In the other $x_2$ is fractional in both $F_1(1)$ and $F_1(0)$. In the first case, we will obtain a Twin-Min cut passing through an integer point and a point with $x_2$ being fractional while in the second case, we will end with a Twin-Min cut passing through two points with $x_2$ being fractional. In the second case, the variable $x_2$ would be set to a fixed integer (1 or 0) finally in the formulation when additional Twin-Min cut of $x_2$ is further considered. Then one more branch over $x_1$ will solve the problem ultimately. In the first case, the two cuts can be shown in the diagram as Figure 5.3. (End of proof.)
Figure 5.3) Example of cuts added

In the example of Figure 5.3, the first cut corresponds to the variable $x_1$, which was set to be 1 and 0 respectively while the second cut corresponds to $x_2$ in the formulation with the first cut added.

Gomory’s cutting plane method does not possess so small a limit on the number of constraints added even in this simple case.

**Proposition II**

The new cutting plane method indicated in step i) and ii) guarantees finite convergence.
Argument

A formal proof of this proposition would be lengthy. Here a brief argument based on intuition is given instead. First, the solution space is bounded at 1 and 0 at every dimension. So the optimal integer solution for a feasible problem is also bounded by certain values. The optimal fractional solution must be a limited value in the same reason. As a result, the difference between the optimal integer solution and the optimal fractional solution is limited and could be bounded by a limited value. We only need to show that the optimal fractional solution at each iteration monotonically increases by a value, which is no less than zero. This can be shown to be true. At each iteration, if the value of a variable \( x_i \) is fractional in the optimal solution, then to increase or decrease the value of this variable leads to either a bigger or equal objective value. Therefore finite convergence is guaranteed. (End of argument.)

Though we have shown that this algorithm has finite convergence, methods to raise its convergence speed are needed. A possible way to improve it is to obtain a deeper Twin-Min cut with an improved \( M^1 \) and \( M^0 \). The following section explains this idea.

5.3.4 Obtaining Deeper Cuts

As an example, for the formulation \( F_i(l) \), if we further split it into two new formulations with one more fractional variable, assume it is \( x_j \), being 1 and 0 respectively we could end with two improved (or at least not worse) objective values for \( M^1 \). Select the smaller
one as $M^1_i$. This $M^1_i$ must be a better bound than the one obtained without fixing $x_i$ to be integer. In the same way, we can obtain a better bound $M^0_i$ for $F_i(0)$. With both $M^1_i$ and $M^0_i$ being improved, we have a deeper cut corresponding to the variable $x_i$. Better bounds are available by further branching over more variables. In the extreme, if branching over all the variables could be performed, only one cut is needed to generate an optimal integer solution. An advantage of this cutting plane method in getting a better cut is that its branching depth (the number of variables over which branching is made) is controllable.

![Figure 5.4](image)

**Figure 5.4** A branching procedure to get deeper cut

The method to get an improved $M^1_i$ or $M^0_i$ for $x_i$ is shown in Figure 5.4. The left side, which contains the nodes from 1 to 4, is for the value $M^1_i$. Here let $\varphi_i$ represent the objective value at node $i$. $M^1_i$ is evaluated in the following way $M^1_i = \min \{ \varphi_i \}$, where $i$ is
the index of the node on a cut across the tree at the side with $x$, being equal to 1. A cut is shown in Figure 5.4. For clarification we provide the following definition.

**Definition**

A set of nodes in the branching tree is defined as a *cut* if the complimentary set of the nodes is split into two sets without linkage and if there are no paths between the nodes of the cut.

If the objective value of a node on a cut is not the minimum of all the nodes on this cut, it is not necessary to branch further from this node. In short, it is only meaningful to branch over the node on a cut with the minimum value in order to get a deeper cut. In this way, a bigger $M_t^j$ is available, which is critical for a deeper cut. Therefore the process of looking for deeper cut associated with a variable involves finding a cut of largest minimum value for the tree under a certain variable.

**5.3.5 Conclusion**

In this section, a new cutting plane method is provided. Some simple properties are analyzed. Preliminary analysis shows it possesses some advantage over Gomory’s method. One of them is that it guarantees the number of constraints added in the formulation is bounded by the number of binary variables in the problem. We show that for the simple case in which only two binary variables are present, our method guarantees
that the number of iterations required is less than Gomory's method guarantees. Though this algorithm is discussed in the context of IP problems, it applies to the mixed IP problems (MIP) too. In addition, it is possible to extend this result to the general IP/MIP problems that do not require the integer variables to be binary. An immediate task, however, is to test the performance of the proposed algorithm on typical IP formulations.
CHAPTER 6
CONCLUDING REMARKS

The specific problems and the contributions are summarized in Chapter 1 and clarified in the chapters that follow. In this chapter we offer some concluding remarks.

The versions of the truckload assignment problem addressed early in this dissertation form the basis for the research presented in later chapters which draws our work closer to the real world. Although we make the case for the contribution made by each part of this dissertation, we feel that the more important significance stems from the fact that our work examines a significant practical problem and then breaks this problem down into a series of challenging problems, each of which has theoretical implications. While we show the steps needed to solve this complex practical problem, each sub-problem identified remains to be solved more effectively in the future.

The assignment problem is by no means easy to solve. Our research aims to find some algorithms and strategies that can be implemented in practice. In fact, every algorithm or method proposed in this dissertation leads to a solution. The algorithm for the myopic deterministic version of the problem can be implemented using commercial optimization software quite easily. Stochastic models provide a compromise between mathematical complexity and practical maneuverability. The new formulation of the TSP could solve some special problems that other formulations find difficult. The cutting
plane method applies directly to the general integer programming problem with binary variables.

While we have identified the multi resource allocation problem defined for this specific problem context, our work towards its solution has been limited by time constraints. This problem is very significant in practice and has drawn much attention from researchers in recent years. Further research along these lines could have significant practical benefits and could also be theoretically rewarding.

The NP completeness theory is classical. Though the hard problems have not been solved, it does make clear the inherent connections regarding the complexity of solution between many problems that look, on the surface, substantially different. The problem studied in this dissertation is also a member of the NP-hard family. Research on the TSP problem and the IP problem, two basic NP-hard problems which are related to our practical problem, has been included in this dissertation research. The tentative results are included in Chapter 5. We hope to investigate the cutting plane method more completely in the near future.

Though the results included in this dissertation are significant, they represent a small fraction of what can be done with these problems. It seems the deeper we delve into these problems the more there is to be done. We intend to continue this line of research for several years and to extend each section of the work considerably.
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