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Abstract
Few tools exist for creating and visualizing complex three-dimensional simulation meshes, and these have limitations that restrict their application to particular geometries and circumstances. Mesh generation needs to trend toward ever more general applications. To that end, we have developed MeshVoro, a tool that is based on the Voro++ (Rycroft 2009) library and is capable of generating complex three-dimensional Voronoi tessellation-based (unstructured) meshes for the solution of problems of flow and transport in subsurface geologic media that are addressed by the TOUGH (Pruess et al. 1999) family of codes. MeshVoro, which includes built-in data visualization routines, is a particularly useful tool because it extends the applicability of the TOUGH family of codes by enabling the scientifically robust and relatively easy discretization of systems with challenging 3D geometries.

We describe several applications of MeshVoro. We illustrate the ability of the tool to straightforwardly transform a complex geological grid into a simulation mesh that conforms to the specifications of the TOUGH family of codes. We demonstrate how MeshVoro can describe complex system geometries with a relatively small number of grid blocks, and we construct meshes for geometries that would have been practically intractable with a standard Cartesian grid approach. We also discuss the limitations and appropriate applications of this new technology.

1 Unstructured Simulation Meshing
Problems of modern interest in the subsurface sciences increasingly involve heterogeneities of flow parameters and complex geometrical challenges. Examples of systems with significant heterogeneities include reservoirs with faults and fractures, induced and naturally occurring. Examples of systems with innate geometric complexity include systems involving wells, fractures, geological strata and faults, which may be intersecting at arbitrary angles. Few tools are available which allow flexible mesh generation for arbitrary three-dimensional geometries. TOUGH, as well as other codes capable of solving differential equations over irregular and unstructured meshes, have solved problems involving grids obtained by the “two-and-a-half dimensional” (2-1/2D) Voronoi tessellation. This term describes the practice of performing a two-dimensional Voronoi tessellation of locally refined mesh on the X-Y plane, and then
projecting the computed mesh downward into the Z-axis in horizontal layers, modified in the Z-dimension to follow the contours of the geological layers and to respect discontinuities caused by faults. This approach results in computational savings, but it is generally limited to creating more efficient refinements over essentially two-dimensional problems, and, thus, can only describe accurately geological systems that are uniformly layered (stratified).

With the advent of ever more powerful computers and advanced computer language capabilities, previously intractable problems are within reach. Thus, the problems of flow and transport that are currently under consideration involve not only advanced coupled processes, but also intricate three-dimensional geometries and extreme heterogeneities.

The TOUGH (Pruess et al., 1999) family of codes, including the new generation involving the TOUGH+ architecture (Moridis et al., 2008), uses the integral finite difference method (IFD - Edwards, 1972; Narasimhan and Witherspoon, 1976; 1978) in its spatial discretization. This is a finite volume formulation that allows the use of irregularly shaped cells (unstructured grids). In other words, individual grid blocks in IDF may assume any shape and have any number of connected neighbors, so long as certain connectivity conditions are met, which are discussed shortly. This attribute allows TOUGH applications to use Voronoi (1908) tessellation-based mesh solutions. The majority of flow modeling applications do not possess such flexibility, and thus cannot use Voronoi meshes. Such Voronoi-based grids offer unique advantages in the description of domains with complex (especially 3D) geometries, in which case they may be the only practical solution, as structured grids would require an inordinate number of gridblocks to accomplish the task. Additionally, availability of the option of Voronoi-based grids would expand the usefulness of the TOUGH family of codes by enabling the solution of previously intractable problems.

The first connectivity condition for a finite volume discretization is that the surface associated with a given connection must be normal to the straight line connecting the cell centroids (centers of gravity). This requirement is met by definition by any centroidal Voronoi (1908) tessellation, where a centroidal Voronoi tessellation is defined as one where the generator points are identical to the centroids. Every facet of a Voronoi cell is mathematically defined as being normal to the line connecting two neighboring points.
Voronoi tessellations possess the added attribute that the common interface is equidistant from those two connected points. In Voronoi tessellations, the tessellation generator points are not necessarily identical to the element centroids. In other words, Voronoi tessellations may not necessarily be centroidal, and thus do not strictly satisfy the requirements for accuracy of a finite volume spatial discretization. We discuss the consequences of using non-centroidal Voronoi meshes in Section 4. MeshVoro includes a module which processes the generated mesh to guarantee that the mesh is watertight, i.e. that the mesh does not possess connections which should not be present and is not missing connections which should be present. This post-processing essentially verifies the correctness of each interface.

2 Algorithmic Innovations

In the course of developing and applying MeshVoro to a variety of problems, we faced many unique challenges. Generally, these challenges were related either to the visualization of the simulation results, or to enforcing sufficient smoothness of the mesh to promote numerical tractability.

2.1 Tetrahedralization

A perhaps surprising obstacle to the general use of Voronoi meshes, and unstructured meshes made up of arbitrary polyhedra in general, is the lack of robust and flexible tools for visualizing the meshes. A basic requirement of any simulation study is the capability to view the state of a simulation at any point in time in a spatially intuitive way for diagnostic and analytical purposes. However, it is typical for even the most cutting-edge visualization software packages to support rendering of only basic shapes, such as tetrahedra and hexahedra, but not of arbitrary polyhedra.

In order to address the issue of visualization, we subdivide the polyhedral Voronoi mesh into tetrahedra. We rely on the fact that any convex polyhedron can be broken into a number of tetrahedra equal to the number of edges of the original polyhedron by following a relatively straightforward algorithm: For each edge of the Voronoi polyhedron, we begin with the two points defining the beginning (Point 1) and the end (Point 2) of the edge. Then, recalling that each edge constitutes the intersection of two faces, we define Point 3 as the center of one of the faces adjacent to that edge. Finally, we define Point 4 as the centroid of the Voronoi cell. These four points define a tetrahedron. A cube, or hexahedron, having
twelve edges, will be subdivided into 24 tetrahedra by the iterative application of this algorithm. The geometries of two such tetrahedra are depicted in Fig. 1.

Figure 1 — A cube (hexahedron) is partially decomposed into tetrahedra. Points 1 and 2 represent the two ends of a single edge; Point 3 represents the center of one of the faces bordered by that edge; and Point 4 represents the centroid of the Voronoi element. These four points make up a single tetrahedron.

If the points defining these tetrahedra are stored in the memory during the computations for mesh generation, they can be used to generate output files in standard formats such as .vtk (Shroeder et al. 1998). Thus the tetrahedralization of the original Voronoi mesh can be visualized. The data reflecting the simulation state can be visualized by color-coded mapping onto the mesh elements. This allows us to robustly visualize the state of the simulation system at any point in time. The costs and benefits of retaining these tetrahedral in memory are discussed in the next section.

In a graph-theoretic sense, the Voronoi mesh is the dual of the Delaunay tetrahedralization for the generator points (Florack et al. 2012). Note that the Delaunay tetrahedralization is not the tetrahedralization algorithm employed by MeshVoro. In the MeshVoro tetrahedralization algorithm, the
interior volume of each tetrahedron belongs strictly to one Voronoi cell, whereas the volume of a given tetrahedron in the Delaunay tetrahedralization will overlap partially into several different Voronoi cells.

### 2.2 Extension to Very Large Meshes

In the course of developing and applying the MeshVoro tool to different research problems, we discovered that some simulation meshes are too large to be handled even on powerful modern computers without special tools. A direct decomposition of a mesh consisting of 2,264,000 elements (discussed in more detail in section 3.1) into tetrahedra would result in nearly 100 million tetrahedra. Merely storing the relevant metadata needed to express these 100 million objects results in a 22 gigabyte file. Performing the operations necessary for visualization on files of this size requires infeasible amounts of computer memory and processing power.

Using a combination of Python, C and C++, we wrote a special suite of modules that allow a user to specify in a pre-processing step which regions of the mesh should be selectively visualized. This special suite of the MeshVoro code sets aside only the tetrahedra which make up this selected region, then extracts the relevant simulation state data from hundreds of output files generated by massively parallel TOUGH+ runs, each representing one portion of the mesh, and collates the selected data into a more compact file format. Finally a .vtk (Shroeder et al. 1998) output file is generated from the extracted data, resulting in a many-orders-of-magnitude reduction in the required file sizes and needed computing resources.

### 2.3 Lloyd’s Iteration

In general, the intersections and edges of discrete three-dimensional objects pose a significant challenge to accurate mesh building. For example, the point at which the wells depicted in Fig. 6 pass through the overlying interface between geological strata must preserve both the continuity of the well and the continuity of the surface plane of the geological layer. Creating a mesh for the region of intersection between these two objects in a way that respects the continuity of the objects and the physics of the flow simulation is not straightforward.

Another difficulty is posed in cases where a very finely discretized subdomain (often referred to as mesh object) is adjacent to a subdomain that does not require fine discretization. In the confluence (contact) of these two subdomains, a problem will arise because the Voronoi mesh generation algorithm connects each
of the coarse grid points with tens or hundreds of neighboring points on the refined object. If this is allowed to occur, it can result in a significantly less sparse Jacobian matrix at simulation time, which may lead to poor solver performance.

A standard technique for improving mesh smoothness in unstructured meshes is Lloyd’s (1982) iteration. The Lloyd iteration is a method for smoothing highly anisotropic Voronoi grids by shifting the generator points of the Voronoi cells to the centroids of the Voronoi cells, and then recomputing the Voronoi tessellation based on the new generator points. In the extreme case, this iteration is continued until ever Voronoi cell’s centroid coincides with its generator point. This degree of smoothing would nullify any local refinement, so it is not appropriate for our purposes. In MeshVoro, we provide an option to select the number of desired Lloyd iterations to be performed. MeshVoro provides an additional option to attach special flags to particular points or regions of points designating them as ‘movable,’ where by default the generator points will not be updated. This allows selective smoothing of particular regions of the mesh.

We determined that this technique comes with drawbacks that can restrict (potentially severely) its application. Primarily, in all of the applications we discuss in this study, there are numerous ‘fixed’ objects such as wells, boundary layers, and insulators that are effectively destroyed by applying Lloyd’s iteration to them. Applying Lloyd smoothing to the points surrounding or between refined objects can also yield inconsistent results. We discuss the approach to alleviate these problems in the next section.

2.4 Simulated Potential Field
In response to the failure of the Lloyd (1982) smoothing to address the need to refine the mesh dynamically around required intersecting objects (such as wells intersected by fractures at an angle, or fractures intersecting geological layers), we developed a module which treats the mesh points as particles subject to a potential field that is defined with respect to the required mesh objects. The mesh objects (e.g. wells, fractures, geologic layers) were included in the code as virtual geometric objects influencing the global potential field. The mesh volume is initially populated by a random distribution of particles. Then the positions of the particles are iteratively shifted in the direction of the gradient of the global potential field until the energy of the system is minimized. The process must be iterative because the potential field
changes as each particle’s position changes. Generally speaking, the configuration of particles possessing minimal energy corresponds to a smoothed mesh respecting the specified geometric restrictions. Taking inspiration from the Lennard-Jones (1924) potential used in molecular dynamics simulations (which is itself an approximation of the ‘true’ potential field of molecular interactions), we implemented the following simple potential equation

\[ V_p = \varepsilon \left( \left( \frac{\sigma}{r} \right)^3 - \left( \frac{\sigma}{r} \right) \right) \]  

where \( V_p \) is the potential in Joules, \( \varepsilon \) is the potential well depth in Joules, \( \sigma \) is the equilibrium distance between particles in meters and \( r \) is the distance between two particles in meters. The global potential of the system is the sum over all pairs of particle interactions, plus all interactions between particles and the fields imposed by geometric objects.

The potential fields associated with geometric mesh objects such as wells (cylinders) and fractures (planes) will possess a slightly different functional form from that of inter-particle interactions. There is no radius between particles, since the mesh object is not itself a particle, but there is still a characteristic distance. For a fracture, the relevant parameter is the distance between the fracture face and the particle, so a subroutine computes the distance between the particle and the nearest point on the specified plane surface. For a well, the relevant parameter is the distance between the centerline of the well and the particle, so a subroutine computes the distance between the particle and the nearest point on the line representing the well centerline. This distance is used in lieu of the radius between particles in the potential computations. Figure 2 depicts the results of solving for the low-energy point cloud for a cylinder (well) intersected by a plane (fracture.)

Extensive testing indicated that Eq. 1 is very effective in causing the grid generator points to move into continuous sheets surrounding specified geometric objects. A single-shelled configuration may be useful for some purposes, so the option to employ Eq. 1 was retained. However, a multi-layered shell of points is needed in order to give the mesh the desired space-filling smoothness. Toward this end, we developed the following potential function:
\[ V_{GP} = mr + a_1 e^{-(b_1 - r)^2 / 2c_1^2} + a_2 e^{-(b_2 - r)^2 / 2c_2^2} \] ................................................. (2)

where \( V_{GP} \) is the potential in Joules, \( m \) is the mass of the particle in kg, \( a_1, a_2, b_1, b_2, c_1 \) and \( c_2 \) are dimensionless tuning parameters, and \( r \) is the distance between the two particles in meters. Eq. 2 is the sum of two Gaussians plus a linear potential term. Again, the global potential is the sum over all pairs of particle interactions. The tuning parameters \( (a_1, a_2, b_1, b_2, c_1, c_2) \) provide control over the locations of the potential energy troughs, and over the distance between (i) the points and their neighbors, and (ii) the points and the virtual geometric constraints.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>-1.0</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>0.2</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>0.07</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>-1</td>
</tr>
<tr>
<td>( b_2 )</td>
<td>0.5</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>0.07</td>
</tr>
<tr>
<td>( m )</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 1 — Example tuning parameter values giving good mesh smoothness in a case involving a well intersected by a fracture plane.

We found that using \( a_1 = a_2 \) and \( c_1 = c_2 \) and only varying \( b_1 \) and \( b_2 \) provides sufficient control over the mesh behavior. Near a relatively narrow object such as a well, the values described in Table 1 yielded good performance. We obtained good results using the following simulated force function based on Eq. 2:

\[ F_{GP} = m - a_1 e^{-(b_1 - r)^2 / 2c_1^2} \frac{(-b_1 - r)}{c_1^2} - a_2 e^{-(b_2 - r)^2 / 2c_2^2} \frac{(-b_2 - r)}{c_2^2} = \frac{dV_{GP}(r)}{dr} \] ................................................. (3)

where \( F_{GP} \) is the force in Newtons. Eq. 3 is the derivative Eq. 2 with respect to \( r \), as force is the gradient of potential energy. Force is converted into a scaled force vector by multiplying force by the normal of the vector between points \( i \) and \( j \),

\[ \vec{F}_{GP} = \left( \frac{\vec{X}_i - \vec{X}_j}{|\vec{X}_i - \vec{X}_j|} \right) F_{GP} \] ................................................. (4)
where vectors $X_i$ and $X_j$ are the positions of the two points for which the force vector is computed. The total force vector felt by a given point is the sum of all force vectors computed for all pairwise particle interactions. The positions of the particles are updated at each iteration by

$$
\vec{X}_{i,k+1} = \vec{X}_{i,k} + \tau \vec{F}_{GP}
$$

where the index $k$ refers to the iteration and $\tau$ is a dimensionless parameter which specifies the step size. $\tau$ should be tuned by the user, and will vary depending on the length scale of the mesh. Eq. 5 is meant to conceptually reflect the notion that the force field is moving the positions of the particles as a function of time (as in a molecular dynamics simulation), but this is merely a conceptual shortcut, not a physical representation. The most important drawback of the simulated potential field method is that the number of operations executed in the algorithm in a given iteration is roughly $O(n^2)$ in the number of grid points, so solving the minimal-energy point cloud for a large geometry may require a prohibitively long time.

Figure 2 — The system is initialized with a random cloud of points. Figures 2.a and 2.c depict the point cloud which is arrived at after 100 iterations of the potential field technique. The MeshVoro tool then generates a Voronoi mesh from these points. Figures 2.b and 2.d depict cutaway views of the resulting generated mesh for a cylinder intersecting a plane, representing a well intersecting a fracture.
2.5 Strategies for Mesh Object Integrity

If the techniques of the Lloyd (1982) smoothing and potential field minimization cannot be applied, the default option for preserving the geometric integrity of specific mesh objects (subdomains) - such as wells and fault planes - is to carefully hand-code a purpose-built algorithm which places points exactly where they are needed, so as to conform to the geometric requirements of all the objects involved in the mesh. This can be extremely time-consuming and the solutions that are programmed in this way are typically not re-usable in other contexts, owing to the intricacy of fitting together multiple three-dimensional objects in the same region of space.

The general strategy behind implementing specific mesh objects in this fashion is to approximate the desired geometric shapes using regular point clouds. For example, a well consists of stacked discs of points. A fracture, depending on the desired configuration, consists of layers of regular 2D grids of points. Multiple layers in all dimensions are needed to ensure adequate mesh smoothness. While technically a well could be approximated with a cylinder consisting of a double-ring of points, this configuration would be insufficiently smooth; the volume of the elements comprising the inside of the well would be vastly smaller than the volume of adjacent elements in the mesh outside the well. The term used for this transition region populated by increasingly widely spaced grid elements is the “fade zone.”

There are a number of heuristics that we determined in the course of developing many such tailor-made meshing solutions. These heuristics are the result of numerous personal experiments and are provided in the interest of avoiding pitfalls such as insufficiently smooth meshes, inconsistent behavior, or over-discretization resulting in numerical problems.

1. It is advisable, in order to achieve consistent smoothness, to provide a fade zone surrounding any refined object (typically a fracture or well), with a thickness greater than twice the distance between the points representing the refined object in the least refined dimension.

2. Treating the inside of a wellbore as a ring of points rather than a single central point results in significant numerical overhead and provides no additional physical insight; thus, single central points for wells are to be used.
3. When creating complex objects involving well-fracture continua (such as wells intersected by transverse fractures), it is recommended to use a radial geometry to represent the fracture near the wellbore, and to transition to a rectilinear geometry at a radius greater than twice the distance between the well rings.

4. A relatively reliable method to ensure that the continuity of geological layers in the mesh is not marred by stray points belonging to nearby mesh objects is to ‘mirror’ all the points that are closest to one side of the plane which defines the layer interface (i.e., in the first “stratum” of such points) onto the other side of that plane, normal to the plane in both directions. This cannot be applied if any other mesh objects (subdomains) intersect the geological layer at a non-right angle.

5. Attempting to blend one mesh object fade zone into another by ‘feathering’ the two fade zones (i.e., by allowing the fade zones to sparsely intermingle) is strongly discouraged. Hard cutoffs between fade zone interfaces are recommended.

3 Methods and Applications of MeshVoro
The Voro++ (Rycroft 2009) library possesses a large variety of features not used for the purposes of this work. We primarily rely on the capability of the library to import large numbers of grid points or cell centers, and to rapidly compute the Voronoi tessellation (1908) that conforms to these generator points. Furthermore, the Voro++ library enables direct access to all the relevant details of the Voronoi cells computed from these grid points, such as volumes, surface areas, reference indices of neighboring cells, and distances from each point to each surface. This information is sufficient to produce a valid (finite volume) TOUGH mesh in the appropriate format.

Prior to the development of MeshVoro, there was no straightforward method to transform a complex geological model (such as one obtained from seismic inversion) into a TOUGH mesh. With MeshVoro, the geological model can be directly converted into a TOUGH mesh that respects the cell centers of the original geological data points.
3.1 Application to a Complex Hydrate Problem
We applied the MeshVoro code to the geophysically-obtained geological model in a project involving the study of gas production from offshore gas hydrate deposits. The geological model was received as a field of points in space associated with geophysical data. In addition to creating a TOUGH mesh from the provided geological model, we also needed to represent a horizontal well that was to be positioned at an appropriate location in the system.

The appropriate location for the horizontal well was determined by using a search algorithm to find the longest continuous interval of hydrate-bearing media possessing adequate gross thickness in the entire domain. This was done with the aim of maximizing the productivity of the well.

The points lying within a 250 m radius of the desired horizontal well location were removed from the mesh. The region was then repopulated with a cylindrically refined region of points, with radially logarithmic grid spacing, to optimize smoothness, increasing from a few centimeters near the wellbore to the spacing of the background mesh at the extent of the cylindrical region. In the axis of the horizontal well’s penetration (the y-axis) the discretization used was the original discretization of the background geologic mesh. The points in this cylindrically refined subdomain inherited their geological material designation and initial state from the computed nearest-neighbor point in the original geologic data (See Fig. 3).
Figure 3 — The geological model of 2,264,000 elements shown here was transformed directly into a Voronoi mesh using MeshVoro. This is the largest grid ever developed for any TOUGH simulation up to the time of preparation of this paper.

Figure 4 — A horizontal well is inserted into the geological model of Figure 4. The properties of the ‘fade zone’ (the green region) around the horizontal well are inherited from the properties of the nearest-neighbor points in the original grid.
This mesh is the largest grid ever generated for a TOUGH simulation up to the time of preparation of this paper, involving 2,264,000 elements and requiring the solution of over 9,000,000 simultaneous coupled equations.

The code modules developed for visualizing very large meshes (see discussion in Section 2.2) were written specifically for this highly refined field-scale hydrate mesh. Visualizing the results of the simulation proved more difficult (in terms of algorithmic complexity and data processing requirements) than generating the simulation mesh had been in the first place.

Figure 5 — A view of the tetrahedralization of the region surrounding the horizontal well, processed selectively using the tools designed specifically for manipulating very large meshes.
3.2 Application to a Problem Involving Wells with Complex 3D Orientation
The next application of the MeshVoro code involves the relatively free-form generation of meshes conforming to complex, yet somewhat idealized, geometries. For example, the creation of a TOUGH mesh conforming to a system possessing two vertical wells and a horizontal well each passing through multiple distinct geological layers would have been prohibitively difficult if we had attempted to use a structured (standard finite difference) grid because of the requirement of high degrees of refinement in all dimensions. With the MeshVoro tool, it becomes possible to straightforwardly construct objects such as wells, fractures and layers from cylindrical and planar fields of points that are carefully assembled into a point cloud. The point cloud is then transformed into a Voronoi mesh by the main MeshVoro code (See Fig. 6).

MeshVoro attempts to address these issues with three options, the suitability and appropriateness of each of which depend on the particular circumstances.

![Figure 6](image)

Figure 6 — A domain including two vertical wells and a horizontal well (with local refinement in the vicinity around each well), in the midst of a larger more coarsely refined region.

3.3 Application to Meshing a Hydrate Core Sample
While TOUGH and similar codes for modeling fluid flow in porous media are normally used to simulate large-scale processes in geologic media, the TOUGH codes can in fact render accurate results for a domain of any size, so long as the underlying basic equations of flow in the available options (i.e., Darcy’s
law, the Forchheimer’s equation (1901), and the Barre and Conway (2004; 2007) equation) is valid. We simulated the entire process of dissociation of methane hydrate in a hydrate-impregnated core sample that had been scanned using Magnetic Resonance Imaging (MRI) in the study of Birkedal et al. (2011). Fig. 7 shows the saturation of liquid water in the core sample. The sample shown in Fig. 8a was subjected to depressurization, causing dissociation of the methane hydrate, and the resulting change in the phase saturations inside the core was monitored and measured (Figs 8b and 8c).

In order to (a) explore whether the hydrate dissociation in this experiment was an equilibrium or a kinetic process, and (b) to determine the corresponding parameters, we simulated the behavior of the entire system accounting for all the important conditions, properties and characteristics that defined it. To accomplish this, we needed a refined simulation mesh capturing all of the data extracted from the MRI scan and the surrounding experimental apparatus.

In describing the system geometry, the dissociation apparatus needed to be modeled accurately in order to capture the heat transfers through the entire domain (including the boundaries). As depicted in Fig. 9, the hydrate-bearing core was surrounded by an insulating Teflon sleeve and a very thin (micron-scale) gas pocket (gap) along its cylindrical outer surface, and was fastened in place on each end by plastic spacers. Accurately capturing the geometry of these elements, and accurately describing their thermal properties,
was vital to represent the heat flow into the core from the outer boundary (Fluorinert - a heat transfer fluid – circulating at a monitored, nearly constant temperature).

Figure 8 — Schematic representation of the laboratory setup for the thermal dissociation of a methane hydrate core. The dimensions of the illustration are skewed to clearly show the very thin but important air pocket layer. The Fluorinert layer is an inert pad of gas meant to thermally insulate the apparatus. PEEK refers to polyether ether ketone and POM refers to polyoxymethylene; these are insulators.

Earlier attempts to capture the geometry of the dissociation system using a standard rectilinear grid has indicated early-on the futility of this approach, as it would require a prohibitively large simulation grid to capture the relevant details of the system at the needed detail. Application of the MeshVoro tool to this geometry enabled very fine gridding where needed. More importantly, MeshVoro enabled a smooth transition between rectilinear gridding inside the hydrate core and pseudo-radial gridding outside the core. This transition is depicted in the cross-sectional in Fig. 9, where the MRI scan data exactly determined the locations and properties of the grid cells inside the core (Fig. 10); a custom-made dynamic radial gridding algorithm populated the mesh describing the rest of the laboratory apparatus.

These examples show the power of the MeshVoro application, and the strict control it allows for the description of the details of a system over several spatial scales and in complex geometries.
Figure 9 — A cross-section of the simulation mesh for the hydrate core dissociation experiment, color coded by material type. The inside of the hydrate core (red) uses rectilinear gridding while the remainder of the grid uses pseudo-radial gridding.

Figure 10 — A cross-section of the simulation mesh for the dissociation experiment of the hydrate-bearing core. The different colors depict differences in saturation of liquid water determined from the MRI scans. The grid center points of the mesh and the properties assigned to these points are inherited directly from the MRI scan data.
Figure 11 — An axial cross-section view of the simulation state of the hydrate core sample showing liquid water saturation at its initial state, as determined from interpolation from the MRI scan data.

Figure 12 — An axial cross-section view of the simulation state of the hydrate core sample showing liquid water saturation at the end of the simulated depressurization.

4 Discussion
3D Voronoi cells can easily possess twelve or more connected neighbors with no structural regularity, whereas a traditional 3D Cartesian or radial mesh can only have a maximum of six neighbors with consistent orientation. Consequently, the Jacobian matrix developed by the TOUGH codes to compute the solution of the flow equations originating from Voronoi meshes will be significantly less sparse, more ill-conditioned, and with a less regular corresponding incidence matrix than those from Cartesian meshes. This implies poorer solver performance for Voronoi meshes compared to that corresponding to Cartesian meshes with a similar number of grid cells. Note that the reference to “poorer” solver performance does
not mean deterioration in the accuracy of the solution, which is unaffected, as it is controlled exclusively
by the convergence criterion in the Newton-Raphson iterative process (Pruess et al., 1999); it means an
increased number of iterations to convergence and, consequently, smaller time-step sizes, a larger number
of time steps to cover the desired simulation period and a longer execution time. The solution
performance of problems involving Voronoi grids may be further aggravated by improper spatial
discretization, which would result in larger space discretization errors and correspondingly increased
convergence difficulty. We must emphasize that the purpose of Voronoi meshes is to represent geometries
that cannot be efficiently represented by Cartesian meshes, where the expected tradeoff in numerical
performance is warranted, and the additional execution time and larger memory requirements are not an
issue as there is practically no alternative. For simple, geometrically regular problems, Cartesian meshes
are sufficient and are almost certain to outperform Voronoi meshes in terms of speed and memory
requirements. Given the intensive labor requirements to construct them, Voronoi meshes should be used
where they are suited to the demands of the problem, such as in the irregular three-dimensional meshes
described above.

Another crucial property of the meshes generated by MeshVoro is that the Voronoi tessellations are not
required to be centroidal, meaning that the element generator points are not necessarily coincident with the
element centroids. The option to perform Lloyd’s (1982) iteration on the meshes is available, but we note
that the smoothing of very refined mesh regions such as wells and fractures can severely distort these
objects. Obtaining mesh “cendroidality” at the expense of the geometric integrity of crucial flow and
geometry features defeats the purpose of an unstructured locally-refined mesh. The Lloyd’s iteration
sacrifices some numerical accuracy for geometric resolution and flexibility, and in so doing opens up a
new range of problems.

Regarding visualization of simulation results in a three-dimensional fashion, we find no truly adequate
tools exist for creating publication-quality representations of complex three-dimensional data. The tools
we discuss and develop here may be used for qualitative illustration and for data exploration, but these
tools do not provide precise quantitative illustrations. Events of scientific interest may occur on a scale of
centimeters or kilometers, depending on the nature of the problem, and it is difficult to imbue static
graphical representations with sufficient context to unambiguously communicate the intent of any given
figure. Clearly representing complex three-dimensional geometries with printed two-dimensional figures
remains a challenge.
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NOMENCLATURE

Variables:
\( F \) = Force, N
\( V \) = Potential, J
\( r \) = Radius from particle, m

\( m \) = Mass, kg
\( a \) = Tuning coefficient, dimensionless
\( b \) = Tuning coefficient, dimensionless
\( c \) = Tuning coefficient, dimensionless
\( X \) = Position vector, vector quantity, m

Greek Symbols:
\( \sigma \) = Equilibrium distance, m
\( \varepsilon \) = Potential well depth, J
\( \varepsilon \) = Potential well depth, Joules

Subscripts:
\( P \) = Potential
\( GP \) = Gaussian potential
\( i \) = Current particle index
\( j \) = Reference particle index
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