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[1] Using an asymptotic technique, valid when the medium properties are smoothly varying, I derive a semianalytic expression for the propagation velocity of a quasi-static disturbance traveling within a nonlinear-elastic porous medium. The phase, a function related to the propagation time, depends upon the properties of the medium, including the pressure sensitivities of the medium parameters, and on pressure and displacement amplitude changes. Thus, the propagation velocity of a disturbance depends upon its amplitude, as might be expected for a nonlinear process. As a check, the expression for the phase function is evaluated for a poroelastic medium when the material properties do not depend upon the fluid pressure. In that case, the travel time estimates agree with conventional analytic estimates and with values calculated using a numerical simulator. For a medium with pressure-dependent permeability I find general agreement between the semianalytic estimates and estimates from a numerical simulation. In this case the pressure amplitude changes are obtained from the numerical simulator.


1. Introduction

[2] Coupled deformation and flow in a porous medium is a topic of great importance. Consequently, it has been the subject of many studies, too numerous to cite here, including the fundamental work of Biot [1941, 1956a, 1956b, 1962]. Coupled deformation and flow are also implicit in the early important work in hydrology on the transient pressure variations associated with fluid injection [e.g., Theis, 1935; Jacob and Lohman, 1952] in the form of a storage coefficient [de Marsily, 1986, p. 108]. Unfortunately, modeling deformation and flow in a porous medium is difficult because of the coupling of the fluid and solid and the very different nature of each material. Furthermore, though the fluid can often be modeled as a viscous liquid, the range of behavior of the solid matrix can be significant. A number of investigators have considered poroelastic media, for which the solid component behaves in a linear elastic manner [Biot, 1941; Levy, 1979; Burridge and Keller, 1981; Segall, 1985; Wang, 2000; Vasco, 2009]. However, it is widely recognized that in many situations the material and flow properties may depend upon both the solid deformation and the fluid pressure [Nelson and Baron, 1971; Raghavan et al., 1972; Biot, 1973; Samaniego et al., 1977; Walsh and Brace, 1984; Gobran et al., 1987; Bethke and Corbet, 1988; Goddard, 1990; Zimmerman, 1991; Wu and Pruess, 2000; Bemer et al., 2001; Shapiro, 2003; Makse et al., 2004; Murphy et al., 2004; Cappa et al., 2006; Daley et al., 2006; Cheng and Abousleiman, 2008; Vasco and Minkoff, 2009; Liu et al., 2009], resulting in nonlinear governing equations.

[3] To date, there have been very few analytic or semianalytic studies of such coupled deformation and flow in a medium with pressure-dependent properties. Rather, because of the complexity of the problem, most investigations have utilized numerical methods [Raghavan et al., 1972; Noorishad et al., 1984; Rutqvist et al., 1998]. A handful of analytical studies have focused on the governing equation for fluid pressure with pressure-dependent coefficients [Wu and Pruess, 2000; Murphy et al., 2004]. However, these studies do not explicitly include the equation governing displacements in the porous solid, thus neglecting the full coupling of deformation to fluid pressure. In this paper I use an asymptotic technique to derive semianalytic expressions for the displacement of a porous matrix and fluid pressure variations. These expressions may be used, in conjunction with numerical simulation, to gain insight into the propagation of a coupled solid matrix displacement and fluid pressure change. My objective is an expression for the propagation velocity in terms of the parameters of the medium. Such an expression can be used in reservoir characterization, that is, for setting up and solving inverse problems.

[4] This study links linear poroelasticity to flow in a medium with pressure-dependent properties. I do this by generalizing Biot’s equations for a porous medium, allowing for pressure-dependent elastic and flow properties. The work is related to studies in which the diffusion equation governing fluid flow contains pressure-dependent coefficients [Raghavan et al., 1972; Samaniego et al., 1977; Witherspoon et al., 1980; Wu and Pruess, 2000; Vasco and
Minkoff, 2009]. Here I consider the fully coupled set of equations for deformation and fluid pressure in a medium with pressure-dependent properties. The asymptotic approach developed here is general and applicable to other formulations of the governing equations. The importance of the modeling technique is that it is applicable to coupled nonlinear processes in heterogeneous media [Vasco, 2010, 2011].

2. Methodology

[5] In section 2 I present the governing equations for quasi-static flow and displacement in a medium with pressure-dependent properties. Next, an asymptotic methodology is developed in order to estimate the propagation velocity of a coupled fluid and deformation front.

2.1. The Equations Governing Quasi-static Displacement and Flow in a Porous and Deformable Medium

[6] This paper is concerned with the deformation and flow induced by the injection or withdrawal of fluid at depth. I envision a situation in which the fluid pressure undergoes significant change due to injection or withdrawal. The displacement of the solid is driven primarily by the changes in the fluid pressure. Conservation laws provide governing equations for the displacement of the solid matrix \( \mathbf{u}(x, t) \), the displacement of the fluid \( w(x, t) \) relative to that of the solid, the stress tensor \( \sigma \), and the fluid pressure \( P_f \) [Noorishad et al., 1984; Wang, 2000]:

\[
\nabla \cdot \sigma = 0, \quad \nabla \cdot w = 0,
\]

where \( \mu \) is the fluid viscosity, \( k \) is the permeability of the porous medium, \( \rho \) is the density of the fluid, and \( \mathbf{g} \) is the gravitational force vector.

[7] Constitutive laws, relating \( \sigma \) and \( P_f \) to \( \mathbf{u} \) and \( w \), are required if one is to formulate the governing equations in a solvable form. The fluid is typically modeled as a Newtonian liquid, as discussed by Bear [1972]. The flow is usually slow enough that it may considered to be laminar and turbulence may be neglected. As a consequence, one may invoke Darcy’s law, relating the fluid pressure gradient to the fluid velocity [de Marsily, 1986].

[8] For the porous matrix there are many more choices because of the variability of solid materials. For example, the matrix may consist of a poorly consolidated soil, a porous limestone, or a fractured granitic material. Because I am interested deformation associated with fluid injection over time intervals of seconds to a few months, I will consider the process to be reversible. That is, when the injection is halted, and the fluid pressure returns to its initial value, the deformed body returns to its original configuration. Furthermore, deformation-related changes in material properties, such as the permeability and geomechanical moduli, are also assumed to return to their original values. The most common material model displaying such characteristics is that of a nonlinear-elastic or hyperelastic body [Ogden, 1984, p. 206; Bertram, 2008, p. 209]. If the solid behaves elastically, one can consider an incremental approach, subdividing the time interval of interest into shorter segments over which the deformation is indeed reversible.

[9] In Appendix A I develop constitutive laws for such a nonlinear poroelastic medium. The main results of Appendix A are that I can write the stress tensor \( \sigma \) as

\[
\sigma = G \varphi_u \nabla \cdot \mathbf{u} - \alpha_m P_f \mathbf{I},
\]

where

\[
\Sigma = \nabla \mathbf{u} + \nabla \mathbf{u}^T - \frac{2}{3} \nabla \cdot \mathbf{u}
\]

(see equation (A26)). I can relate the divergence of the fluid to the fluid pressure \( P_f \) and the divergence of the solid

\[
\nabla \cdot w = -\varphi_m P_f - \alpha_m \nabla \cdot \mathbf{u}
\]

(see equation (A27)), and the coefficients \( G, \varphi_u, \) and \( \alpha_m \) may depend upon the fluid pressure. Thus, the governing equations (1) and (2) may be written as

\[
\nabla \cdot \Sigma + \nabla \cdot \varphi_m \nabla \cdot \mathbf{u} = 0
\]

\[
\frac{\partial (\varphi_m P_f)}{\partial t} + \frac{\partial (\alpha_m \nabla \cdot \mathbf{u})}{\partial t} = \nabla \cdot \left[ \frac{k}{\mu} \left( \nabla P + \mathbf{g} \right) \right] = 0
\]

where I have defined the following quantities that depend upon the shear modulus, \( G \):

\[
\zeta = -\ln G
\]

\[
\eta = \frac{1}{G}
\]

and I have dropped the subscript \( m \) on \( \alpha \). I emphasize that the coefficients in equations (6) and (7), \( G, \varphi_u, \alpha, \varphi_m, \) and \( k \) may all depend upon the fluid pressure \( P_f \) in addition to spatial coordinates \( x \). The fluid properties \( \mu \) and \( \rho \) may also depend upon the fluid pressure, while the tensor \( \Sigma \) depends upon spatial coordinates and time. Thus, care must be exercised when taking the derivatives with respect to time and space, because there are implicit dependencies. For example, the spatial derivative of \( \zeta \) is given by

\[
\nabla \zeta = \nabla \zeta + \frac{\partial \zeta}{\partial P} \nabla P,
\]

where \( \nabla \zeta \) signifies that the gradient is applied to the explicit spatial dependence and that \( P \) is held fixed. In the expressions that follow I suppress the \( x \) subscript on the spatial gradients. Applying the derivative operators to the quantities in parentheses and brackets in equations (6) and (7) results in

\[
\nabla \cdot \Sigma + \nabla \cdot \varphi_m \nabla \cdot \mathbf{u} = -\chi_u \nabla \cdot \mathbf{u} - \chi_p \nabla P \nabla \cdot \mathbf{u} - \chi_u \nabla \cdot \mathbf{u} - \eta \nabla P \nabla \cdot \mathbf{u} = 0
\]
\[
\begin{align*}
\frac{\partial P}{\partial t} + c_n \nabla \cdot \mathbf{u} &\frac{\partial P}{\partial t} + \alpha \frac{\partial}{\partial t} - \left( \frac{1}{\mu} \nabla k \cdot \nabla P - \beta P \nabla P \cdot \nabla P \right) \\
- \gamma \nabla P \cdot \mathbf{g} - \frac{1}{\mu} \nabla k \cdot \mathbf{g} - &\frac{k}{\mu} \nabla \cdot \nabla P = 0,
\end{align*}
\] (12)

where

\[
\gamma_p = -\frac{\partial \ln G}{\partial P},
\] (13)

\[
\kappa_u = \frac{1}{G} \frac{\partial \varphi_u}{\partial P},
\] (14)

\[
\chi_u = \frac{1}{G} \varphi_u,
\] (15)

\[
\chi_p = \frac{1}{G} \left( P \frac{\partial c_p}{\partial P} + \alpha \right),
\] (16)

\[
\alpha_p = P \frac{\partial e_p}{\partial P} + \varphi_m,
\] (17)

\[
\alpha_u = \frac{\partial e_u}{\partial P},
\] (18)

\[
\beta_p = \frac{1}{\mu} \frac{\partial k}{\partial P} + \rho \frac{k}{\mu} \frac{\partial P}{\partial P},
\] (19)

\[
\gamma = \frac{k}{\mu} \frac{\partial P}{\partial P} + \rho \frac{k}{\mu} \frac{\partial e_u}{\partial P} + \frac{\rho}{\mu} \frac{\partial k}{\partial P},
\] (20)

In equations (13) through (16) I have used the definitions (8) and (9) to make the dependence upon the shear modulus, \( G \), explicit.

2.2. An Asymptotic Expression for the Propagation Velocity

[10] In Appendix B I apply the method of multiple scales, an asymptotic technique [Whitham, 1974; Anile et al., 1993], to the governing equations (11) and (12). The goal is a semi-analytic expression for the propagation velocity of a disturbance in terms of the medium parameters. The principle underlying the method of multiple scales is that the properties of the medium vary smoothly in space. That is, away from interfaces and boundaries, such as faults, the elastic and flow properties of the medium are smoothly varying. This assumption is compatible with one of my intended applications, the solution of inverse problems and efficient imaging of properties within the Earth. For such applications, because of the sparsity of data, one must often assume that only the smoothly varying component of a heterogeneous distribution of properties may be determined.

[11] The measure of smoothness is with respect to the scale length of the disturbance. That is, the propagating disturbance has an associated length scale, the distance over which the displacement and pressure fields change from their background values to new values behind the propagating front. I denote the length scale of the propagating disturbance by \( l \) and the length scale of the heterogeneity by \( L \). The smoothness of the heterogeneity with respect to the length scale of the propagating disturbance means that \( l \ll L \). One can define a parameter characterizing the smoothness of the medium in terms of the ratio of the scale lengths:

\[
\varepsilon = \frac{l}{L}.
\] (21)

I can define an alternative coordinate system, the “slow” coordinates, in terms of \( \varepsilon \) [Anile et al., 1993]:

\[
\mathbf{X} = \varepsilon \mathbf{x},
\] (22)

\[
T = \varepsilon t.
\] (23)

Quantities associated with a propagating disturbance, such as the amplitude of the disturbance, and the travel time of the disturbance are best described as functions of the slow coordinates. These two quantities, the travel time and the amplitude of the disturbance, are two of the most important aspects of a propagating disturbance. They can provide important information related to the properties of a porous medium. For example, the travel time of a deformation front induced by fluid production can be used to image the flow properties of a reservoir, in the manner of geophysical tomography [Rucci et al., 2010].

[12] An asymptotic solution may be constructed in terms of the ratio of the scale lengths, specifically as a power series in \( \varepsilon \). For example, I can represent the fluid pressure as

\[
P(\mathbf{X}, T, \theta_p) = P_0(\mathbf{X}, T) + \int_0^T \varepsilon^{\delta(\mathbf{X}, \tau)} \sum_{j=0}^{\infty} \varepsilon^j P_j(\mathbf{X}, \tau) d\tau.
\] (24)

This representation, in terms of an integral over time, is appropriate for a step function source in time, and produces a monotonic increase or decrease in pressure. The function \( \theta_p(\mathbf{X}, T) \) is the phase associated with the transient pressure disturbance, a quantity related to the propagation time. The functions \( P_0(\mathbf{X}, T) \) are the amplitude functions, representing the base amplitude of the disturbance \( P_0(\mathbf{X}, T) \) and subsequent, higher-order corrections. The displacement of the solid matrix \( \mathbf{u} \) has a similar series representation for a step function source. For an impulsive source, such as a delta function, one can use the more conventional representation

\[
P(\mathbf{X}, T, \theta_p) = P_0(\mathbf{X}, T) + \varepsilon^{\delta(\mathbf{X}, \tau)} \sum_{j=0}^{\infty} \varepsilon^j P_j(\mathbf{X}, \tau)
\] (25)

found in texts on high-frequency asymptotic solutions [Kline and Kay, 1965, p. 284; Anile et al., 1993, p. 54].

[13] I can write the governing equations (11) and (12) in terms of the slow coordinates. In the new coordinate system the differential operators are also transformed. In addition, the derivative operators need to account for the implicit dependence of \( P(\mathbf{X}, T, \theta_p) \) on \( \theta_p(\mathbf{X}, T) \). Thus, for example the time derivative becomes

\[
\frac{\partial P}{\partial t} = \varepsilon \frac{\partial P}{\partial T} + \varepsilon^{\delta(\mathbf{X}, \tau)} \sum_{j=0}^{\infty} \varepsilon^j \frac{\partial P}{\partial \theta_p},
\] (26)
while the spatial derivatives, such as those of \( u \), are modified as

\[
\frac{\partial u}{\partial x_i} = \frac{\partial u}{\partial x_i} + \frac{\partial \theta}{\partial x_i} \frac{\partial u}{\partial \theta}.
\]

(27)

In Appendix B I transform the governing equations (11) and (12) into the slow coordinate system. Because it is assumed that the heterogeneity is smoothly varying, \( \varepsilon \) is small, and only terms of lowest order, order \( \varepsilon^0 \sim 1 \), are retained, resulting in the two equations:

\[
\begin{align*}
&\left[ x^2 U + \frac{1}{3} (s - U) s + \gamma_p P \left( p - s U + (p - U) s - \frac{2}{3} (s - U) p \right) \right] \\
&- \kappa_u(p(s - U)p - \chi_u(s - U)s - \chi_s p) = 0,
\end{align*}
\]

(28)

\[
\begin{align*}
&\alpha_p \frac{\partial u}{\partial t} \frac{\partial P}{\partial x} + \alpha u \frac{\partial P}{\partial x} - \beta \frac{\partial P}{\partial x} + \frac{\beta}{\mu} P^2 = 0.
\end{align*}
\]

(29)

where \( p \) and \( s \) are the phase gradient vectors,

\[
p = \nabla \theta_p,
\]

(30)

\[
s = \nabla \theta_u,
\]

(31)

and \( p = |\nabla \theta_p| \) and \( s = |\nabla \theta_u| \).

Furthermore, because of the specific form chosen for the asymptotic expansion, equation (25), and its equivalent for \( u(X, T, \theta_u) \), the partial derivatives with respect to \( \theta \) are given by

\[
\frac{\partial P}{\partial \theta_p} = P - P_b = \bar{P},
\]

(32)

and similarly for \( u \),

\[
\frac{\partial u}{\partial \theta_u} = u - u_b = \bar{U}.
\]

(33)

Equations (28) and (29) are two equations constraining the properties of the propagating pressure and deformation disturbances. For example, the equations constrain the pressure and displacement amplitude changes with respect to the background values, given by \( P \) and \( U \). The phase variables \( \theta_p \) and \( \theta_u \), or rather the derivatives of the phase variables, are also contained in equations (28) and (29). Thus, there are more unknowns than constraints in the two equations. In order to make progress I must provide additional assumptions or means for computing some of these unknowns. One assumption that will be invoked is that the deformation and pressure fronts are coupled. That is, I will assume that a rapid change in fluid pressure is accompanied by the initiation of matrix deformation, so that \( \theta_p = \theta_u \). Note that the time variation following the initiation can differ for the pressure and displacement, depending upon the time variation of the amplitude functions \( P(X, T) \) and

\[
u(X, T). \]

If \( \theta_p = \theta_u \) then \( p = s \) and equations (28) and (29) reduce to

\[
P \left[ 1 + \gamma_p \right] \bar{U} + (\gamma p \cdot \bar{U} - \chi_s p)p = 0,
\]

(34)

\[
[\alpha_p + \Psi p \cdot U] \frac{\partial u}{\partial t} - \gamma_p p \cdot g - \left( \beta \frac{p}{\mu} - \frac{k}{\mu^2} \right) p^2 = 0,
\]

(35)

where

\[
\Psi = \alpha_u p + \alpha,
\]

(37)

and \( \theta \) denotes the common value of \( \theta_p \) and \( \theta_u \). Because \( p = \nabla \theta \), the two equations may be thought of as differential equations for \( \theta \), given the amplitude functions \( P \) and \( U \).

Equations (34) and (35) constrain the amplitude variations \( \bar{P} \) and \( \bar{U} \) which are also unknown. In particular, these two equations are polynomials in the amplitude terms. The polynomial dependence on the amplitudes is a generalization of the linear dependence that appears in physical problems in which the governing equations are linear. For linear systems, one uses the condition that the governing equations has a nontrivial solution to derive a single, nonlinear partial differential equation for \( \theta \), the eikonal equation (Karal and Keller, 1959; Kravtsov and Orlov, 1990). The condition is a well known theorem in linear algebra: for a nontrivial solution of a homogeneous system of equation to exist the determinant of the matrix of coefficients must vanish (Noble and Daniel, 1977). It may be possible to generalize this approach to the polynomial equations (34) and (35), because there are equivalent conditions for a polynomial system to have a nontrivial solution (Cox et al., 1998; Sturmfels, 2002). This condition is given by the vanishing of the resultant which is the determinant of a matrix whose entries are the coefficients of the equations and powers of one of the variables, either \( P \) or \( U \). An alternative approach to the method of resultants would be to find the amplitude terms \( P \) and \( U \) in some fashion. For example, the amplitude functions could be specified by the output of a numerical simulator, then equations (34) and (35) would constrain the phase of the propagating front, \( \theta \).

In considering equations (34) and (35) one must be mindful that the coefficients are generally pressure dependent, representing nonlinear functions of pressure that also vary spatially. In this work I am interested in the propagation of a coupled deformation and pressure front, in particular the propagation velocity and its relationship to the properties of the medium. The propagation velocity, and the related quantity the phase \( \theta \), are determined by the movement of the leading edge of the front. Because the leading edge of the front encroaches upon material in the background state, with pressure \( P_b \) and displacement \( u_b \) (typically taken to be zero), one would expect that the coefficients reflect such conditions. That is, the velocity of the leading edge of the propagating front is primarily influenced by the background conditions. As in the work of Anile et al. (1993), a more formal mathematical approach may be taken on the basis of an expansion of the coefficients in powers of
This expansion follows from the representation of the pressure as an asymptotic series in \( \varepsilon \) (see equation (25)). Consider, for example, \( \chi_p(X, P) \), which may be expanded as
\[
\chi_p(X, P) = \chi_p(X, P_b + P_0) + \varepsilon \frac{\partial \chi_p(X, P)}{\partial P} (X, P_b + P_0) + O(\varepsilon^2),
\]
(38)
where
\[
\tilde{P}_0(X, T) = \int_0^T e^{i(\varepsilon^2 P_0(X, \tau))} d\tau
\]
(39)
in the case of a step function source or by the time derivative of (39) for an impulsive source time function. To order \( \varepsilon \) one finds that \( \chi_p(X, P) = \chi_p(X, P_b + P_0) \). The moment at which the coupled front arrives at an observation point \( X \), which I denote by \( T_{\text{arrival}} \), the quantity \( \tilde{P}_0(X, T_{\text{arrival}}) \) is zero and hence \( \chi_p(X, P) = \chi_p(X, P_b) \).

\[ [\varepsilon] \] A cursory examination of equations (34) and (35) indicates that there are two orientations of the solid displacement vector \( \mathbf{U} \) that are important. The significance of the orientations is due to the presence of terms containing \( \mathbf{p} \cdot \mathbf{U} \) in these two equations. In particular, the displacement \( \mathbf{U} \) may be either perpendicular to the direction of propagation, \( \mathbf{p} \), or parallel to it. These two cases are similar to those identified in the study of linear poroelastic media [Pride, 2005] I shall examine each of these possibilities in succession.

### 2.2.1. Transverse Displacement

First consider transverse displacement, such as the displacement associated with a shear wave. When \( \mathbf{p} \) is perpendicular to \( \mathbf{U} \) the two equations (34) and (35) decouple. If \( \mathbf{p} \) is perpendicular to \( \mathbf{U} \) then equation (34) implies two conditions,
\[
p^2(1 + \gamma_p \tilde{P}) \mathbf{U} = 0
\]
(40)
\[
\chi_p \tilde{P} \mathbf{p} = 0.
\]
(41)
because the vectors \( \mathbf{U} \) and \( \mathbf{p} \) are orthogonal for transverse motion. From the second condition one finds that if \( \chi_p \) is not zero (the equations are coupled; see the definition of \( \chi_p \), equation (16)) then either \( \mathbf{p} = 0 \) or \( \tilde{P} = 0 \). From equation (40), with \( \tilde{P} \) equal to zero, one finds that either \( \mathbf{U} \) vanishes or the slowness \( p \) vanishes. If \( \mathbf{U} \) vanishes then one has the trivial solution in which there is no disturbance. If \( \mathbf{U} \) is nonzero but \( p \) vanishes then \( |\nabla p| = p = 0 \) and the phase is constant in space. If the phase is constant then the travel time, a function of the phase, is also constant over the medium and the transverse displacement propagates infinitely fast. Note that \( p = 0 \) is compatible with equation (35) if it corresponds to \( \theta = 0 \). As indicated by Vasco [2008, 2009], the infinite velocity of a transverse displacement is a consequence of the quasi-static approximation.

### 2.2.2. Longitudinal Displacement

Now consider the more interesting case of longitudinal displacement, in which the displacement of the solid, \( \tilde{\mathbf{U}} \), is oriented along the direction of propagation, \( \mathbf{p} \). In this case I can write the solid displacement in the form
\[
\tilde{\mathbf{U}}(X, T) = \tilde{U}(X, T)\mathbf{p}
\]
(41)
where \( \tilde{U}(X, T) \) is the amplitude. Substituting this expression into equations (34) and (35) and evaluating the scalar products gives
\[
[p^2(1 + \gamma_p \tilde{P}) \tilde{U} + \chi_p \tilde{P}^2 \mathbf{U} - \chi_p \tilde{P}^2 \mathbf{p}] \mathbf{p} = 0,
\]
(42)
\[
[\alpha_p \tilde{P} + \Psi p^2 \tilde{U}] \frac{\partial \theta}{\partial t} - \gamma_p \tilde{P} \cdot g - \left( \beta_p \tilde{P} + \frac{k}{\mu} \right)p^2 \tilde{P} = 0
\]
(43)
For a phase gradient vector, \( \mathbf{p} \), that does not vanish, the quantity in brackets in equation (42) must equal zero in order for the equation to be satisfied. Two coupled scalar equations, relating \( \tilde{U} \), \( \tilde{P} \), and \( \mathbf{p} \), result:
\[
p^2 \gamma_p \tilde{P} \tilde{U} + (1 + \gamma_p) \tilde{P} \tilde{U} - \chi_p \tilde{P} = 0 \]
(44)
\[
[\alpha_p \tilde{P} + \Psi p^2 \tilde{U}] \frac{\partial \theta}{\partial t} - \gamma_p \tilde{P} \cdot g - \left( \beta_p \tilde{P} + \frac{k}{\mu} \right)p^2 \tilde{P} = 0
\]
(45)
The coefficients are defined in terms of the geomechanical and flow properties of the medium at the background pressure \( P_0 \). Substituting for \( \tilde{T} \) and \( \Psi \), from definitions (36) and (37), respectively, I can write equations (44) and (45) as
\[
\left( \frac{4}{3} \gamma_p - \kappa_u \right)p^2 \tilde{P} \tilde{U} + \left( \frac{4}{3} - \chi_u \right) \tilde{P} \tilde{U} - \chi_p \tilde{P} = 0
\]
(46)
\[
[\alpha_p p^2 \tilde{P} \tilde{U} + \alpha_p \tilde{P} + \alpha p^2 \tilde{U}] \frac{\partial \theta}{\partial t} - \gamma_p \tilde{P} \cdot g - \left( \beta_p \tilde{P} + \frac{k}{\mu} \right)p^2 \tilde{P} = 0
\]
(47)
When considered as equations in \( \tilde{P} \) and \( \tilde{U} \), equations (46) and (47) constitute two quadratic equations.

### 2.2.2.1. Full Pressure Sensitivity

The coefficients \( \gamma_p \) and \( \kappa_u \) are determined by the pressure sensitivity of the shear modulus \( G \) (see equations (13) and (14)) and the elastic modulus \( \varphi_p \), respectively. If the coefficients \( \gamma_p \) and \( \kappa_u \), are not both zero, I can eliminate the product term \( \tilde{P} \tilde{U} \) in equations (46) and (47). Specifically, I can solve equation (46) for the nonlinear term, \( p^2 \tilde{P} \tilde{U} \), a term that also appears in equation (47). Substituting the resulting expression into equation (47) results in a quadratic equation for \( p \):
\[
p^2 + \Gamma p \cdot g - \Omega \frac{\partial \theta}{\partial t} = 0,
\]
(48)
where I have defined the coefficients
\[
\Gamma = \frac{\gamma}{\beta_p P + k \mu^{-1}}
\]
(49)
\[
\Omega = \frac{\Omega_p \tilde{P} + \Omega_p p^2 \tilde{U}}{(\beta_p \tilde{P} + k \mu^{-1})^2}
\]
(50)
The parameters $\Omega_p$ and $\Omega_u$ in equation (50) are defined in terms of the poroelastic properties of the medium and their pressure sensitivity:

$$\Omega_p = \alpha_p + \frac{\alpha_u x_p}{\frac{3}{2} \gamma_p - \kappa_u} \tag{51}$$

$$\Omega_u = \alpha + \frac{\alpha_u (x_u - \frac{3}{2})}{\frac{3}{2} \gamma_p - \kappa_u}. \tag{52}$$

### 2.2.2. Partial Pressure Sensitivity

[22] Now consider the case in which there is only a partial sensitivity to fluid pressure, that is, the geomechanical properties $G$ and $\varphi_u$ do not depend upon the fluid pressure. This situation is similar to that studied by Wu and Pruess [2000] and Murphy et al. [2004], where the governing equation for fluid pressure is generalized to allow for pressure-dependent coefficients. Then the product term $P\dot{U}$ in equation (46) vanishes. In addition, because $\alpha_u$ measures the sensitivity of $\alpha$ to changes in fluid pressure (see equation (18)), the product term $\dot{P}U$ in equation (47) also vanishes. Using the reduced equation (46) I can solve for $p^2U$ in terms of $P$. Substituting this expression for $p^2U$ into equation (47) gives

$$\left(\beta_p \dot{P} + \frac{k}{\mu}\right) p^2 + \gamma P \cdot g - \left(\alpha_p + \frac{\alpha_u x_p}{\frac{3}{2} - x_u}\right) \frac{\partial \theta}{\partial t} = 0, \tag{53}$$

after canceling the common factor $\dot{P}$. This equation may also be written as a quadratic equation in $p$:

$$p^2 + \Gamma p \cdot g - \Omega \frac{\partial \theta}{\partial t} = 0, \tag{54}$$

where $\Gamma$ is given above (equation (49)) and

$$\Omega = \left(\beta_p \dot{P} + \frac{k}{\mu}\right)^{-1} \left[\alpha_p + \frac{\alpha_u x_p}{\frac{3}{2} - x_u}\right]. \tag{55}$$

[23] Equation (54) is an equation in the components of $p$ and $\theta$. Because $p = \nabla \theta$, the equation is a nonlinear partial differential equation for $\theta$, reminiscent of the eikonal equation [Kline and Kay, 1965; Seithian, 1999]. The equation is a scalar differential equation, hence it is much easier to solve than if it is the full coupled system, composed of equations (11) and (12). However, because of the presence of the amplitude term $P$, one must still solve the governing equations using a numerical simulator. The main point is that one can obtain $\theta$ for a little additional effort. Furthermore, the terms in equation (54) provide insight into the properties that determine the propagation velocity of the coupled deformation and pressure front.

### 2.3. The Computation of the Phase Function

[24] Equation (48) is explicit equation for the phase function $\theta(x, t)$ which may be written as

$$\nabla \theta \cdot \nabla \theta + \Gamma \nabla \theta \cdot g - \Omega \frac{\partial \theta}{\partial t} = 0, \tag{56}$$

where I have substituted the gradient of the phase ($\theta$) for the vector $p$. Equation (56) is a first-order, nonlinear, scalar partial differential equation for $\theta(x, t)$. Such equations are rather common in physical applications and mathematical physics [Lanzcos, 1986, p. 229] and there are well developed techniques for their solution [Courant and Hilbert, 1962; Sneddon, 2006]. For example, there are now efficient numerical schemes, primarily finite differences, developed for hyperbolic conservation laws [LeVeque, 1992; Crandall and Lions, 1983; Crandall et al., 1984; Sethian, 1999]. The techniques have been generalized to problems in which the propagation speed depends upon the direction of propagation [Sethian and Strain, 1992; Lecomte, 1993; Eaton, 1993; Soukina et al., 2003].

[25] There are also well-established techniques that are efficient and provide additional insight, the method of characteristics [Courant and Hilbert, 1962]. In the method of characteristics, the solutions are defined along trajectories through the model. Each trajectory represents a propagation path through the medium and indicates those parts of the model influencing a given observation. As indicated by Vasco et al. [2000] and Vasco and Finsterle [2004], the trajectories may be used, in the manner of ray theory, to compute model parameter sensitivities required by many inversion algorithms [Menke, 1984]. Ray-based sensitivities form the basis for very efficient tomographic imaging methods [Iyer and Hirahara, 1993]. The trajectories are also useful in interpreting observed waveforms, particularly in decomposing multiple arrivals in terms of component pulses that travel along different paths [Vasco et al., 2003].

### 3. Applications

[26] In section 3 I will illustrate the concepts and equations presented in section 2. First, as a reference case, I discuss transient propagation in a poroelastic solid where both the medium and fluid properties are independent of the fluid pressure. This will allow for a comparison between travel time estimates provided by the asymptotic approach and analytic and numeric predictions. Furthermore, it will provide a connection to previous work on quasi-static and broadband propagation in a poroelastic medium [Vasco, 2008, 2009]. Next, I consider transient propagation in a medium in which the fluid properties depend upon the fluid pressure while the geomechanical properties do not. In particular, I examine the case in which only the permeability depends upon the fluid pressure. Thus, I shall begin with equation (54), corresponding to the case of partial sensitivity to fluid pressure.

#### 3.1. Poroelastic Propagation

[27] As a starting point, consider the propagation of a coupled disturbance in a linear poroelastic medium. In a linear poroelastic medium the coefficients are insensitive to changes in fluid pressure. Thus, the coupling coefficients related to the pressure sensitivity of the medium, specifically $\gamma_p$, $\kappa_u$, $\alpha_u$, $\beta_p$, and $\gamma$ in equations (11) and (12) vanish (see equations (13)–(20)) and the equations reduce to

$$\nabla \cdot \Sigma + \nabla \zeta \cdot \Sigma - \eta \nabla \varphi_p \cdot \nabla \cdot u - x_u \nabla \nabla \cdot u - \eta \nabla \alpha P - \chi_p \nabla P = 0 \tag{57}$$

$$\alpha_p \frac{\partial P}{\partial t} + \alpha \frac{\partial \nabla \cdot u}{\partial t} - \frac{1}{\mu} \nabla k \cdot \nabla P \tag{58}$$

$$- \gamma \nabla P \cdot g - \frac{1}{\mu} \nabla k \cdot g - \frac{k}{\mu} \nabla \cdot \nabla P = 0.$$
As is evident in equations (57) and (58), the fluid pressure and the matrix displacements are linked in a poroelastic medium through linear coupling terms [Wang, 2000].

Now consider equation (53), which governs the evolution of the phase. Because the properties of the medium do not vary with pressure, I consider the expression (55) with $\beta_p = 0$,

$$\Omega_v = \left(\frac{k}{\mu} \right)^{-1} \left[ \alpha_u + \frac{\alpha \chi_p}{\frac{H}{M} - \frac{\chi_u}{M}} \right].$$

Using the fact that $\alpha_p = \varphi_m$, $\chi_p = \alpha/G$, $\chi_u = \varphi_u/G$ (see equations (17), (16), and (15)), I can write $\Omega_v$ as

$$\Omega_v = \left(\frac{k}{\mu} \right)^{-1} \left[ \varphi_u + \frac{\alpha^2}{G - \varphi_u} \right].$$

Using the relationships between $\varphi_m$ and $\varphi_u$ and the undrained bulk modulus, $K_a$, Biot’s C modulus, $C$, and the fluid storage coefficient $M$ discussed in Appendix A (see equations (A32) and (A36)), I can write equation (60) as

$$\Omega_v = \left(\frac{k}{\mu} \right)^{-1} \left[ \frac{1}{M} + \frac{\alpha^2}{G + K_a - \frac{\chi_u}{M}} \right]$$

or

$$\Omega_v = \left(\frac{k}{\mu} \right)^{-1} \left[ \frac{1}{M} + \frac{\alpha^2}{H - \frac{\chi_u}{M}} \right]$$

if I define the undrained $P$ wave modulus

$$H = K_a + \frac{4}{3} G$$

as done by Pride [2005]. Expression (62) is similar to that by Vasco [2008] if one accounts for the differences in the variable names due to a slightly different formulation. As in that paper, the expression $\Omega_v$ may be interpreted as the sum of a slowness contribution due to diffusion in the fluid and a correction due to the poroelastic medium. Factoring out $1/M$ and rearranging terms, I can write equation (62) as

$$\Omega_v = \left(\frac{k}{\mu} \right)^{-1} \left[ \frac{H - \frac{\chi_u}{M} + M\alpha^2}{H - \frac{\chi_u}{M}} \right].$$

Using the fact that $\alpha = \alpha_m = C/M$ (see equation (A33)), I can write equation (64) as

$$\Omega_v = \left(\frac{k}{\mu} \right)^{-1} \left[ \frac{H}{H - \frac{\chi_u}{M}} \right].$$

which is identical to the expression for the Biot slow wave, given in the study of Pride [2005]. Therefore, in the case of a poroelastic medium, the expression for $\Omega_v$ reduces to existing expressions for the slowness of a propagating disturbance.

[25] Next, I will derive a low-order solution for a disturbance propagating in a poroelastic medium. To keep things simple I shall neglect gravitational effects. If gravitational effects can be omitted, I can substitute either expression (62), or the equivalent expression (65), into equation (54) which reduces to a first-order, nonlinear partial differential equation for $\theta$,

$$\nabla \theta \cdot \nabla \theta - \Omega_v \frac{\partial \theta}{\partial t} = 0.$$

In equation (66) I have used the fact that $p = \nabla \theta$, as in equation (30). In section 3.1 I shall assume that the permeability does not depend upon time. Then, I can use the separation of variables to determine the space and time dependence. Specifically, I assume a separable form for the phase function [Vasco, 2011]

$$\theta(x, t) = \beta(t) \sigma^2(x).$$

As shown by Vasco [2011], the time dependence is given by

$$\beta(t) = -\frac{1}{4t}.$$

Following Vasco [2008, 2011], I can use the well-known [Kline and Kay, 1965; Cerveny 1972; Kravtsov and Orlov, 1990] method of characteristics [Courant and Hilbert, 1962] to determine the spatial dependence of the solution, $\sigma(x)$. In particular, I can rewrite the equation for the function $\sigma(x)$, which is the eikonal equation, in ray coordinates as

$$\frac{d\sigma}{dr} = \sqrt{\Omega_v}$$

where $r$ is a parameter signifying the distance along the trajectory or raypath. Integrating along the trajectory, $x(r)$, results in the expression

$$\sigma(x(r)) = \int_{x_0}^{x} \sqrt{\Omega_v} dr$$

for the function $\sigma$. Thus, from equation (67)

$$\theta(x, t) = -\frac{\sigma^2(x)}{4t}$$

where $\sigma(x)$ is given by equation (68)

Using equation (69) and the asymptotic series associated with an impulsive source, equation (25), I can write the zeroth-order solution for the pressure as

$$P(X, t, \theta) = P_0(X, t) + \frac{\theta(X)}{2\pi t^2} e^{-x^2/4t} P_0(X, t).$$

Using the solution obtained by the separation of variables [Vasco, 2010, 2011], I can write the solution as

$$P(X, t, \sigma) = P_0(X, t) + \frac{\sigma}{2\pi t^3} e^{-x^2/4t} P_0(X, t).$$
where the asterisk signifies a convolution in time, and

\[ \sigma(x(r)) = \int \sqrt{\Omega(r)} dr \]  

(72)

The amplitude function \( P_0(X, t) \), obtained by considering terms of order \( \varepsilon \) in the asymptotic expansion, is given by Vasco [2008]. In many cases the function \( P_0(X, t) \) can be partitioned into a source time function [Bracewell, 1978] determined by the injection rate, \( S(t) \), and an spatially dependent term, giving the form

\[ P(X, t, \theta) = P_0(X, t) + \frac{\sigma}{2\sqrt{\pi t}} e^{-\sigma^2/4t} * S(t)P_0(X). \]  

(73)

[31] For an impulsive source, represented by a delta function \( \delta(t) \), one can relate the function \( \sigma(x(r)) \) to the arrival time of the peak pressure, as noted by Virieux et al. [1994] and Vasco et al. [2000]. The peak of the pressure curve coincides with the vanishing of the time derivative of \( P(X, t, \theta) \) given by equation (73). This condition gives

\[ \frac{\partial P(X, t, \sigma)}{\partial t} = \frac{13}{t^2} - \frac{1}{2} \frac{\sigma^2}{4} = 0, \]  

(74)

which implies that

\[ \sqrt{T_{\text{peak}}} = \frac{\sigma}{\sqrt{6}} = \frac{1}{\sqrt{6}} \int \sqrt{\Omega(r)} dr, \]  

(75)

where \( T_{\text{peak}} \) is the arrival time of the peak pressure. Thus, one can relate \( \sigma \) to the time of arrival of the peak pressure at a particular location. Furthermore, this arrival time can be related to the poroelastic properties of the medium, through \( \Omega \), which is given by the expression (65).

[32] In order to validate the travel time estimate, I compare it to the results from a numerical simulation. The numerical simulation can also help one to visualize the time and space variation of the fluid pressure. In Figure 1 I plot three pressure snapshots from a numerical simulation in which fluid is injected into a central well. The simulation is conducted using the finite element code TOCHNOG [Roddeman, 2001] which can model coupled fluid flow and solid deformation. As shown below, TOCHNOG can also model coupled deformation and flow in a medium with pressure-dependent properties. The pressure evolution in the numerical simulation results plotted in Figure 1 is dominated by the changes near the injection well. The pressure changes gradually diffuse away from the injection well and it is difficult to define either a propagating front or a travel time.

[33] The difficulties in trying to capture diffusive propagation become clearer if one plots the time variation of the pressure calculated for a sequence of observation points.
located progressively farther from the injection well. Four such observation points are indicated by the open circles in Figure 1. The simulated transient pressure at each of the four wells is shown in Figure 2. Note how the pressure at each well initially increases, reaching a peak, and then slowly decays with time. Thus, for the impulsive source used in the simulation there is indeed a peak pressure, and a peak pressure arrival time at each observation point. The difficulty in trying to capture the spatial evolution of this transient feature, as in Figure 1, is due to the fact that the pressure decreases dramatically with distance from the well. Thus, at all times, the pressure variations are dominated by changes near the injection well, as is apparent in Figure 1.

[34] One way to reduce the dominance of the changes near the injection well is to normalize all the pressure changes in each grid block by the peak pressure observed in that grid block. Thus, when the changes plotted in Figure 2 are normalized by their peak values, one obtains the time variations shown in Figure 3. Now the pressure variations near the injection well no longer dominate. In Figure 4 I plot the normalized pressure changes for the three snapshots that were shown previously in Figure 1. The normalized pressure displays the transient propagation noted above and one can clearly define an arrival time for each point on the simulation grid. For each element of the simulation grid there will be a pressure time series, similar to those shown in Figure 3. By estimating the peak pressure and the time at which the peak pressure is attained, one can determine an arrival time.

[35] Using the asymptotic travel time estimate, provided by equation (75), I can predict the arrival time of the peak pressure. The expression for $\Omega_\theta$, equation (65) may be used to relate the arrival time to the properties of the porous medium. Note that, for a homogeneous porous medium in which the pressure effects dominate the matrix displacements, one can use the analytic Laplace solution of the radial pressure equation [de Marsily, 1986, p. 162]

$$P(r, t) = \frac{1}{\rho v^2} \exp \left( -\frac{r^2}{4\Omega_\theta t} \right),$$

(76)

where $r$ is the radial distance from the source, $\Omega_\theta$ is

$$\Omega_\theta = \left( \frac{k}{n \mu} \right)^{-1},$$

(77)

and $n$ is the dimension of the medium, varying from 1 to 3. From expression (76) one can follow the procedure taken above and compute an analytic arrival time estimate. In Figure 6 both the asymptotic and the analytic arrival time estimates are shown, defined over the simulation grid. The asymptotic and analytic estimates are quite similar and generally agree with the numeric estimates plotted in Figure 5. In Figure 7 I have plotted the estimates along a line extending from the farthest well (well 4) to the injection well (central star in Figures 5 and 6) for a more detailed comparison. Note that there are differences between the numerical simulation and both the analytic and the asymptotic estimates. This is likely due to factors such as numerical dispersion, discretization effects, boundary effects, and induced anisotropy due to the grid orientation. For example, anisotropic propagation close to the source is evident when comparing the numerical travel times in Figure 5 to the analytic and asymptotic travel times in Figure 6.

3.2. Pressure Sensitive Permeability

[36] Having examined propagation in a poroelastic medium as a reference case, I now consider the situation in which the permeability is a function of the fluid pressure.
The general conditions of the simulation are identical to those used to model the poroelastic propagation (Figure 1). That is, fluid is injected into a central source in a two-dimensional layer. Four observation points are situated along a line extending from the source to the top right-hand corner of the simulation grid. Fluid is injected as an impulse, similar to a delta function. The coupled deformation and pressure changes are governed by the full set of equations (11) and (12).

Unlike the poroelastic case, in which the medium properties did not change, here I will allow for properties that are functions of the fluid pressure. In particular, the permeability is assumed to be a linear function of the fluid pressure. In Figure 8 I plot the hydraulic conductivity, \( K = \frac{k}{C26} \), as a function of the fluid pressure. The pressure, indicated as meters of hydraulic head, varying from 0 to 150 m while the hydraulic conductivity varies by over an order of magnitude from \( 1 \times 10^{-6} \) m s\(^{-1}\) to \( 3.8 \times 10^{-5} \) m s\(^{-1}\).

The propagation of a coupled disturbance is governed by the partial differential equation for \( \theta \), equation (54). In what follows, the layer is assumed to be horizontal and gravitational effects are assumed to be negligible. Thus, equation (54) reduces to a nonlinear, first-order, scalar partial differential equation for \( \theta \),

\[
\nabla \theta \cdot \nabla \theta - \Omega_\theta \frac{\partial \theta}{\partial t} = 0, \tag{78}
\]

where

\[
\Omega_\theta = \left( \beta_p P + \frac{k}{\mu} \right)^{-1} \left[ \alpha_p + \frac{\alpha_s \lambda_p}{\lambda_p - \lambda_s} \right]. \tag{79}
\]
Note that the propagation kinematics depend upon the quantity $v$ and that, as indicated in (79), $v$ depends upon the amplitude of the pressure change, through $P$ (see equation (32)). Because of this dependence, one must rely upon a method, such as numerical simulation, in order to determine $\Theta$ from equation (78).

The importance of the expression (79) is that it indicates how $v$, the quantity that defines the differential equation (78) and hence determines $\Theta$, changes when the permeability becomes pressure dependent. The change due to the pressure dependence is simply that addition of the term $\beta P$, where $\beta$ is given by the expression (19), to the factor $k/\mu$. Thus, the change in $\Theta$ will only be significant in regions where $P$ is sufficiently large relative to $k/\mu \beta$.

As for the poroelastic medium, I have used TOCHNOG [Roddeman, 2001] to simulate pressure and displacements for a medium in which the permeability, or the hydraulic conductivity, is a function of the fluid pressure, as indicated in Figure 8. The slope of the pressure–hydraulic conductivity function used in the numerical simulation of transient pressure propagation is plotted in units of m s$^{-1}$.

Figure 7. Travel time estimates for points on a northeast trending line extending from the central injection well to the farthest observation point. The numeric, the analytic, and the asymptotic estimates are shown.

Figure 8. Pressure-permeability function used in the numerical simulation of transient pressure propagation. The fluid pressure is measured in meters of hydraulic head. The permeability $k$ has been converted to hydraulic conductivity $K$, where $K = k \rho g / \mu$ for a fluid with density $\rho$ and viscosity $\mu$. The hydraulic conductivity is plotted in units of m s$^{-1}$. 

Figure 6. (top) The asymptotic arrival time estimates associated with the simulation. (bottom) The arrival time estimates calculated using the analytic transient pressure solution for a porous medium (equation (76)).
The conductivity curve in this case is $2.5 \times 10^{-7}$ s$^{-1}$. The routine TOCHNOG is capable of treating a medium in which the properties are arbitrary functions of pressure. The time-varying pressure at the four observation points, indicated by open circles in Figure 1, are shown in Figure 9. The general shape of the four curves are similar to those for the poroelastic medium (see Figure 2). The amplitude is significantly different however and the arrival times appear to have shifted. The arrival time shifts for the medium with pressure-dependent properties is clearer in the normalized plot (Figure 10), particularly for the three nearest observation points. This shift is clearly seen in Figure 11, a contour plot of the peak arrival times over the simulation grid. The innermost 5 s contour has shifted outward, indicating more rapid propagation closer to the injection well. Further from the injection well the spacing of the arrival time contours is similar to that of the poroelastic case (Figure 5).

One could solve the scalar differential equation (78) in a straightforward fashion using a generalization of a finite difference approach [Crandall and Lions, 1983; Crandall et al., 1984; Vidale, 1988; Sethian, 1990; LeVeque, 1992; Lecomte, 1993; Sethian, 1999; Soukina et al., 2003]. The generalization involves including time as a variable in the velocity function $v$. This is easily accomplished by enlarging the dimension of the problem from three spatial dimensions to one involving four space-time dimensions. One can introduce a new variable representing the position along the trajectory in space time.

The governing equation for $\theta(x, t)$, equation (78), can also be solve using the method of characteristics noted above. Following the treatment of Courant and Hilbert [1962, p. 106], I write equation (78) in the form

$$\frac{\partial \theta}{\partial t} + F(x, t, p) = 0,$$

where

$$F(x, t, p) = -\Omega_e^{-1} p^2$$

and $\Omega_e(x, t)$, given by the expression (79), is a function of $x$ and $t$ that is assumed to be known. Here, I construct $\Omega_e$ using the properties of the medium and the pressure variation from the numerical simulation. As shown by the method of characteristics, the nonlinear, scalar, partial differential equation (80) is equivalent to the following system of ordinary equations

$$\frac{dx_i}{dt} = \frac{\partial F}{\partial p_i}.$$
\[
\frac{dp_i}{dt} = -\frac{\partial F}{\partial x_i},
\]
\[
\frac{d\theta}{dt} = p^2 - F,
\]
\[
\frac{dp_t}{dt} = -\frac{\partial F}{\partial t},
\]

where \( p_t = \partial \theta / \partial t \) and \( i = 1, 2, 3 \) [Courant and Hilbert, 1962, p. 106]. Equations (82)–(85) represent a system of eight equations in eight unknowns \( \{x, p, \theta, p_t\} \). The system of equations define trajectories \( x(t) \) along which the solution \( \theta(x(t), t) \) are defined. The trajectories represent the path along which a disturbance propagates in the pressure-dependent medium. The geometry of the trajectories and the variation of the function \( \theta(x(t), t) \) depend upon the quantity \( \Omega_c(x, t) \), defined in the equation (79).

The system of ordinary differential equations (82)–(85) may be solved numerically [Press et al., 1992]. These equations are akin to the ray equations in electromagnetics [Kline and Kay, 1965; Luneburg, 1966; Virieux et al., 1994] and elastic wave propagation [Karal and Keller, 1959; Cerveny, 1972; Aki and Richards, 1980; Chapman, 2004]. Ray methods have also been used in the study of various aspects of fluid flow. In particular, trajectory-based methods have been used in investigations of compressible fluid flow [Shen, 1983], transient pressure propagation [Cohen and Lewis, 1967; Vasco et al., 2000], nonisothermal fluid flow [Vasco, 2010], and multiphase flow [Vasco, 2011]. Furthermore, a hybrid scheme has been developed in which numerical simulation is used to find the function \( \theta \) and to used a set of reduced ray equations to find the solution trajectories [Vasco and Finsterle, 2004].

Here I use a numerical technique to solve the ray equations. Note that the function \( \Omega_c \) is a critical factor in defining the ray equations. Thus, the solution will depend strongly upon the function \( \Omega_c \). Furthermore, the pressure-dependent function \( \Omega_c \) in equation (79) differs from the corresponding function for a porous medium, given by equation (59), because of the factor \( \beta_p P \). Thus, the function \( \theta \) in a pressure-dependent medium should differ most strongly from that of an elastic porous medium in those regions where \( P \) is large in comparison to \( k/(\mu \beta_p) \). In Figure 12 I plot the maximum amplitude obtained at each point of the simulation grid. The region of significant pressure change in near the injection well and encompasses the three innermost observation points. In Figure 13 I plot the travel time computed from solving the ray equations. Comparing Figure 13 to the estimates for the poroelastic medium (Figure 6), it seems that the largest changes do occur near the injection well. The travel time computed using the asymptotic expression is generally consistent with numeric estimate shown in Figure 11.

In order to examine the influence of the pressure dependence upon the travel times I varied the slope of the pressure curve. As noted above, the slope of the pressure-permeability curve in Figure 8 is \( 2.5 \times 10^{-7} \text{ s}^{-1} \). For comparison, I tried slopes of \( 1.0 \times 10^{-12} \text{ s}^{-1}, 5.0 \times 10^{-7} \text{ s}^{-1}, \)

Figure 12. Peak pressure amplitude obtained at each point on the central portion of the simulation grid.

Figure 13. The arrival times associated with the asymptotic estimate. The color scale indicates the travel time, as do the contours. The contour interval is 5 s.
and $1.0 \times 10^{-6}$ s$^{-1}$. The resulting travel time curves are shown in Figure 15. The travel times vary by almost an order of magnitude for the most distant points on the line, at about 4.5 km from the injection well. In general, the agreement between the numeric and the asymptotic estimates is reasonable, less then the differences between the changes due to the variation in the slope of the pressure-permeability curve.

4. Conclusions

[47] In this paper I consider the propagation of a coupled displacement and pressure disturbance in a medium with pressure-dependent properties. For a disturbance propagating in a medium with smoothly varying properties an asymptotic technique may be used to derive a semianalytic solution. In particular, one may produce a scalar, first-order, partial differential equation for $\theta$, a variable that is similar to the phase of a propagating wave. The coefficients of this differential equation are determined by the properties of the medium, including the pressure sensitivities of the medium parameters. The phase-like variable $\theta$ is also a function of the displacement and pressure amplitude variations across the propagating front. By the method of characteristics, this scalar, nonlinear partial differential equation is equivalent to a system of ordinary differential equations, the characteristic equations that define trajectories along which a solution may be defined. These equations are akin to the ray equations of electromagnetic and elastic ray theory.

[48] When the pressure sensitivities are set to zero the scalar equation and the travel time estimate reduce to the expressions for a poroelastic medium, as presented by Vasco [2008, 2009]. For a poroelastic medium the partial differential equation may be solved by the separation of variables. Thus, analytic travel time estimates are available for a poroelastic medium. The asymptotic estimates agree quite closely with the analytic values. There is general agreement between the asymptotic and analytic travel times and the travel times calculated using the numerical simulator TOCHNOG [Roddeman, 2001]. The discrepancies between the numerical simulation results and the analytic and asymptotic estimates are most likely due to discretization error, grid orientation effects, and boundary effects.

[49] For a medium with pressure-dependent permeability the semianalytic coefficients of the scalar equation for $\theta$ indicate that the largest differences will occur where the pressure changes are greatest. Both the numerical simulation and the asymptotic estimates indicate that this is indeed the case, with the largest phase changes near the injection well where the pressure increase is the largest. As was the case for the poroelastic medium, there is general agreement between the numeric travel time estimates and the asymptotic estimates. A comparison for several pressure-permeability curves indicates overall agreement between the numerical simulation and the asymptotic travel times.

[50] This study could be extended in several respects. First, one could allow other parameters, such as the geomechanical properties, to be functions of pressure. Second, the parameters are typically sensitive to the effective pressure which involves the confining pressure as well as the fluid pressure [Terzaghi, 1943; Jaeger et al., 2007]. Third, it is possible to consider the full set of governing equations, including the inertial terms that give rise to the fast modes of propagation. Such terms were considered for a poroelastic medium in the study of Vasco [2009]. Also, one could allow for both pressure- and deformation-dependent properties. Finally, there are more general models of solid deformation, including plastic deformation that may be used.
Appendix A: Constitutive Relationships

[51] In this appendix I derive constitutive relationships associated with a deformable porous medium saturated with a single viscous fluid. The hypothetical medium will represent a consolidated material, such as a cemented sandstone, a limestone, or an intact metamorphic or igneous material. Thus, while there may be fractures or microfractures, the component particles are cemented. The change in fluid pressure and effective stress may be large over the time interval of interest, but not so large as to induce plastic deformation or the crushing of individual grains. Thus, the constituent particles remain intact and do not rotate nor do they migrate with respect to one another. However, because of processes such as changing grain contact area and fracture opening or closing with pressure or stress changes, the rock as a whole may deform in a nonlinear fashion. That is, the stress may not vary linearly with the strain. For example, it is well known that the variation in contact area for compressed grains as a function of pressure leads to pressure-dependent elastic moduli and wave speeds [Mindlin, 1949; Johnson, 1985; Goddard, 1990; Zimmerman, 1991; Makse et al., 2004]. Because the processes of grain contact area changes and fracture opening and closing are reversible, the rock returns to its original configuration upon the release of the fluid pressure or stress changes. Thus, the body does behave as an elastic solid, albeit as a nonlinear elastic solid. The similarities and differences between such a model and a simple elastic-plastic model were given by Nelson and Baron [1971].

[52] The many formulations of nonlinear elastic solids preclude a complete listing. One can consult the numerous texts treating nonlinear elastic behavior [Murnaghan, 1951; Eringen, 1962; Goldenblat, 1962; Brillouin, 1964; Truesdell and Noll, 1965; Jaunzemis, 1967; Ogden, 1984; Bertram, 2008]. Treatments of a nonlinear poroelastic solid containing a fluid are much more limited, perhaps because of the complexity of the topic. Nonetheless, there are a number of studies [Biot and Willis, 1957; Morland, 1972; Biot, 1973; Lewis and Schrefler, 1978; Ehlers, 1992; de Boer, 2000, p. 377; Bemer et al., 2001; Cheng and Abousleiman, 2008] from which to draw upon when treating a nonlinear poroelastic medium.

A1. Physical Properties of the Porous Medium

[53] In what follows I shall generalize an approach based upon strain invariants, as presented by Goldenblat [1962]. As in the works by Biot [1973] and Bemer et al. [2001], I include variables for fluid pressure and volumetric fluid content. As a starting point, consider a fluid-filled porous medium with fairly general relationships between the solid stress tensor \( \sigma \), solid strain \( \epsilon \), the fluid pressure \( P_f \), and the change in volumetric fluid content \( \zeta \).

\[
\sigma_{ij} = S_{ij}(\epsilon, P_f) \tag{A1}
\]

\[
\zeta = F(\epsilon, P_f). \tag{A2}
\]

Equations of the form (A1) and (A2) are appropriate for a very general medium. I shall invoke several approximations in order to treat a specific behavior. In particular, I shall assume that the medium has isotropic properties, that the deformation is small, and the medium behaves as a nonlinear elastic body.

[54] For an isotropic medium the physical laws describing the deformation must be independent of the coordinate system used to represent the problem. Thus, one may express the relationship in terms of quantities that are independent of the particular system of coordinates. Thus, I can write the equations (A1) and (A2) in terms of the invariants of the tensor \( \epsilon \). Note that a scalar, such as \( P_f \), is already invariant with respect to coordinate transformations. While, for any given tensor, there are an infinite number of invariants [Goldenblat, 1962], a theorem first proved by Hilbert [Cox et al., 1998] demonstrates that all invariants may be generated by a finite collection of fundamental, or basis, invariants. For example, in the case of the strain tensor \( \epsilon \), a 3 by 3 array, there are three fundamental invariants \( I_1, I_2, \) and \( I_3 \), given by [Goldenblat, 1962, p. 7]

\[
I_1 = \epsilon_{ii} = \epsilon_{11} + \epsilon_{22} + \epsilon_{33}, \tag{A3}
\]

\[
I_2 = \epsilon_{ij} \epsilon_{ij}, \tag{A4}
\]

\[
I_3 = \epsilon_{ij} \epsilon_{ji}, \tag{A5}
\]

where, as indicated in equation (A3), I have invoked the Einstein convention by which one sums over repeated indices. Note that these three invariants are related to the coefficients of the cubic equation that determines the eigenvalues of the tensor \( \epsilon \) [Murnaghan, 1951, p. 36; Ogden, 1984, p. 25]. Also, note that while the invariant (A3) is the trace of the matrix \( \epsilon \), the invariant \( I_2 \) is a measure of the norm of \( \epsilon \), the sum of the squares of the components of the strain matrix.

[55] One may expand the functions \( S_{ij} \) and \( F \) as power series in the components of the strain tensor \( \epsilon \) and the fluid pressure \( P_f \).

\[
S_{ij}(\epsilon, P_f) = S_{0ij} + S_{1ij} \epsilon_{ij} + S_{2ij} P_f \epsilon_{ij} + S_{3ij} \epsilon_{ij}^2 + \cdots \tag{A6}
\]

\[
F(\epsilon, P_f) = F_0 + F_1 \epsilon_{ij} + F_2 P_f + \cdots \tag{A7}
\]

As indicated by Goldenblat [1962, p. 7], one may write the power series in terms of the tensor invariants and, as noted above, the invariants may be generated by the three basis functions \( I_1, I_2, \) and \( I_3 \). Thus, the above series representations may be written, without approximation, as

\[
\sigma_{ij} = T_{0ij} I_1 + T_{1ij} I_2 + T_{2ij} I_3 \epsilon_{ij} + \cdots \tag{A8}
\]

\[
\zeta = V_0 I_1 + V_1 I_2 + V_2 I_3 \epsilon_{ij} + \cdots \tag{A9}
\]
Using the invariants minimizes the number of parameters required to relate the stresses and fluid volume to the strains and the fluid pressure. For deformation involving small strains, equations (A8) and (A9) may be reduced further by neglecting the highest-order terms, giving

\[
\sigma_{ij} = T_0(I_1, I_2, P_f) \delta_{ij} + T_1(I_1, I_2, P_f) \epsilon_{ij} \quad (A10)
\]

\[
\zeta = V_0(I_1, I_2, P_f) + V_1(I_1, I_2, P_f) \epsilon_{ij}. \quad (A11)
\]

Note that the stress-strain relationship given above may be nonlinear because of the functional coefficients \( T_0, T_1, V_0, \) and \( V_1. \) However, the stress and the change in fluid volume do return to their background values if the strain and any changes in fluid pressure vanish.

Equations (A8) and (A9) can be related to expressions derived in previous studies of nonlinear elastic porous media. For example, Biot’s [1973] study of a semilinear porous solid and a follow-up study by Bemer et al. [2001] produced the expressions

\[
\sigma_{ij} = (\lambda_1 - \alpha P_f) \delta_{ij} + 2G \epsilon_{ij} + \frac{\partial H}{\partial \epsilon_{ij}} \quad (A12)
\]

\[
\zeta = \alpha I_1 + \frac{1}{M} P_f + \frac{\partial H}{\partial \epsilon_{ij}} \delta_{ij}, \quad (A13)
\]

where \( \lambda \) is a Lamé constant, \( \alpha \) is a coupling constant, \( G \) is the shear modulus, and \( H \) is a function of the three invariants \( I_1, I_2, \) and \( I_3, \)

\[
H(I_1, I_2, I_3) = \frac{D}{3} I_1^2 + (F - D)(I_1 I_2 - 3I_3), \quad (A14)
\]

and the coefficients \( D \) and \( F \) characterize the nonlinear behavior of the porous solid. This approach of Biot [1973] and Bemer et al. [2001] was formulated for a semilinear solid in which the solid constituents of the porous medium deform linearly while the material as a whole may deform nonlinearly. The idea is that the solid grains behave in a linear elastic manner, but the rock as a whole, containing microcracks and interacting grains, behaves elastically but not linearly. A similar representation of the constitutive laws for a fluid saturated porous rock in terms of invariants was presented by Morland [1972], although the approach was based upon mixture theory.

The stress-strain and fluid volume–strain relationships (A10) and (A11) can also be used to represent strain- and pressure-dependent moduli. Such moduli are useful for modeling the behavior of soils, granular material, and fractured material [Nelson and Baron, 1971]. For example, one may have define a bulk modulus that depends upon the trace of the strain tensor, related to the mean strain, via

\[
K = K_0 + K_1 I_1 + K_2 I_1^2 \quad (A15)
\]

or a bulk modulus that depends upon the effective pressure \( P \) [Nelson and Baron, 1971],

\[
K = K_0 + K_1 P + K_2 P^2. \quad (A16)
\]

In this paper I will primarily be interested in the injection of fluid, possibly at high pressures, into a porous medium. I shall assume that the pressure changes are sufficient to change the characteristics of the porous material, particularly the flow properties. Furthermore, I assume that the overburden stress on the material is primarily due to the weight of the overlying material and thus does not change significantly. Also, the strain within the porous material is taken to be so small that it does not significantly alter the mechanical or flow properties of the rock. Thus, I begin with the expressions (A10) and (A11) of the form

\[
\sigma_{ij} = T_0(I_1, P_f) \delta_{ij} + T_1(P_f) \epsilon_{ij} \quad (A17)
\]

\[
\zeta = V_0(P_f) + V_1(P_f) I_1, \quad (A18)
\]

where I have used the fact that \( I_1 = \epsilon_{ii} = \epsilon_{ij} \delta_{ij}. \) The strains are assumed to be small enough so that product terms may be neglected and the strain tensor may be represented by the infinitesimal strain tensor [Eringen, 1962, p. 16]

\[
\epsilon = \frac{1}{2} (\nabla \mathbf{u} + (\nabla \mathbf{u})^T). \quad (A19)
\]

The invariant \( I_1, \) the trace of the strain tensor \( \epsilon, \) is given by

\[
I_1 = \epsilon_{ii} + \epsilon_{22} + \epsilon_{33} = \text{tr}(\epsilon) = \nabla \cdot \mathbf{u}, \quad (A20)
\]

so that I can write equations (A17) and (A18) as

\[
\sigma_{ij} = T_0(\nabla \cdot \mathbf{u}, P_f) \delta_{ij} + T_1(P_f) \epsilon_{ij} \quad (A21)
\]

\[
\zeta = V_0(P_f) + V_1(P_f) \nabla \cdot \mathbf{u}. \quad (A22)
\]

In order to express equations (A21) and (A22) in a manner compatible with the work of Biot [1973] and Bemer et al. [2001] and so that they will agree with the expressions for linear poroelastic media, I write them as

\[
\sigma_{ij} = G \left( 2 \epsilon_{ij} - \frac{2}{3} \nabla \cdot \mathbf{u} \delta_{ij} \right) - \varphi_n \nabla \cdot \mathbf{u} \delta_{ij} - \alpha_n P_f \delta_{ij} \quad (A23)
\]

\[
\zeta = \varphi_n P_f + \alpha_n \nabla \cdot \mathbf{u}. \quad (A24)
\]

Defining the tensor

\[
\Sigma = \nabla \mathbf{u} + (\nabla \mathbf{u})^T - \frac{2}{3} \nabla \cdot \mathbf{u} \mathbf{I} \quad (A25)
\]

and making use of equation (A19), I can write equations (A23) and (A24) in the form

\[
\sigma = G \Sigma - \varphi_n \nabla \cdot \mathbf{u} \mathbf{I} - \alpha_n P_f \mathbf{I} \quad (A26)
\]

\[
\nabla \cdot \mathbf{w} = -\varphi_n P_f - \alpha_n \nabla \cdot \mathbf{u}, \quad (A27)
\]

where I have made use of the fact that the increment of fluid content may be written as

\[
\zeta = -\nabla \cdot \mathbf{w}. \quad (A28) \]
where $w$ is the fluid displacement relative to the displacement of the solid matrix:

$$w = \phi(u_f - u),$$

where $u_f$ is the fluid displacement vector and $\phi$ is the porosity [Pride, 2005]. Note that the coefficients in equations (A26) and (A27), $G$, $\varphi_m$, $\alpha_w$, $\alpha_m$ and $\alpha_m$ may be functions of the fluid pressure $P_f$ and functions of spatial position.

Using the expression

$$P_f = -C \nabla \cdot u - M \nabla \cdot w$$

from Pride [2005], I can relate the coefficients $\varphi_m$ and $\alpha_m$ to Biot’s [1962] $C$ modulus and the fluid storage coefficient $M$ which represents how much fluid can accumulate when the fluid pressure changes at a constant sample size. Solving equation (A30) for $\nabla \cdot w$ gives

$$\nabla \cdot w = -\frac{1}{M} P_f - \frac{C}{M} \nabla \cdot u.$$  \hspace{1cm} (A31)

and so

$$\varphi_m = \frac{1}{M}$$

(A32)

$$\alpha_m = \frac{C}{M}$$

(A33)

Another expression from Pride [2005] gives the stress tensor as

$$\sigma = G \Sigma + K_u \nabla \cdot u I + C \nabla \cdot w I.$$  \hspace{1cm} (A34)

Using equation (A30) this expression may be written in terms of $\nabla \cdot u$ and $P_f$:

$$\sigma = G \Sigma + \left(K_u - \frac{C^2}{M}\right) \nabla \cdot u I - \frac{C}{M} P_f I,$$

given $\alpha_m = C/M$, as before, and

$$\varphi_u = \frac{C^2}{M} - K_u,$$

(A36)

where $K_u$ is the undrained bulk modulus. Thus, the quantities given above may be interpreted in terms of existing poreoelastic coefficients.

In addition to the parameters associated with stress-strain, fluid mass, and pressure constitutive equations, there are also flow properties, such as the porosity $\phi$ and permeability $k$, associated with a porous medium. These properties are typically measured in the laboratory, when they are available, and fit in some empirical fashion. However, expressions may be obtained from conceptual models such as analytic fracture models [Witherspoon et al., 1980].

### A2. Fluid Properties

Typically, the fluid properties are determined in the laboratory and are much better characterized than are the properties of the porous rock. For example, in the applications I shall consider a situation in which water injected into a pressure sensitive rock. Because of its importance in many processes, the physical properties of water are extremely well known and there is a generally accepted equation of state for the density as a function of pressure [Bear 1972, p. 38; de Marsily, 1986, p. 40].

$$\rho = \rho_0 \exp \beta (P_f - P_0).$$

Other fluids and fluid mixtures can behave differently, for example supercritical carbon dioxide can act much like a gas. There are also accurate tabulations of the viscosity of water and other fluids as functions of temperature and pressure [de Marsily, 1986, p. 414].

### Appendix B: An Asymptotic Analysis of the Governing Equations

The governing equations (11) and (12) are rather formidable, with pressure-dependent and spatially varying coefficients, nonlinear terms, and coupled dependent variables. If one is to make progress and gain some insight, one must simplify the system of equations in some manner. As noted above, because I am interested in the inverse problem in which I estimate the large-scale variation of properties, one possible simplifying assumption is that the medium is smoothly varying. That is, away from boundaries, such as faults and layering, the material properties vary in a smooth fashion. Specifically, the length scale of the heterogeneity of the medium, denoted by $L$ is much larger than the length scale, $l$, of the propagating disturbances that I am modeling. So I can define a scale parameter $\varepsilon = l/L \ll 1$ and define “slow” spatial and temporal coordinates

$$X = \varepsilon x,$$  \hspace{1cm} (B1)

$$T = \varepsilon t,$$  \hspace{1cm} (B2)

respectively. The first step in such an analysis entails writing the governing equations (11) and (12) in the slow coordinate system. To do this I formulate the differential operators in terms of the new coordinates. Thus, the time derivative becomes

$$\frac{\partial \rho}{\partial T} = \varepsilon \frac{\partial \rho}{\partial T} + \frac{\partial \rho}{\partial \varepsilon} \frac{\partial \varepsilon}{\partial T}.$$  \hspace{1cm} (B3)

The differential operators in the governing equations may be written in terms of the slow variable $X$ by noting that

$$\frac{\partial u}{\partial \varepsilon} = \varepsilon \frac{\partial u}{\partial X} + \frac{\partial \varepsilon}{\partial X} \frac{\partial u}{\partial \varepsilon}.$$  \hspace{1cm} (B4)

Hence, making use of equation (B1) I can write the gradient operators as

$$\nabla u = \varepsilon \nabla X u + \nabla \varepsilon \frac{\partial u}{\partial \varepsilon}.$$  \hspace{1cm} (B5)
\[ \nabla \cdot \mathbf{u} = \varepsilon \nabla_x \cdot \mathbf{u} + \nabla \varphi \cdot \frac{\partial \mathbf{u}}{\partial \theta}, \]  

(B6)

where \( \nabla_x \) denotes the gradient with respect to the components of the slow variable \( \mathbf{X} \). In the derivation that follows I shall suppress the \( X \) subscript on the differential operator \( \nabla \).

B1. Analysis of the First Governing Equation

[62] I begin with the first of the two governing equations, equation (11)

\[ \nabla \cdot \nabla \Sigma \cdot \Sigma + \gamma_p \nabla P \cdot \Sigma - \eta \nabla \varphi \cdot \mathbf{u} \]

\[ - \kappa_u \nabla P \nabla \cdot \mathbf{u} - \chi_u \nabla \cdot \mathbf{u} - \eta \nabla \alpha P - \chi_p \nabla P = 0. \]  

(B7)

Writing equation (B7) in slow coordinates, transforming the derivatives,

\[ \left( \varepsilon \nabla \cdot \nabla \theta_u \cdot \frac{\partial \Sigma}{\partial \theta_u} \right) + \varepsilon \nabla \varphi \cdot \mathbf{u} + \nabla \theta_u \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} - \kappa_u \left( \nabla P + \nabla \theta_p \cdot \frac{\partial P}{\partial \theta_p} \right) = \Sigma \]

\[ - \varepsilon \nabla \varphi \cdot \left( \nabla \cdot \mathbf{u} + \nabla \theta_u \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} \right) - \chi_u \left( \nabla \cdot \mathbf{u} + \nabla \theta_u \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} \right) \]

\[ - \nabla \theta_u \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} - \nabla \varphi \cdot \mathbf{u} - \chi_p \left( \nabla P + \nabla \theta_p \cdot \frac{\partial P}{\partial \theta_p} \right) = 0. \]  

(B8)

Because I am assuming that \( \varepsilon \) is small, all terms of order \( \varepsilon^0 \) and higher are neglected, leaving terms of order \( \varepsilon \) as:

\[ \nabla \theta_u \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} + \gamma_p \nabla \theta_p \cdot \Sigma \frac{\partial P}{\partial \theta_p} \]

\[ - \kappa_u \nabla P \frac{\partial P}{\partial \theta_p} \nabla \theta_u \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} - \chi_u \nabla \cdot \mathbf{u} \frac{\partial \mathbf{u}}{\partial \theta_u} - \chi_p \left( \nabla P + \nabla \theta_p \frac{\partial P}{\partial \theta_p} \right) = 0. \]  

(B9)

Using the fact that \( \Sigma = \nabla \mathbf{u} + \nabla \mathbf{u}^T - \frac{2}{3} \nabla \cdot \mathbf{u} \mathbf{1} \), writing the differential operators in slow coordinates, and neglecting terms of order greater than zero gives

\[ \nabla \theta_u \cdot \left[ \nabla \theta_u \mathbf{u} + \nabla \theta_u \mathbf{u}^T - \frac{2}{3} \mathbf{1} \nabla \theta_u \cdot \mathbf{u} \right] \]

\[ + \gamma_p \frac{\partial P}{\partial \theta_p} \nabla \theta_p \left[ \nabla \theta_u \frac{\partial \mathbf{u}}{\partial \theta_u} + \nabla \theta_u \frac{\partial \mathbf{u}}{\partial \theta_u} - \frac{2}{3} \mathbf{1} \nabla \theta_u \frac{\partial \mathbf{u}}{\partial \theta_u} \right] \]

\[ - \kappa_u \nabla P \frac{\partial P}{\partial \theta_p} \nabla \theta_u \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} - \chi_u \nabla \cdot \mathbf{u} \frac{\partial \mathbf{u}}{\partial \theta_u} - \chi_p \left( \nabla P + \nabla \theta_p \frac{\partial P}{\partial \theta_p} \right) = 0. \]  

(B10)

This expression can be written more compactly if one defines the phase gradient vectors

\[ \mathbf{p} = \nabla \theta_p \]  

(B11)

Further more, because of the specific form chosen for the asymptotic expansion, equation (24) or (25), in particular the functional dependence of the solution on the phase terms \( \theta_p \) and \( \theta_u \), the partial derivatives are given by

\[ \frac{\partial P}{\partial \theta_p} = P - P_b = \bar{P} \]  

(B13)

\[ \frac{\partial \mathbf{u}}{\partial \theta_u} = \mathbf{u} - \mathbf{u}_b = \bar{\mathbf{U}}, \]  

(B14)

and similarly for higher-order derivatives.

[63] Substituting these definitions into equation (B10) gives

\[ \mathbf{s} \cdot \left[ \mathbf{s} \mathbf{U} + \bar{\mathbf{U}} - \frac{2}{3} \mathbf{I} \cdot \mathbf{U} \right] + \gamma_p \bar{P} \cdot \left[ \mathbf{p} \cdot \mathbf{U} + \bar{\mathbf{U}} \mathbf{p} - \frac{2}{3} \left( \mathbf{s} \cdot \mathbf{U} \right) \mathbf{p} \right] \]

\[ - \kappa_u \bar{P} \mathbf{s} \cdot \mathbf{U} - \chi_u \mathbf{s} \cdot \bar{\mathbf{U}} - \chi_p \bar{P} \mathbf{p} = 0. \]  

(B15)

or, carrying out the dot products,

\[ \left[ \frac{\varepsilon}{2} \mathbf{U} + \frac{1}{3} \left( \mathbf{s} \cdot \mathbf{U} \right) \mathbf{U} \right] + \gamma_p \bar{P} \left[ \mathbf{p} \cdot \mathbf{U} + \bar{\mathbf{U}} \mathbf{p} - \frac{2}{3} \left( \mathbf{s} \cdot \mathbf{U} \right) \mathbf{p} \right] \]

\[ - \kappa_u \bar{P} \mathbf{s} \cdot \mathbf{U} - \chi_u \mathbf{s} \cdot \bar{\mathbf{U}} - \chi_p \bar{P} \mathbf{p} = 0. \]  

(B16)

B2. Analysis of the Second Governing Equation

[64] Now consider equation (12), the governing equation associated with the fluid diffusion,

\[ \alpha_p \frac{\partial \mathbf{u}}{\partial t} + \alpha_u \left( \nabla \cdot \mathbf{u} \right) \frac{\partial \mathbf{u}}{\partial t} + \alpha \frac{\partial \mathbf{u}}{\partial t} \cdot \frac{\partial \mathbf{u}}{\partial \theta} = \frac{1}{\mu} \nabla k \cdot \nabla P \]

\[ - \beta_p \nabla P \cdot \nabla \mathbf{u} - \gamma \nabla \mathbf{u} \cdot \mathbf{g} - \frac{1}{\mu} \nabla k \cdot \mathbf{g} - \frac{k}{\mu} \nabla \cdot \nabla P = 0. \]  

(B17)

Writing this equation in slow coordinates, expanding the derivatives, gives

\[ \alpha_p \left( \frac{\partial \mathbf{u}}{\partial t} + \frac{\partial \mathbf{u}}{\partial t} \cdot \frac{\partial \mathbf{u}}{\partial \theta_p} \right) + \alpha_u \left( \nabla \cdot \mathbf{u} \right) \frac{\partial \mathbf{u}}{\partial t} + \alpha \frac{\partial \mathbf{u}}{\partial t} \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} \]

\[ + \alpha \frac{\partial \mathbf{u}}{\partial t} \cdot \frac{\partial \mathbf{u}}{\partial \theta_u} = \frac{1}{\mu} \nabla k \cdot \nabla P \]

\[ - \beta_p \nabla P \cdot \nabla \mathbf{u} - \gamma \nabla \mathbf{u} \cdot \mathbf{g} - \frac{1}{\mu} \nabla k \cdot \mathbf{g} - \frac{k}{\mu} \nabla \cdot \nabla P = 0. \]  

(B18)
Retaining only terms of order $\mathcal{O}(\varepsilon^0) \sim 1$ results in
\[
\alpha_p \frac{\partial \theta_p}{\partial t} - \alpha_q \frac{\partial \theta_q}{\partial t} + \frac{\partial}{\partial \theta_p} \left( \frac{\partial P}{\partial \theta_p} \right) \cdot \nabla \theta_p + \gamma \frac{\partial P}{\partial \theta_p} \cdot \nabla \theta_p - \beta_p \left( \frac{\partial P}{\partial \theta_p} \right)^2 - \beta_p \frac{k}{\mu} \left( \frac{\partial \theta_p}{\partial t} \right)^2 = 0.
\]

(B19)

Using the notation for the gradient vectors $\mathbf{p}$ and $\mathbf{s}$, as defined in (B11) and (B12), respectively, I can rewrite equation (B19) more compactly. Similarly, I can substitute $\dot{P}$ and $\dot{U}$ for the partial derivatives of $P$ and $\mathbf{u}$ with respect to the phase variables $\theta_p$ and $\theta_q$, as in equations (B13) and (B14). Thus, equation (B19) can be written as
\[
\alpha_p \frac{\partial \theta_p}{\partial t} + \gamma \frac{\partial P}{\partial \theta_p} \cdot \nabla \theta_p - \beta_p \frac{k}{\mu} \left( \frac{\partial \theta_p}{\partial t} \right)^2 = 0.
\]

(B20)
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