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Uncertainty quantification seeks to provide a quantitative means to understand complex systems that are impacted by uncertainty in their parameters. The polynomial chaos method is a computational approach to solve stochastic partial differential equations (SPDE) by projecting the solution onto a space of orthogonal polynomials of the stochastic variables and solving for the deterministic coefficients. Polynomial chaos can be more efficient than Monte Carlo methods when the number of stochastic variables is low, and the integration time is not too large. When performing long-term integration, however, achieving accurate solutions often requires the space of polynomial functions to become unacceptably
large. This dissertation presents an alternative approach, where sets of empirical basis functions are constructed by examining the behavior of the solution for fixed values of the random variables. The empirical basis functions are evolved over time, which means that the total number can be kept small, even when performing long-term integration. We introduce this method of empirical chaos expansion, and apply it to a number of model equations, demonstrating that the computational time scales linearly with the final integration time. That is not the case for polynomial chaos in general, since achieving accuracy for long-term integration usually requires larger polynomial bases, causing a nonlinear scaling with the final integration time. We also present an analytical method that uses the dynamics of the SPDE to predict the evolution of the empirical basis functions and demonstrate how it can be applied to evolve the empirical basis functions without needing to resample realizations of the original SPDE.
Chapter 1

Introduction
1.1 Introduction

Consider the stochastic initial boundary value partial differential equation (SPDE) model problem:

\[ u_t(x,t,\xi) = L(u, x, t, \xi), \]  

where \( x \) is a spatial variable, \( t \) is time, \( \xi \) is a random variable with known distribution on probability space \( \Omega \), and \( L \) is a linear or nonlinear differential operator. SPDEs are used to model systems that contain small scale stochastic components along with large scale deterministic components. Frequently the deterministic components arise from governing physics, while the stochastic components are due to measurement errors or some other form of underlying uncertainty. Assuming that the distribution of the stochastic variables is known, we wish to determine information about the distribution of the solution \( u \). SPDEs have frequently demonstrated their use in modeling physical phenomena such as wave propagation [61, 38], diffusion [63, 62, 32], Burgers and Navier-Stokes equations with random forcing [4, 78, 80, 79, 51, 12, 10, 13, 69, 68], multivariable predictive control [54, 46, 47, 48], and chemical reactors with uncertainties [74].

1.1.1 Polynomial Chaos

The original polynomial chaos formulation was introduced by Wiener [81, 82], who used Hermite polynomial functionals to model a Gaussian random process. Polynomial chaos methods begin by choosing a space of polynomial functions that are orthonormal with respect to the distribution of the random variable \( \xi \). Such polynomial spaces are known for standard distributions. If we let \( \{P_i\}_{i=1}^{\infty} \) be the orthogonal polynomial basis functions, then
we can project the solution $u$ onto the basis functions as:

$$\hat{u}^i(x,t) = \langle u, P_i \rangle := \int_\Omega u(x,t,\xi)P_i(\xi) d\mu,$$

where $\mu$ is the measure of the probability space $\Omega$. We can then represent the solution $u$ as:

$$u(x,t,\xi) = \sum_{i=1}^{\infty} \hat{u}^i(x,t)P_i(\xi), \quad (1.2)$$

If the coefficients $\hat{u}^i(x,t)$ were known, then (1.2) would be an exact representation of the true solution. Since the initial conditions are known, they can be projected onto the basis functions to get initial values for the $\hat{u}^i(x,t)$ functions. The expansion (1.2) can then be substituted into the original model problem (1.1) to obtain:

$$\sum_{i=1}^{\infty} \hat{u}^i(x,t)P_i(\xi) = L \left( \sum_{i=1}^{\infty} \hat{u}^i(x,t)P_i(\xi), x, t, \xi \right).$$

We can then multiply by a test function $P_j$ and take an expectation over $\Omega$ to get:

$$\sum_{i=1}^{\infty} \hat{u}^i(x,t)P_i(\xi)P_j(\xi) = L \left( \sum_{i=1}^{\infty} \hat{u}^i(x,t)P_i(\xi), x, t, \xi \right)P_j(\xi)$$

$$\Rightarrow E \left[ \sum_{i=1}^{\infty} \hat{u}^i(x,t)P_i(\xi)P_j(\xi) \right] = E \left[ L \left( \sum_{i=1}^{\infty} \hat{u}^i(x,t)P_i(\xi), x, t, \xi \right) P_j(\xi) \right]$$

$$\Rightarrow \hat{u}^j(x,t) = E \left[ L \left( \sum_{i=1}^{\infty} \hat{u}^i(x,t)P_i(\xi), x, t, \xi \right) P_j(\xi) \right],$$

where the expectation on the left side simplified due to the $P_i$’s being orthonormal. We can
then truncate the infinite expansion on the right hand side at some finite value \( N \), to get:

\[
\hat{u}_j(t, x, t) = E \left[ L \left( \sum_{i=1}^{N} \hat{u}_i(x, t) P_i(\xi), x, t, \xi \right) \right] P_j(\xi), \quad 1 \leq j \leq N. \tag{1.3}
\]

In practice the right hand side can usually be simplified as well, but it depends on the form of the differential operator \( L \). This results in a system of coupled deterministic differential equations for the unknown \( \hat{u}_i \)'s. Solving the system will give an approximation of the true solution \( u \). This is known as the stochastic Galerkin method [26].

A result by Cameron and Martin [6] established that the series (1.2) converges strongly to \( L_2 \) functionals, which implies that the series converges for stochastic processes with finite second moments. The work in [26] coupled the Hermite polynomial expansions with finite element methods for solving SPDEs, and the method was applied to model uncertainty in a variety of physical systems [24, 71, 89, 14], and a number of papers were written on the convergence properties [49, 8, 60, 20] of polynomial chaos methods for various SPDEs. An extension by Xiu and Karniadakis [88] proposed the use of orthogonal polynomials in the Askey scheme [1] for a variety of other random variable distributions, including uniform and beta distributions. The work also established the same strong convergence results that held for Hermite polynomial expansions of normal random variables. This method is known as generalized polynomial chaos (gPC), and an overview is provided in [85]. gPC methods have been applied to a variety of problems in uncertainty quantification, including problems in fluid dynamics and solid mechanics [87, 90, 91, 66, 15, 45, 42].

Since their introduction, two well-known issues have become apparent with the gPC method. First, if the number of random variables is too large, then the resulting stochastic Galerkin system becomes too expensive to solve, and Monte Carlo methods outperform gPC methods [75, 27]. This is the curse of dimensionality, and in this case is due to the
need to introduce multidimensional polynomials, one dimension for each random variable. Including even modest orders of high dimensional polynomial functions can quickly become prohibitively expensive. Methods have been proposed to limit the growth rate, including sparse truncation [29] that selectively eliminates high order polynomials, modifications of stochastic collocation methods [16], multi-element gPC expansions [75, 76, 21], and model reduction to project a high dimensional random space onto a lower dimensional one while still preserving important dynamics [15, 25, 58, 59]. While these methods slow the curse of dimensionality, none of them entirely eliminate it, and for systems with a high number of random variables it is more efficient to turn to Monte Carlo methods, which have a convergence rate independent of the dimension of the random space.

The second issue with the gPC method is that in order to accurately approximate a solution with unsteady dynamics over a long time interval, a large number of basis functions must be used (i.e. we must choose a large value for \( N \) in equation (1.3)) [27, 53, 29]. This is not particularly surprising, but it is problematic since the amount of work does not scale linearly with the order of the polynomial basis functions; this issue becomes particularly troublesome as the number of random variables increases. While multi-element gPC expansions [75, 76] have been suggested as an option, they do not entirely solve this issue. Another approach is the time-dependent polynomial chaos method [23, 28], which integrates for a short period of time, then treats the solution as a new random variable and attempts to numerically derive an orthogonal polynomial basis for the new random variable.

1.1.2 General Basis

The above results can be extended in a straightforward manner to non-orthonormal bases as well. Consider any set of functions \( \{ \Psi_i \}_{i=1}^{\infty} \) that form a basis for \( L^2(\Omega) \), but are not
necessarily orthonormal. Then there exist coefficients $\hat{u}^i(x,t)$ such that:

$$u(x,t,\xi) = \sum_{i=1}^{\infty} \hat{u}^i(x,t)\Psi^i(\xi),$$

which implies that:

$$\langle u,\Psi^i \rangle = \langle \sum_{j=1}^{\infty} \hat{u}^j\Psi^j,\Psi^i \rangle = \sum_{j=1}^{\infty} \hat{u}^j \langle \Psi^j,\Psi^i \rangle.$$

If we let:

$$A_{ji} = \langle \Psi^j,\Psi^i \rangle, \quad \hat{u} = \begin{pmatrix} \hat{u}^1 \\ \hat{u}^2 \\ \vdots \end{pmatrix}, \quad \text{and} \quad f = \begin{pmatrix} \langle u,\Psi^1 \rangle \\ \langle u,\Psi^2 \rangle \\ \vdots \end{pmatrix},$$

then we can write the above system as:

$$A\hat{u} = f,$$

(1.4)

where the $\hat{u}$ vector is unknown, and the $A$ and $f$ matrices can be computed by inner products (if $u$ is known). Since the model problem is an initial boundary value problem we can compute the initial values for the $\hat{u}$'s. Just like with standard polynomial chaos we can derive a stochastic Galerkin method by substituting the expansion into the model.
problem (1.1), multiplying by a test function $\Psi^j$, and taking an expectation over $\Omega$:

\[
\sum_{i=1}^{\infty} \hat{u}_i(x,t)\Psi^i(\xi)\Psi^j(\xi) = L \left( \sum_{i=1}^{\infty} \hat{u}_i(x,t)\Psi^i(\xi), x, t, \xi \right) \Psi^j(\xi)
\]

\[
\implies E \left[ \sum_{i=1}^{\infty} \hat{u}_i(x,t)\Psi^i(\xi)\Psi^j(\xi) \right] = E \left[ L \left( \sum_{i=1}^{\infty} \hat{u}_i(x,t)\Psi^i(\xi), x, t, \xi \right) \Psi^j(\xi) \right].
\]

If we truncate the expansion at finite value $N$ we get:

\[
E \left[ \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi)\Psi^j(\xi) \right] = E \left[ L \left( \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi), x, t, \xi \right) \Psi^j(\xi) \right].
\] (1.5)

Now if we let:

\[
\tilde{A}_{ji} = \langle \Psi^j, \Psi^i \rangle, \quad \hat{u} = \begin{pmatrix} \hat{u}^1 \\ \hat{u}^2 \\ \vdots \\ \hat{u}^N \end{pmatrix}, \quad \text{and} \quad b_j = E \left[ L \left( \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi), x, t, \xi \right) \Psi^j(\xi) \right],
\]

then we get the system

\[
\tilde{A}\hat{u}_t = b,
\] (1.6)

which is a deterministic differential algebraic equation (DAE) whose solution is the values of the unknown $\hat{u}^i$ coefficients.
1.1.3 Conversion Between Bases

Assume we have two distinct bases \( \{ \Psi^i \}_{i=1}^{\infty} \) and \( \{ \Phi^j \}_{j=1}^{\infty} \) for \( L^2(\Omega) \), such that:

\[
\begin{align*}
    u(x,t,\xi) &= \sum_{i=1}^{\infty} \hat{u}^i_{\Phi}(x,t) \Phi^i(\xi), \quad \text{and} \\
    u(x,t,\xi) &= \sum_{i=1}^{\infty} \hat{u}^i_{\Psi}(x,t) \Psi^i(\xi).
\end{align*}
\]

Then if we know the values of \( \hat{u}^i_{\Psi} \), we can compute the values of \( \hat{u}^i_{\Phi} \) with a standard change of basis operation:

\[
\langle u, \Phi^j \rangle = \sum_{i=1}^{\infty} \langle \hat{u}^i_{\Psi}(x,t) \Psi^i, \Phi^j \rangle
\]

\[
= \sum_{i=1}^{\infty} \hat{u}^i_{\Psi}(x,t) \langle \Psi^i, \Phi^j \rangle.
\]

Letting

\[
M_{ji} = \langle \Psi^i, \Phi^j \rangle \quad \text{and} \quad b_j = \langle u, \Phi^j \rangle
\]

implies that

\[
b = M \hat{u}_{\Psi}. \tag{1.7}
\]

The right hand side is a straightforward computation since \( \hat{u}_{\Psi} \) is known, and we can use equation (1.4) to compute the values of the \( \hat{u}_{\Phi} \) coefficients.

The same computation will work when the two bases are finite dimensional instead of infinite dimensional. If the bases are instead: \( \{ \Psi^i \}_{i=1}^{N} \) and \( \{ \Phi^j \}_{j=1}^{M} \), then we can project
$u(x,t,\xi)$ onto the first and second bases:

$$u(x,t,\xi) \approx \tilde{u}_\Phi(x,t,\xi) := \sum_{i=1}^{N} \hat{u}_\Phi^i(x,t)\Phi^i(\xi)$$

$$u(x,t,\xi) \approx \tilde{u}_\Psi(x,t,\xi) := \sum_{i=1}^{M} \hat{u}_\Psi^i(x,t)\Psi^i(\xi).$$

If we know the values of the $\hat{u}_\Psi^i$ coefficients, then we can compute an approximation of the $\hat{u}_\Phi^i$ coefficients with the same change of basis operation as in the infinite dimensional case:

$$\langle u, \Phi^i \rangle \approx \sum_{i=1}^{N} \langle \tilde{u}_\Phi(x,t)\Phi^i(\xi) , \Phi^j \rangle$$

$$= \sum_{i=1}^{N} \hat{u}_\Phi^i(x,t) \langle \Phi^i(\xi) , \Phi^j \rangle$$

Letting

$$M_{ji} = \langle \Psi^i, \Phi^j \rangle \quad \text{and} \quad b_j = \langle u, \Phi^j \rangle$$

implies that

$$b = M\hat{u}_\Psi.$$ 

As we know the values of the $\hat{u}_\Psi$ coefficients, the right hand side can again be computed and we may use equation (1.4) to compute an approximation to the values of the $\hat{u}_\Phi$ coefficients. Note that the operations described above first project $u$ onto the subspace spanned by $\{\Psi^j\}$, and then project that projection onto the subspace spanned by $\{\Phi^i\}$. 
Chapter 2

Empirical Chaos Expansion
2.1 Empirical Bases

We now seek to resolve the issue of long-term integration for gPC methods, using the following general approach.

First, come up with a finite and small set of basis functions that result in a low projection error over a short time interval (say \(0 \leq t \leq \tau_0\)). Then, perform a stochastic Galerkin method via equation (1.5) in order to approximate the solution up to time \(\tau\). This will give values for the \(\hat{u}^i\) coefficients. Now, come up with a different set of basis functions that result in a low projection error over the short time interval \(\tau_0 \leq t \leq \tau_1\). We can use the previous solution at \(\tau_0\) as the initial condition, and calculate the initial values of the \(\hat{u}^i\)’s in the new basis by equation (1.7). We can then perform another stochastic Galerkin method over the new basis to compute the solution up to time \(\tau_1\). Continuing this process iteratively will allow us to compute the solution out to a long time \(t\) with a low error, and at each individual step we will only be dealing with a relatively small basis.

The principal issue, then, is determining a subspace spanned by a small number of basis functions for each interval \(\tau_i \leq t \leq \tau_{i+1}\), such that the solution \(u\) will have a low projection error in the subspace. Once we have such a set of basis functions for each time interval, then we can follow the approach outlined above to solve the SPDE on a relatively small set of basis functions.

The work of [23] makes a similar attempt, but relies on integrating the solution to a small time in the future, and then treating the solution as a new random variable that must be added to the gPC expansion before integrating out to a later time. This entails numerically deriving a new set of orthogonal polynomial basis functions that are inferred from the numerical probability distribution of the solution. In this dissertation we present an alternate approach, where we no longer require the basis functions to be orthonormal, and
instead use techniques of model reduction to construct an empirically optimal set of basis functions at each given timestep.

### 2.1.1 Sampling Trajectories

Consider fixing a single point in space $x_0$ and time $t_0$, and then examining how the function $u(x_0, t_0, \xi)$ varies in $\xi$. This will give a single trajectory of the solution as a function of the random variable $\xi$. If we examine many such trajectories then it is reasonable to assume that a good subspace into which to project the solution should have a low projection error for most or all of the trajectories.

We can find such trajectories by choosing a set of fixed values for $\xi$ (call them $\{\xi_k\}_{k=1}^{K}$), and then solving the resulting deterministic PDE for each $\xi_k$, much like Monte Carlo methods. The difference, however, is that Monte Carlo methods require solving the PDE for an extremely large number of values of $\xi$ before they converge, and we sample a much smaller number of trajectories. Once we know the solutions for each of the values of $\{\xi_k\}$, we can construct the following matrix, assuming that we have discretized space and time into the set of points $\{(x_i, t_j)\}_{(i,j)=(1,1)}^{(M,N)}$:

\[
T = \begin{pmatrix}
  u(x_1, t_1, \xi_1) & u(x_1, t_1, \xi_2) & \ldots & u(x_1, t_1, \xi_K) \\
  u(x_1, t_2, \xi_1) & u(x_1, t_2, \xi_2) & \ldots & u(x_1, t_2, \xi_K) \\
  \vdots & \vdots & \ddots & \vdots \\
  u(x_1, t_N, \xi_1) & u(x_1, t_N, \xi_2) & \ldots & u(x_1, t_N, \xi_K) \\
  u(x_2, t_1, \xi_1) & u(x_2, t_1, \xi_2) & \ldots & u(x_2, t_1, \xi_K) \\
  \vdots & \vdots & \ddots & \vdots \\
  u(x_M, t_N, \xi_1) & u(x_M, t_N, \xi_2) & \ldots & u(x_M, t_N, \xi_K)
\end{pmatrix}
\]
Each row of the matrix $T$ represents a discrete trajectory of the solution as a function of the random variable $\xi$. Note that in general this matrix will have far more rows than columns. We now seek a (hopefully small) set of basis functions in $\xi$ that will result in a low projection error for each of the rows of $T$. The motivating assumption is that such a set of basis functions will also result in a low projection error for the true solution $u(x,t,\xi)$.

### 2.1.2 Model Reduction

The field of model reduction focuses primarily on effective methods to solve problems that exist in very high dimensional spaces by constructing a lower dimensional space, projecting from the high dimensional space onto the lower dimensional space, and solving the problem on the lower dimensional space. A key concern is choosing the lower dimensional space in such a way that the important dynamics of the system are retained [56]. A low dimensional space with a high projection error is useless. One of the classic problems is to efficiently solve a linear dynamical system that is both observable and controllable [73]:

\[
x_t = Ax + Bu
\]

\[
y = Cx,
\]

where $x \in \mathbb{R}^n$ is a state space vector in a very high dimensional space, $A \in \mathbb{R}^{n \times n}$ is a constant matrix, $B \in \mathbb{R}^{n \times k}$ is a constant matrix, $u \in \mathbb{R}^k$ is a control vector whose value can be changed at different points in time, $C \in \mathbb{R}^{m \times n}$ is a constant matrix, and $y$ is the observation vector. In many dynamical systems the full state cannot be directly observed, only part of it, and that is what $y$ represents. The problem cannot be effectively solved due to the high dimension of the space that the vector $x$ resides in. A standard and well-studied
task in the field of model reduction is how to construct a subspace of the state space that \( x \) resides in such that the projection error is low. In this specific case a low projection error would mean that if we solve the original problem on the lower dimensional subspace with the same initial conditions and control input, the observed values \( y \) would have a small error compared to the values of \( y \) if we computed a solution on the full state space. In the SPDEs studied in this work the state space is fully observable, so there is no need for the \( y \) term.

To frame the problem of constructing an empirical basis in terms of model reduction, we have to move slightly away from the standard linear dynamical system model. In the standard model, a trajectory would involve changing values of the \( x \) state space vector through time. In our case, an individual column of the \( T \) matrix in the previous section can be thought of as a single value of the high dimensional state space vector \( x \). Now, however, instead of varying in time, the state space vector varies as a function of the random variable \( \xi \).

In principle we could take every row of the \( T \) matrix, and treat it as an individual basis function of the random variable \( \xi \) by constructing an interpolating function. But since the number of rows will, in general, be extremely large, this is not computationally practical. What we would instead prefer is a small set of vectors such that when we project any individual row vector from the \( T \) matrix onto their span, it has a low projection error. This is effectively a model reduction problem on a fully observable system.

### 2.1.3 Proper Orthogonal Decomposition

Proper Orthogonal Decomposition (POD) is a standard tool in the field of model reduction [7, 37] and is also known as the Karhunen-Loève transform [36, 41], or Principal Component Analysis [65] in the finite dimensional case. It is often used to construct
low dimensional representations of very high dimensional spaces that preserve the most important dynamics [43, 44, 83].

Following the exposition from [43], in the discrete case we have $T$ in $\mathbb{R}^n \times \mathbb{R}^m$ from equation 2.1, where we can view each row of $T$ as a sample from a random vector that takes values in the space $\mathbb{R}^m$. We then seek a set of $k < m$ basis vectors such that the rows of $T$ can be projected with minimum mean square error onto the $k$ basis vectors. The optimization problem can be expressed as:

$$\min_{P_k} E \left[ \|v - P_k v\|^2 \right]$$

where $v$ is a random vector from the space sampled by the rows of $T$, the expectation is over the rows of $T$, $P_k v$ is the projection of $v$ onto the optimal choice of $k$ basis vectors, and the minimization is over all sets of $k$ basis vectors. In practice we can perform a singular value decomposition of the $T$ matrix in order to compute the POD:

$$T = U \Sigma V^T.$$  

Then the first $k$ columns of the right singular matrix $V$ are the set of $k$ basis vectors that minimize the mean square error when we project the $m$ rows of the $T$ matrix onto their span. This will give us a set of $k$ vectors that span a subspace that will result in a low projection error for all of the rows of the $T$ matrix. We can now construct a basis function in $\xi$ for each row of the $V$ matrix by constructing an interpolating function through its values at each of the $\xi_k$ points.
2.1.4 Empirical Chaos Expansion

At this point we can construct a general algorithm to solve the SPDE model problem (1.1) using successive sets of empirical basis functions. We refer to this method as empirical chaos expansion. We begin by choosing a set, \( \{ \xi_k \}_{k=1}^M \), from the range of the random variable \( \xi \). If there were multiple random variables then we would choose a set of random vectors from the product space of the random variables. If we wish to solve the SPDE from time \( t_0 \) to time \( t_f \), then we partition the interval as: \( \{ t_0, \tau_1, \tau_2, \ldots, \tau_{n-1}, t_f \} \). We then solve the deterministic partial differential equation for each fixed value of \( \xi \) in the set \( \{ \xi_k \}_{k=1}^M \), starting at time \( t_0 \) and ending at time \( \tau_1 \). Assuming that the solutions are computed using a finite difference method, we will then have values for the solution \( u(x,t,\xi) \) at a set of points \( (x_i,t_i,\xi_k) \). Fixing a point in space and time then varying the value of \( \xi \), we get a single row of the matrix \( T \) in Section 2.1.1, and we can use the full set of solutions to construct the full \( T \) matrix. We then perform a POD of the \( T \) matrix by computing its singular value decomposition, and choose the first \( N_1 \) columns of the right singular value matrix to be the set of basis functions. In practice \( N_1 \) is chosen so that the \( N_1 + 1 \)st singular value is small relative to the largest singular value. Note that each column of the right singular value matrix can be viewed as a table of values for the basis function at each of the \( \xi \) values from the set \( \{ \xi_k \} \). We could construct an interpolating function for each of the basis column vectors, though it is computationally faster to simply use the values for a numerical quadrature formula. We will refer to the set of empirical basis functions generated for the time interval \( [t_0, \tau_1] \) as \( \{ \Psi^i_1(\xi) \}_{i=1}^{N_1} \), where each \( \Psi^i_1 \) is an individual basis function. For the first time interval \( [t_0, \tau_1] \), we thus approximate the true solution \( u \) as:

\[
u(x,t,\xi) \approx \sum_{i=1}^N \hat{u}^i(x,t) \Psi^i_1(\xi)\]
To determine the initial values of the unknown $\hat{u}^i$ coefficients, we project the initial condition onto each of the basis functions:

$$\hat{u}^i(x, t_0) = \langle u(x, t_0), \Psi^i_1 \rangle.$$ 

The inner product is actually an integral, and since we have a table of values for $\Psi^i_1$, we can compute the inner product using numerical quadrature. Once we have the initial values of the $\hat{u}^i$ coefficients we solve the propagation equation (1.6) for the stochastic Galerkin system for the SPDE, which computes the values of the $\hat{u}^i$ coefficients up to time $\tau_1$. Note that setting up the system for the propagation equation will require us to compute expectations, which we can compute using numerical quadrature.

The solution at the final time $\tau_1$ can be used as the initial condition to compute solutions on the interval $[\tau_1, \tau_2]$. We begin by computing the solution to the deterministic partial differential equation for each fixed value of $\xi$ in the set $\{\xi_k\}^m_{k=1}$, starting at time $\tau_1$ and ending at time $\tau_2$. We now use the computed solutions to construct a new $T$ matrix that has trajectories over the time interval $[\tau_1, \tau_2]$. We then perform a POD of the $T$ matrix by computing its singular value decomposition, and choose the first $N_2$ columns of the right singular value matrix to be the set of basis functions. This gives a set of empirical basis functions $\{\Psi_2^i(\xi)\}^{N_2}_{i=1}$. Although we have values $\hat{u}^i(x, t)$ up to time $\tau_1$, these are the coefficients with respect to the old basis $\{\Psi_1^i(\xi)\}$. We can convert them to coefficients with respect to the new basis $\{\Psi_2^i(\xi)\}$ by following the method described in Section 1.1.3. Recall that applying the method requires us to compute entries of the matrix:

$$M_{ji} = \langle \Psi_1^i, \Psi_2^j \rangle.$$
Again, these inner products can be computed using numerical quadrature. Once we construct the $M$ matrix, we multiply it by the coefficient vector $\hat{u}$ for the old basis and the result is the initial coefficient vector for the new basis. Now the true solution $u$ is approximated as:

$$u(x, t, \xi) \approx \sum_{i=1}^{N} \hat{u}^i(x, t) \Psi_i(\xi),$$

on the interval $[\tau_2, \tau_3]$. Since we only have the values of the $\hat{u}^i$ coefficients at time $\tau_1$, we solve the propagation equation (1.6), which computes the values of the $\hat{u}^i$ coefficients up to time $\tau_2$.

At this point we repeat the procedure in the previous paragraph to generate a new set of empirical basis functions for the interval $[\tau_2, \tau_3]$, project the old coefficients onto the new basis, and solve the new propagation equation to obtain a solution up to time $\tau_3$. This process is then repeated for every timestep until we reach the final integration time.

### 2.1.5 Convergence

Let $u_k^m = \sum_{i=1}^{m} \tilde{u}^i(x, t) \Psi^i(\xi)$ be the approximation to the true solution on a time interval $[\tau_i, \tau_{i+1}]$ constructed through empirical chaos by sampling a discrete set of $k$ trajectories in the space of random variables, $\{\xi_k\}_{i=1}^{k}$. Let $\bar{u}_m^k$ be the projection of the true solution $u$ onto the span of the $k$ trajectories. Note that the projection error at any of the $\xi_k$ points will be zero. Then from the triangle inequality we have:

$$\|u - u^m_k\| \leq \|u - \bar{u}_m^k\| + \|\bar{u}_m^k - u^k_m\|,$$

in some appropriate norm. The error in the first term can be controlled by choosing the set $\{\xi_k\}$ as interpolation nodes and increasing $k$. This follows from applying standard
interpolation theory, assuming sufficient regularity of the solution $u$. The error in the second term is due to POD, where instead of projecting $u$ onto the full span of the trajectories, we project onto a lower dimensional subspace with $m$ basis functions. This error can be controlled by increasing $m$.

**Computational Cost**

In order to fully solve the SPDE at an intermediate timestep $i + 1$ (i.e. any timestep other than the first), we must perform the following operations:

1. Solve the deterministic PDE for each value of $\xi$ in the set $\{\xi_k\}_{k=1}^m$. If solving a single instance of the deterministic PDE takes time $O(n)$, then this operation will take time $O(mn)$. However, it is trivial to parallelize this operation which can dramatically reduce the computational time.

2. Compute the POD of the $T$ matrix by computing its singular value decomposition. The $T$ matrix will always have $m$ columns, but the number of rows depends on the number of finite difference grid points and is almost always much larger than $m$. Since we only need the right singular values, which will be an $m \times m$ matrix, we can reduce the cost of the SVD operation by only computing the singular value matrix $\sigma$, and the right singular value matrix $V$.

3. Project the old $\hat{u}^i$ coefficients onto the new set of basis functions. This operation requires us to compute the $M$ matrix, which will be $N_{i+1} \times N_i$ (where $N_i$ and $N_{i+1}$ are the number of empirical basis functions for the $i$th and $i + 1$st timesteps, respectively). Each entry of the matrix is computed by calculating an inner product with a numerical quadrature method. We then multiply the $M$ matrix by the old $\hat{u}^i$ coefficient values.
4. Compute the left and right hand sides of the propagation equation (1.6). This will require computing expectations, which can be done with numerical quadrature. The exact cost of this operation depends on the number of basis functions and also how complicated the differential operator $L$ is.

5. Solve the propagation equation to advance the solution to the next timestep. Again the cost of this operation is highly dependent on the differential operator $L$. In some cases solving the propagation equation is no harder than solving the deterministic PDE, and in others it is far more computationally expensive. In either case, it will be a coupled system of $N_{i+1}$ PDEs.

The key advantage of this approach is that we can control the number of empirical basis functions by adjusting the size of the timestep. gPC uses the same set of basis functions for every point in time, and for many practical SPDEs this means that achieving accuracy in the solution out to long integration times requires using a very large set of basis functions. By constrast, each set of empirical basis functions only needs to have a low projection error over its corresponding time interval, which can be quite short. This allows the empirical chaos expansion method to run in linear time as a function of the final integration time, i.e., if we want to double the final integration time, it will take about twice as long to compute a solution using empirical chaos expansion.

**Computing Solution Statistics**

If there are $k$ total timesteps then we will need to keep track of a set of $k$ sets of basis functions and their associated coefficients in order to fully reconstruct the solution. In the end we still have a fully analytic representation of the true solution $u$, and we can use it to compute any desired solution statistics. The actual computations will be more complex
than those for gPC, due to the fact that the basis functions are not orthogonal, and there are multiple sets of basis functions (one for each timestep). Let \( \{ \Psi_{ij} \}_{i=1}^{N_j} \) be the set of \( N_j \) basis functions for timestep \( j \), and let \( \{ \hat{u}^i_j \}_{i=1}^{N_j} \) be the corresponding set of coefficients.

If we want to compute the mean of the true solution, then we compute:

\[
E [u(x, t, \xi)] = E \left[ \sum_{i=1}^{N_{k^*}} \hat{u}^i_{k^*} \Psi_{k^*}^i \right] = \sum_{i=1}^{N_{k^*}} \hat{u}^i_{k^*} E [\Psi_{k^*}^i].
\]

where \( k^* \) is the timestep that contains the time \( t \), and \( E [\Psi_{k^*}^i] \) can be computed using numerical quadrature.

If we want to compute the mean square expectation of the true solution, then we compute:

\[
E [u(x, t, \xi)] = E \left[ \left( \sum_{i=1}^{N_{k^*}} \hat{u}^i_{k^*} \Psi_{k^*}^i \right)^2 \right] = E \left[ \sum_{i=1}^{N_{k^*}} \sum_{j=1}^{N_{k^*}} \hat{u}^i_{k^*} \hat{u}^j_{k^*} \Psi_{k^*}^i \Psi_{k^*}^j \right] = \sum_{i=1}^{N_{k^*}} \sum_{j=1}^{N_{k^*}} \hat{u}^i_{k^*} \hat{u}^j_{k^*} E [\Psi_{k^*}^i \Psi_{k^*}^j].
\]

where \( k^* \) is the timestep that contains the time \( t \), and \( E [\Psi_{k^*}^i \Psi_{k^*}^j] \) can be computed using numerical quadrature. Other solution statistics can be computed in a similar manner.
2.2 One Dimensional Wave Equation

Consider the SPDE:

\[ u_t(x,t,\xi) = \xi u_x(x,t,\xi), \quad 0 \leq x \leq 2\pi, \quad t \geq 0 \] (2.2)

\[ u(x,0,\xi) = \cos(x), \] (2.3)

with periodic boundary conditions, and where \( \xi \) is uniformly distributed in \([-1,1]\). The exact solution is:

\[ \cos(x - \xi t). \] (2.4)

Note that over the space for this problem:

\[
\langle f, g \rangle := \int_{-1}^{1} f(\xi) g(\xi) (1/2) d\xi \\
E[f] := \int_{-1}^{1} f(\xi) (1/2) d\xi
\]

This hyperbolic SPDE was analyzed in [27], and one of the findings was that for a fixed polynomial basis, the error will scale linearly with final integration time, thus requiring that the gPC expansion continually add additional terms in order to achieve accurate long-term solutions.

2.2.1 Polynomial Chaos Expansion

If we use gPC then we choose the normalized Legendre polynomials to be our basis functions. Letting \( \{L_i\} \) be the \( i^{th} \) normalized Legendre polynomial function, we can perform
a stochastic Galerkin method as in Section 1.1.1. The true solution is expanded as:

\[ u(x,t,\xi) = \sum_{i=1}^{\infty} \hat{u}^i(x,t) L^i(\xi). \]

Substituting this into Equation 2.2, then multiplying by a test function \( L^j(\xi) \), and taking the expectation of both sides gives:

\[
\sum_{i=1}^{\infty} \hat{u}^i_t(x,t) L^i(\xi) = \xi \sum_{i=1}^{\infty} \hat{u}^i_x(x,t) L^i(\xi)
\]

\[
\implies E \left[ \sum_{i=1}^{\infty} \hat{u}^i_t(x,t) L^i(\xi) L^j(\xi) \right] = E \left[ \xi \sum_{i=1}^{\infty} \hat{u}^i_x(x,t) L^i(\xi) L^j(\xi) \right]
\]

\[
\implies \sum_{i=1}^{\infty} \hat{u}^i_t(x,t) E[L^i(\xi)L^i(\xi)] = \sum_{i=1}^{\infty} \hat{u}^i_x(x,t) E[\xi L^i(\xi)L^j(\xi)]
\]

\[
\implies \hat{u}^i_t = \sum_{i=1}^{\infty} \hat{u}^i_x(x,t) E[\xi L^i(\xi)L^j(\xi)]
\]

Letting

\[ A_{ji} = E[\xi L_j L_i] \quad \text{and} \quad \hat{u} = \begin{pmatrix} \hat{u}^1(x,t) \\ \hat{u}^2(x,t) \\ \vdots \end{pmatrix} \]

simplifies the previous system to:

\[ \hat{u}_t = A \hat{u}_x. \quad (2.5) \]

Since the initial condition is deterministic, \( \hat{u}^1(x,0) = \cos(x) \), and \( \hat{u}^i(x,0) = 0 \) for \( i > 1 \).

We can then truncate the infinite system at some finite value \( N \) and solve the resulting deterministic system of PDEs. To examine the accuracy of the solution we can look at the mean square expectation at \( x = 0 \). The exact value is:
\[ E \left[ (u(0,t,\xi)^2) \right] = \int_{-1}^{1} (\cos^2(\xi t))(1/2) d\xi \]
\[
= \frac{1}{2} \left( 1 + \frac{\cos(t) \sin(t)}{t} \right). \tag{2.6}
\]

See Figures (2.1, 2.2, 2.3) for a comparison of the exact value of the mean square expectation with the numerical value computed by applying the stochastic Galerkin method to expansions truncated at different values of \( N \). It is clear that past a certain point in time all of the PC expansions diverge from the exact value.

**Figure 2.1:** Mean Square Expectation at \( x = 0 \) of solution to (2.2), computed using gPC with stochastic Galerkin using Legendre polynomials up to order 10.
Figure 2.2: Mean Square Expectation at $x = 0$ of solution to (2.2), computed using gPC with stochastic Galerkin using Legendre polynomials up to order 20

Figure 2.3: Mean Square Expectation at $x = 0$ of solution to (2.2), computed using gPC with stochastic Galerkin using Legendre polynomials up to order 40

This is not an issue with the stochastic Galerkin method. In fact, even if we project the exact solution (2.4) onto the space of Legendre polynomials (see Figure 2.4) and compute its mean square expectation, we can see that more and more polynomial basis functions are needed to accurately project the exact solution.
This raises another important concern with standard polynomial chaos techniques. If the initial condition is allowed to be stochastic, then it might be the case that we need a large number of polynomial functions just to accurately project the initial condition. For example, if we were to make the initial condition of the problem equal to the exact solution $\cos(x - \xi t)$ for a large value of $t$, then we would need a large number of Legendre polynomial basis functions even to accurately compute the solution over a short time interval.

**Figure 2.4:** Mean Square Expectation $x = 0$ of the projection of the exact solution to (2.2) onto gPC basis functions for increasing polynomial order $N$.

### 2.2.2 Empirical Chaos Expansion

In order to apply an empirical chaos expansion, we must account for the fact that the basis functions might no longer be orthogonal. This results in the stochastic Galerkin system becoming slightly more complicated than the one for gPC. If we let $\{\Psi^i(\xi)\}_{i=1}^N$ be a set of possibly non-orthogonal basis functions, then we can express the exact solution to
Equation (2.2) as:

\[ u(x,t,\xi) \approx \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi). \]

Substituting this expansion into Equation (2.2) results in:

\[ \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi) = \xi \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi) \]

We then multiply by a test function \( \Psi^j(\xi) \), and take an expectation over \( \Omega \) of both sides, resulting in:

\[ \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi)\Psi^j(\xi) = \xi \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi)\Psi^j(\xi) \xi \]

\[ \implies \mathbb{E}\left[ \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi)\Psi^j(\xi) \right] = \xi \mathbb{E}\left[ \sum_{i=1}^{N} \hat{u}_i(x,t)\Psi^i(\xi)\Psi^j(\xi) \right] \]

\[ \implies \sum_{i=1}^{N} \hat{u}_i(x,t)\mathbb{E}\left[ \Psi^i(\xi)\Psi^j(\xi) \right] = \xi \sum_{i=1}^{N} \hat{u}_i(x,t)\mathbb{E}\left[ \Psi^i(\xi)\Psi^j(\xi) \right] \xi \quad (2.7) \]

Letting

\[ M_{ji} = \mathbb{E}\left[ \Psi^i(\xi)\Psi^j(\xi) \right], \quad A_{ji} = \mathbb{E}\left[ \Psi^i(\xi)\Psi^j(\xi) \xi \right], \quad \text{and} \quad u = \begin{pmatrix} u^1(x,t) \\ u^2(x,t) \\ \vdots \\ u^N(x,t) \end{pmatrix}, \]

Equation (2.7) can be expressed as:

\[ Mu_t = Au_x. \quad (2.8) \]
If we know the actual values of the empirical basis functions $\Psi^i$ and the initial value of the $\hat{u}^i$ coefficients, then the matrices $M$ and $A$ can both be computed, and the system in (2.8) can be solved to obtain the values of the coefficients at later times.

We can follow the method in section 2.1 to construct empirical basis functions over small time intervals by sampling trajectories and applying POD. We begin by choosing a fixed set of values for the random variable $\xi$, and solve equation (2.2) for each of the fixed $\xi$ values, starting at time zero and ending at time $\tau_1$. Fixing $\xi$ makes the PDE deterministic, and it can be solved with any number of existing numerical methods. Here, we use a method of lines discretization to approximate the spatial derivative and then apply a fourth-order Runge-Kutta method to perform the time integration ($ode45$ in Matlab). If we take the discrete solutions at a fixed point in space and time and vary the value of $\xi$, then it can be viewed as a trajectory through the random space. We use these discrete trajectories as the rows of the $T$ matrix from section 2.1.3, and perform POD by computing the singular values of $T$. We then scale the singular values so that the maximum value has magnitude 1, and cut off the expansion once the magnitude of the corresponding singular values drops below $10^{-4}$. The value of $10^{-4}$ is arbitrary and was determined empirically by cutting off the expansion at varying values. Once the empirical basis functions $\{\Psi^i(\xi)\}$ have been generated, we do not explicitly construct an interpolant, but instead use the discrete values as interpolation nodes for a composite trapezoidal quadrature rule in order to compute the necessary expectations and inner products. On the first timestep we project the initial condition $u_0(x, \xi)$ onto the basis functions by computing:

$$\hat{u}^i(x,0) = \langle u_0(x,\xi), \Psi^i(\xi) \rangle_{\Omega} = \int_{\Omega} u_0(x,\xi) \Psi^i(\xi)(1/2) \, d\xi.$$  

This gives us the initial values of the $\hat{u}^i$ coefficients. From there, we compute the entries
of the $M$ and $A$ matrices in equation (2.8), and solve the system numerically up to the first
timestep, $\tau_1$. At that point, we have values for the $\hat{u}^i$ coefficients up to time $\tau_1$, and thus
an analytic approximation of the true solution $u(x,t,\xi)$ up to time $\tau_1$. We use the solution
at time $\tau_1$ as an initial condition, and then solve the deterministic PDE up to the second
timestep, $\tau_2$, for the same fixed set of values for $\xi$ as in the first step. The solutions now
give a set of trajectories in the random space for times between $\tau_1$ and $\tau_2$. We apply POD to
these trajectories to obtain a new set of basis functions, $\{\Phi^i\}_{i=1}^M$. We then follow the method
in section 1.1.3 to project the coefficients of the solution at time $\tau_1$, which are coefficients
for the old basis, $\{\Psi^i\}$, into coefficients for the new basis, $\{\Phi^i\}$ and use them as the initial
values of the $\hat{u}^i$ coefficients. We then use the new basis functions $\Phi^i$ to compute new values
for the $M$ and $A$ matrices from equation (2.8) and solve the DAE up to time $\tau_2$.

We now repeat the above process iteratively for times $\tau_2$ to $\tau_3$, then $\tau_3$ to $\tau_4$, and
so on, up to the final integration time. In general, choosing smaller timesteps results
in fewer empirical basis functions, while larger timesteps require more empirical basis
functions. Figure 2.5 shows the result of applying this method with a timestep of size 1,
using 120 Chebyshev nodes for values of $\xi$ between $-1$ and 1 to compute trajectories for the
empirical basis functions. The numerical solution was then used to estimate the mean square
expectation of the true solution at the point $x = 0$. The maximum number of empirical basis
functions used on any given step was 9.

In order to determine an appropriate number of basis functions to use for a given
timestep, we can examine the singular values from the POD. See figure 2.6, which shows
the singular values for the POD from the first timestep, scaled so that the first singular value
has magnitude 1. There is a sharp drop-off in the magnitude of the singular values around
the fifth singular value. The code for the empirical chaos expansion truncates the expansion
Figure 2.5: Mean Square Expectation at $x = 0$ of solution to 2.2, computed using empirical chaos expansion with stochastic Galerkin. Maximum of 9 empirical basis functions on each timestep.

Once the scaled value of the singular values has dropped below $10^{-4}$. Past that point adding additional basis functions does not appear to increase the accuracy. See figures 2.7 and 2.8, which show the result of applying the empirical chaos expansion to the one dimensional wave equation but with only 4 and 5 basis functions, respectively. In both of those cases the number of empirical basis functions is too low and results in large projection errors. Note that the cutoff criterion we used results in using 9 basis functions (see figure 2.5).

As mentioned earlier, choosing a larger timestep for the empirical chaos expansion results in growth of the required number of basis functions for each timestep. This is unsurprising, since we observe the same behavior with gPC; in order to accurately capture solution behavior for long time periods, we need more and more basis functions. This presents an interesting optimization challenge for empirical chaos expansion, since a smaller basis results in a smaller stochastic Galerkin system, but a smaller timestep means that we must re-compute more empirical bases. Computing an empirical basis involves sampling
Figure 2.6: Singular values from POD for the first timestep when performing empirical chaos expansion to solve (2.2). Singular values are scaled so that the maximum singular value has magnitude 1.

Figure 2.7: Mean Square Expectation at $x = 0$ of solution to 2.2, computed using empirical chaos expansion with stochastic Galerkin. Maximum of 4 empirical basis functions on each timestep.

trajectories of the SPDE, then computing the POD of the trajectories and using it to construct an empirical basis, and finally projecting the initial condition onto the set of basis functions. Thus, a smaller timestep reduces the cost of solving the stochastic Galerkin system, but
increases the cost of generating the empirical bases. For the model problem of this section, a
timestep of size 4 appeared to be the optimal choice. Figure 2.9 shows the required number
of basis functions for different choices of timesteps.
Figure 2.9: Number of empirical basis functions required for varying timestep sizes in order to accurately solve the one dimensional wave equation (2.2) using a stochastic Galerkin method. Note that the size of the timestep has a strong influence on the total number of empirical basis functions.

2.2.3 Running Time

As long as the number of empirical basis functions does not noticeably grow as the number of timesteps increases, we can expect the execution time for the empirical expansion method to scale linearly with the final integration time (see figure 2.10). When compared to the gPC method, we can note the superlinear growth of the running time for gPC. For the timescales examined, however, gPC outperforms the empirical chaos method due to the fixed overhead cost of generating a new set of basis functions and then projecting the solution from the old set of basis functions onto the new set of basis functions when applying an empirical chaos expansion.

Since the Legendre polynomials and the $A$ matrix in (2.5) can be precomputed for gPC, the running time to construct them is not included in the gPC running time. However, as the order gets larger, the running time to construct the $A$ matrix is far larger than the actual time required to execute the gPC code, due to the $O(n^2)$ time required to compute
all of the entries. In the simulations presented, the Legendre polynomials were generated symbolically and integrated exactly to avoid any error. In order to integrate out to time 200 accurately, we had to use 220 basis functions, and the time required to compute the $A$ matrix was around 10 hours. In contrast, the empirical chaos method requires no pre-computation and instead computes its basis functions directly from the sampled trajectories.

![Figure 2.10](image.png)

**Figure 2.10**: Comparison of total running times for solutions of (2.2) computed to the same accuracy using empirical chaos expansion and gPC with stochastic Galerkin.

### 2.2.4 Basis Function Evolution

Since a new set of basis functions is computed at every timestep in the empirical expansion, it is natural to examine how they change over time. In order to closely monitor their evolution, we set the timestep size for the wave equation to 0.1, and examine the values of the basis functions over time. Figure 2.11 shows the basis function that corresponds to the largest singular value from POD for the first 5 timesteps (each of size 0.1).

The basis function evolves smoothly over time, although at singular value crossings
it becomes the function associated with the second largest singular value. Figure 2.12 shows the magnitudes of the first and second singular values from POD for 100 timesteps, and there are multiple singular value crossings. Figure 2.13 gives a three dimensional view of the basis function evolution, where the $x$-axis is the value of the random variable, and the $y$-axis is time. From this figure we can also observe the smooth evolution of this basis function. In a later chapter we will explore how to take advantage of this smooth evolution.
Figure 2.12: Evolution of the magnitude of the first two singular values from POD in the solution to (2.2) using empirical chaos expansion.

Figure 2.13: Evolution of the first basis function from POD for the first 100 timesteps in the solution to (2.2) using empirical chaos expansion.
2.3 Two Dimensional Wave Equation

To illustrate the poor scaling of polynomial chaos methods with multiple variables, we can consider a slightly modified version of the wave equation (2.2) with two random variables:

\[ u_t(x,t,\xi_1,\xi_2) = (\xi_1 \xi_2) u_x(x,t,\xi), \quad 0 \leq x \leq 2\pi, \quad t \geq 0 \]  
\[ u(x,0,\xi_1,\xi_2) = \cos(x), \]  

with periodic boundary conditions, and where \( \xi_1 \) and \( \xi_2 \) are independent and uniformly distributed in \([-1, 1]\). The exact solution is:

\[ u(x,t,\xi_1,\xi_2) = \cos(x - \xi_1 \xi_2 t), \]

Note that over the space for this problem:

\[ \langle f, g \rangle := \int_{-1}^{1} \int_{-1}^{1} f(\xi_1,\xi_2) g(\xi_1,\xi_2) (1/4)d\xi_1 d\xi_2 \]
\[ E[f] := \int_{-1}^{1} \int_{-1}^{1} f(\xi_1,\xi_2) (1/4)d\xi_1 d\xi_2 \]

2.3.1 Polynomial Chaos Expansion

We may project the solution onto the space of multidimensional Legendre polynomials, which are constructed by taking tensor products of the single variable Legendre polynomials over each of the two random variables. For example, the first 10 basis functions
are:

\[ L_1^2(\xi_1, \xi_2) = L_1(\xi_1)L_1(\xi_2) \]
\[ L_2^2(\xi_1, \xi_2) = L_1(\xi_1)L_2(\xi_2) \]
\[ L_3^2(\xi_1, \xi_2) = L_2(\xi_1)L_1(\xi_2) \]
\[ L_4^2(\xi_1, \xi_2) = L_1(\xi_1)L_3(\xi_2) \]
\[ L_5^2(\xi_1, \xi_2) = L_2(\xi_1)L_2(\xi_2) \]
\[ L_6^2(\xi_1, \xi_2) = L_3(\xi_1)L_1(\xi_2) \]
\[ L_7^2(\xi_1, \xi_2) = L_1(\xi_1)L_4(\xi_2) \]
\[ L_8^2(\xi_1, \xi_2) = L_2(\xi_1)L_3(\xi_2) \]
\[ L_9^2(\xi_1, \xi_2) = L_3(\xi_1)L_2(\xi_2) \]
\[ L_{10}^2(\xi_1, \xi_2) = L_4(\xi_1)L_1(\xi_2), \]

where \( L_i^2 \) is the \( i^{th} \) two variable Legendre polynomial, and \( L_i \) is the \( i^{th} \) single variable Legendre polynomial. Just like their single variable counterparts, the multidimensional Legendre polynomials are orthonormal, and they form a basis over the random variable space \([-1, 1] \times [-1, 1]\).

We are taking combinations of two single variable Legendre polynomials to construct the multidimensional Legendre polynomials, so if we want multidimensional polynomials up to order \( n \) then we need \( O(n^2) \) basis functions in total. This also means that the complexity of the operations to precompute the basis functions and the A matrix will run in \( O(n^4) \) time. The big-O complexity will get even worse if we add additional random variables.
We can again perform a stochastic Galerkin method as in section 1.1.1 by substituting the expansion:

\[ u(x,t,\xi_1,\xi_2) = \sum_{i=1}^{\infty} \hat{u}^i(x,t)L_i^2(\xi_1,\xi_2) \]

into Equation 2.9, then multiplying by a test function \( L_j^2 \), and taking an expectation:

\[
\sum_{i=1}^{\infty} \hat{u}_t^i(x,t)L_i^2(\xi_1,\xi_2) = \xi_1\xi_2 \sum_{i=1}^{\infty} \hat{u}_x^i(x,t)L_i^2(\xi_1,\xi_2)
\]

\[
\implies E \left[ \sum_{i=1}^{\infty} \hat{u}_t^i(x,t)L_i^2(\xi_1,\xi_2)L_j^2(\xi_1,\xi_2) \right] = E \left[ \xi_1\xi_2 \sum_{i=1}^{\infty} \hat{u}_x^i(x,t)L_i^2(\xi_1,\xi_2)L_j^2(\xi_1,\xi_2) \right]
\]

\[
\implies \sum_{i=1}^{\infty} \hat{u}_t^i(x,t)E \left[ L_i^2(\xi_1,\xi_2)L_j^2(\xi_1,\xi_2) \right] = \sum_{i=1}^{\infty} \hat{u}_x^i(x,t)E \left[ \xi_1\xi_2 L_i^2(\xi_1,\xi_2)L_j^2(\xi_1,\xi_2) \right]
\]

\[
\implies \hat{u}_t^i(x,t) = \sum_{i=1}^{\infty} \hat{u}_x^i(x,t)E \left[ \xi_1\xi_2 L_i^2(\xi_1,\xi_2)L_j^2(\xi_1,\xi_2) \right]
\]

(2.11)

Letting

\[ A_{ji} = E \left[ \xi_1\xi_2 L_j^2L_i^2 \right] \]

and

\[ \hat{u} = \begin{pmatrix} \hat{u}^1(x,t) \\ \hat{u}^2(x,t) \\ \vdots \end{pmatrix} \]

simplifies Equation 2.11 to:

\[ \hat{u}_t = A\hat{u}_x. \]

(2.12)

Since the initial condition is deterministic, \( \hat{u}^1(x,0) = \cos(x) \), and \( \hat{u}^i(x,0) = 0 \) for \( i > 1 \).

We can then truncate the infinite system at some finite value \( N \) and solve the resulting deterministic system. To examine the solution we can look at the mean square expectation at \( x = 0 \). The exact value is:
\[
E \left[ (u(0,t,\xi)^2) \right] = \int_{-1}^{1} \int_{-1}^{1} (\cos^2(\xi_1 \xi_2 t))(1/2) d\xi_1 d\xi_2 \\
= \frac{1}{2} \left( 1 + \frac{\text{Si}(2t)}{2t} \right). \tag{2.13}
\]

where \( \text{Si} \) is the sine integral:
\[
\text{Si}(z) := \int_{0}^{z} \frac{\sin t}{t} \, dt.
\]

See figure 2.14 for a comparison of the performance of standard polynomial chaos as the order increases. For order 40, the number of basis functions is 820. Similar to the one dimensional wave equation with a single random variable, we need an increasingly higher order polynomial basis in order to accurately capture the solution out to long time intervals.

Once the matrix \( A \) from equation (2.12) has been precomputed, the actual running time of the polynomial chaos method is fast (though it scales quadratically) for orders up to 40. However, the current code that we use to generate the Legendre polynomials starts incurring a prohibitive computational cost at this point, which is why we do not present gPC results for orders past 40 in the two dimensional case.
Figure 2.14: Mean Square Expectation at $x = 0$ of solution to (2.9), computed using gPC with stochastic Galerkin using two dimensional Legendre polynomials of varying order.

2.3.2 Sparse Grid Quadrature

Before we can effectively construct an empirical chaos expansion to solve equation (2.9), we must first determine an appropriate set of two dimensional random vectors $\{\vec{\xi}_i\}_{i=1}^m$ at which to solve the deterministic version of equation (2.9). In the case where there was a single random variable we chose Chebyshev nodes on the interval, and determining the value of the empirical basis functions at those points allowed us to apply numerical quadrature methods to compute the necessary inner products and expectations. In the two variable case we have a similar requirement: if we know the values of the empirical basis functions only at the each of the random vectors in the set $\{\vec{\xi}_i\}_{i=1}^m$, we must be able to apply a numerical cubature method to compute inner products and expectations involving the basis functions, or be able to interpolate the basis functions. We could choose to evaluate the solutions on a uniform two-dimensional grid, but sampling $m$ points in each dimension results in $O(m^2)$ total points. The situation becomes even worse as the total number of random variables...
grows. To reduce the cost of solving problems on multi-dimensional random spaces, we can use sparse quadrature methods.

Sparse grid methods were first developed in [70]. While sparse grid methods are based on tensor product constructions, they avoid taking the full tensor product, and thus their growth rate scales far slower than the growth rate for full tensor product grids. The interpolating function is of the form (Lemma 1 from [77]):

$$U_q = \sum_{1 \leq i, \ q-k+1 \leq |i| \leq q} (-1)^{q-|i|} \left( \begin{array}{c} d-1 \\ q-|i| \end{array} \right) \prod_{k=1}^{d} U_{i_k},$$

where $d$ is the dimension of the space, $q$ is the level of the sparse grid, the multi-index $i = (i_1, i_2, \ldots, i_d)$, $|i| := \sum_{k=1}^{d} i_k$, and $U_{i_k}$ is an interpolating function in dimension $k$ over $i_k$ nodes. The condition $q - d + 1 \leq |i| \leq q$ in the summation makes it so that we do not take the full tensor product.

The construction of sparse grids depends on the choice of interpolating nodes for each of the $U_{i_k}$. We use Clenshaw-Curtis sparse grids [11], which use extrema of the Chebyshev polynomials for the interpolation nodes in each individual dimension. A detailed discussion of their construction and implementation may be found in [19] and [22]. There are a number of convergence results regarding sparse grid quadrature, and a result from [3] establishes that for functions on the space

$$F^l_d = \{ f : [-1,1]^d \rightarrow \mathbb{R} \mid \partial^l f \text{ continuous, } i_j \leq l \ \forall \ 1 \leq j \leq d \},$$

the following error bound holds:

$$\| f - U_M \|_{\infty} \leq C_{d,l} M^{-l} (\log M)^{(l+2)(d-1)+1},$$
where $U_M$ is an interpolating polynomial of $f$ on $M$ nodal points, and $C_{d,l}$ is a constant that depends on $d$ and $l$.

For the computations presented in the following sections, we use a sparse grid library written in Matlab [40, 39].

### 2.3.3 Empirical Chaos Expansion

We can again follow the method in Section 2.1 to construct empirical basis functions over small time intervals. Since the trajectories are over two random dimensions we use Clenshaw-Curtis sparse grids to determine at which values of $\xi_1$ and $\xi_2$ we should sample the solution. See figure 2.15 for a plot of the results. The plot was generated using a grid depth of 10 (which results in 7196 sampled points) and a timestep size of 1.

![Figure 2.15: Mean Square Expectation at $x = 0$ of solution to (2.9), computed using empirical chaos expansion with stochastic Galerkin.](image-url)
2.3.4 Running Time

The library that we currently use for the sparse grid interpolation and projection runs rather slowly, so in the two dimensional case the projection operation between the bases at each timestep dominates the computational time (approximately 92% of the running time is spent projecting the bases). While the cost of each projection is high, the computational time still scales linearly as the final simulation time is increased (see figure 2.16). With a more highly optimized multidimensional integration library the main computational cost should be incurred by sampling trajectories, as is true in the one dimensional case. We do not have gPC results to compare to the empirical chaos running times as the offline cost to precompute the $A$ matrix in 2.12 is prohibitive past order 40, which prevents us from obtaining accurate solutions past a final integration time of about 8 with gPC.

![Figure 2.16](image.png)

**Figure 2.16**: Total running times for solutions of (2.12) computed using empirical chaos expansion with stochastic Galerkin.
2.4 Diffusion Equation

Consider the SPDE:

\[ u_t(x,t,\xi) = \xi u_{xx}(x,t,\xi), \quad 0 \leq x \leq 6, \quad t \geq 0 \]  
(2.14)

\[ u(x,0,\xi) = 3I[2,4], \]  
(2.15)

with homogeneous Dirichlet boundary conditions, i.e.

\[ u(0,t,\xi) = u(6,t,\xi) = 0. \]

\(I_{[a,b]}\) is the indicator function on the interval \([a,b]\) and \(\xi\) is a random variable uniformly distributed on \([0,1]\). Since the solution to the diffusion equation with these initial conditions will eventually converge, gPC does quite well. Integrating out to long times accurately does not require continually increasing the number of basis functions. Even though existing techniques solve this equation efficiently, it is interesting to examine how the basis functions for the empirical chaos expansion change over time. The true solution converges to a fixed value as time goes to infinity, so it is reasonable to expect the empirical basis functions to converge as well. This turns out to be true, as we will see in the following sections.

Note that over the space of this problem:

\[ \langle f, g \rangle := \int_0^1 f(\xi)g(\xi)d\xi \]

\[ E[f] := \int_0^1 f(\xi)d\xi \]
2.4.1 Polynomial Chaos Expansion

Since the random variable $\xi$ is uniformly distributed, we again use the Legendre polynomials $\{L^i(\xi)\}_{i=1}^{\infty}$ as the set of orthogonal polynomial basis functions. The domain of the random space is the interval $[0, 1]$, so we must use shifted Legendre polynomials, since the standard Legendre polynomials are orthogonal over the interval $[-1, 1]$. The true solution can be expressed as:

$$u(x, t, \xi) = \sum_{i=1}^{\infty} \hat{u}^i(x, t)L^i(\xi),$$

and substituting this expression into equation (2.14) gives:

$$\sum_{i=1}^{\infty} \hat{u}^i_t(x, t)L^i(\xi) = \xi \sum_{i=1}^{\infty} \hat{u}^i_{xx}(x, t)L^i(\xi)$$

Multiplying by a test function $L^j(\xi)$ and taking the expectation gives:

$$\sum_{i=1}^{\infty} \hat{u}^i_t(x, t)L^i(\xi)L^j(\xi) = \xi \sum_{i=1}^{\infty} \hat{u}^i_{xx}(x, t)L^i(\xi)L^j(\xi)$$

Letting $A_{ji} = E[\xi L^i(\xi)L^j(\xi)]$ and $\hat{u} = \begin{pmatrix} \hat{u}^1(x, t) \\ \hat{u}^2(x, t) \\ \vdots \end{pmatrix}$, the equation becomes:

$$A_{ji} \hat{u}^j(x, t) = \sum_{i=1}^{\infty} \hat{u}^i_{xx}(x, t)E[\xi L^i(\xi)L^j(\xi)] \quad (2.16)$$
equation (2.16) can be simplified to:

\[ \hat{u}_t = A \hat{u}_x. \]  

(2.17)

The infinite system in (2.17) can then be truncated at a finite value \( N \), which results in a coupled system of \( N \) deterministic PDEs. Since the initial condition is deterministic, the initial values for the \( \hat{u}^i \)'s are:

\[ \hat{u}^1(x,0) = 3I_{[2,4]}, \quad \hat{u}^i(x,0) = 0 \text{ for all } i > 1. \]

Using the initial condition, we can solve the truncated system from equation 2.17, which gives the evolution of the unknown \( \hat{u}^i \) coefficients in time. In figure 2.17 we plot the mean square expectation of the solution at \( x = 1 \), computed using the stochastic Galerkin method for different polynomial orders. The exact solution was computed by running Monte Carlo sampling until it converged (\(~30,000\) iterations). The mean square expectation at \( x = 1 \) can be computed as:

\[
E \left[ u(1,t,\xi)^2 \right] \approx E \left[ \left( \sum_{i=1}^{N} \hat{u}^i(x,t)L^i(\xi) \right)^2 \right] = \sum_{i=1}^{N} E \left[ (\hat{u}^i)^2 \right].
\]

Unlike the one dimensional wave equation in section 2.2, the solution of which is a travelling wave, the solutions to the diffusion equation all converge to the same final value. The result is that polynomial chaos is accurate out to long times even with a small set of basis functions. Note that in figure 2.17, using 10 polynomial functions captures the solution behavior very well out to a final time of 100, and using 15 polynomial functions makes the computed solution almost indistinguishable from the exact solution.
2.4.2 Empirical Chaos Expansion

Just as before, we can follow the approach of section 2.1 to construct an empirical basis and solve the diffusion equation. First, we must analytically derive the stochastic Galerkin system for an arbitrary basis \( \{ \Psi^i(\xi) \}_{i=1}^N \). We approximate the true solution as:

\[
u(x,t,\xi) \approx \sum_{i=1}^{N} \tilde{u}^{i}(x,t)\Psi^i(\xi),\]

where \( \{ \Psi^i \}_{i=1}^{N} \) is the set of non-orthogonal empirical basis functions. Substituting this expansion into equation (2.14) gives:

\[
\sum_{i=1}^{N} \tilde{u}^{i}(x,t)\Psi^i(\xi) = \xi \sum_{i=1}^{N} \tilde{u}^{i}_{xx}(x,t)\Psi^i(\xi)
\]
then multiplying by a test function $\Psi^j$ and taking the expectation:

$$\sum_{i=1}^{N} \hat{u}^j_i(x,t)\Psi^i(\xi)\Psi^j(\xi) = \xi \sum_{i=1}^{N} \hat{u}^j_{xx}(x,t)\Psi^i(\xi)\Psi^j(\xi)$$

$$E \left[ \sum_{i=1}^{N} \hat{u}^j_i(x,t)\Psi^i(\xi)\Psi^j(\xi) \right] = E \left[ \xi \sum_{i=1}^{N} \hat{u}^j_{xx}(x,t)\Psi^i(\xi)\Psi^j(\xi) \right]$$

(2.18)

Letting

$$M_{ji} = E \left[ \Psi^i(\xi)\Psi^j(\xi) \right], \quad A_{ji} = E \left[ \xi \Psi^i(\xi)\Psi^j(\xi) \right], \quad \text{and} \quad \hat{u} = \begin{pmatrix} \hat{u}^1(x,t) \\ \hat{u}^2(x,t) \\ \vdots \\ \hat{u}^N(x,t) \end{pmatrix},$$

simplifies equation (2.18) to:

$$M\hat{u}_t = A\hat{u}_{xx}. \quad (2.19)$$

We can use the solution of (2.19) to compute the values of the unknown $\hat{u}^j$ coefficients at later times. Just as with the one dimensional wave equation in section 2.2, we begin by picking a set of values of $\xi$, this time in the interval $[0, 1]$, and solve the diffusion equation (2.14) from time 0 to time $\tau_1$ for each of the values of $\xi$. In this case we chose the set of values of $\xi$ to be 200 Chebyshev nodes in the interval $[0, 1]$. Next, we perform POD on the numerical solutions in order to derive a set of empirical basis functions. Again, we truncate the basis functions when the corresponding scaled singular value drops below $10^{-4}$. For the first timestep, we project the initial condition onto each empirical basis function by
numerically computing:

\[ \hat{u}^i(x,0) = \langle u(x,0,\xi), \Psi^i(\xi) \rangle = \int_0^1 u(x,0,\xi)\Psi^i(\xi)d\xi, \]

for all \( i \) from 1 to \( N \). We then use the empirical basis functions to compute the \( M \) and \( A \) matrices in equation (2.18), and solve the system from time 0 to time \( \tau_1 \). However, for computational efficiency we do not recompute trajectories to find a new empirical basis for the time interval \([\tau_1, \tau_2]\). Just as with gPC, we can obtain accurate solutions to the diffusion equation by using a fixed basis. Since we fix the basis, the cost of solving the diffusion equation is much lower than the cost of solving the one dimensional wave equation, since we only need to compute trajectories over a short time interval instead of over the entire integration time.

Figure 2.18: Mean square expectation at \( x = 1 \) of the solution to the diffusion equation (2.14) computed using an empirical chaos expansion with stochastic Galerkin. The empirical basis functions were generated by solving trajectories up to time \( t = 1 \), and then fixing them for the entire integration time. The number of basis functions used was 12.
2.4.3 Running Time

Figure 2.19 shows a comparison between the total running times of polynomial chaos and empirical chaos expansion methods when solving the diffusion equation 2.14. The computational time for the polynomial chaos method scales roughly linearly with the final simulation time because we can leave the total number of basis functions fixed at 15. This can be contrasted with the situation for the one dimensional wave equation where we needed to increase the number of basis functions in order to accurately solve the SPDE out to longer times. Similarly, the running time for the empirical chaos expansion method also scales linearly with the final simulation time. For computational efficiency we only compute the empirical basis functions by sampling trajectories up to time $t = 1$ and then leave them fixed for the remaining integration time.

We do not include the cost of pre-computing the $A$ matrix from Equation 2.17 or the normalized Legendre polynomials in the running time plots. Both methods use roughly the same number of basis functions. The polynomial chaos expansion uses 15 basis functions and the empirical chaos expansion uses 12 basis functions. Polynomial chaos slightly outperforms the empirical chaos expansion due to the cost of generating the set of empirical basis functions as well as the cost of projecting the initial condition onto the empirical basis functions. Since the initial condition is deterministic it becomes the coefficient of the first Legendre polynomial (i.e. $L_1 = 1$) and we do not need to perform any projections when performing polynomial chaos.
Figure 2.19: Comparison of total running times for solutions of (2.14) computed to the same accuracy using empirical chaos expansion and gPC with stochastic Galerkin.

2.4.4 Basis Function Evolution

Even though we do not need to evolve the empirical basis functions to accurately solve the diffusion equation, we can examine how they change over time if we do re-compute them at each timestep. For the results in this section we sample trajectories and apply POD to compute empirical basis functions up to time $\tau_1$, but then instead of leaving the basis fixed, we then use the final solution at time $\tau_1$ as an initial condition, and solve the diffusion equation (2.14) from time $\tau_1$ to time $\tau_2$ for each value of $\xi$ to compute trajectories. We then apply a POD to the trajectories to construct a new empirical basis $\{\Phi^i\}_{i=1}^N$. We then take the final solution at time $\tau_1$, which is expressed in terms of coefficients $\hat{u}^i$ corresponding to the old basis $\{\Psi^i\}$, and apply the basis transformation from section 1.1.3 to convert them into coefficients for the new basis $\{\Phi^i\}$. We then use the new basis $\{\Phi^i\}$ to recompute the $A$ and $M$ matrices in equation 2.19, and solve it again to advance the solution up to time $\tau_2$. We then repeat this process iteratively until we have reached the final integration time.
Unlike the case for the one dimensional wave, increasing the timestep size does not have a strong impact on the required number of empirical basis functions. Recall we decide the number of empirical basis functions by examining the relative magnitudes of the singular values from POD. As the solution to the diffusion equation converges, we do not need a growing set of basis functions to accurately capture the solution behavior at later times. Figure 2.18 shows the computed mean square expectation at $x = 1$ for an empirical chaos expansion with timestep size 100. Since the final integration time was also 100, only one timestep was performed. Even in that case it only used 17 empirical basis functions. This can be contrasted with the behavior of the one dimensional wave, where a timestep of size 7 required 83 empirical basis functions.

We set the timestep size to 0.1 in order to closely monitor the evolution of the basis functions, and integrated out to time 40. Figure 2.21 shows the basis functions for the first five timesteps for the basis function corresponding to the largest singular value from POD, and Figure 2.22 shows the basis functions for timesteps 400 and 500. For those 100 timesteps the basis functions only slightly change. The same is also true for the basis functions associated with the smaller singular values. Figures 2.23 and 2.24 show the evolution of the basis function associated with the second largest singular value, and this basis function converges as well.

Figure 2.20 shows how the number of empirical basis functions changes as we increase the timestep when solving equation (2.14) using an empirical chaos expansion. Unlike the one dimensional wave equation, the number of basis functions required does not greatly increase as we increase the size of the timesteps.
Figure 2.20: Number of empirical basis functions required for varying timestep sizes in order to accurately solve the diffusion equation (2.14) using a stochastic Galerkin method. Note that the size of the timestep does not have a strong influence on the total number of empirical basis functions.

Figure 2.21: Evolution of the first basis function from POD for the first five timesteps in the solution to (2.14) using empirical chaos expansion.
Figure 2.22: Evolution of the first basis function from POD for timesteps 400 and 500 in the solution to (2.14) using empirical chaos expansion.

Figure 2.23: Evolution of the second basis function from POD for the first five timesteps in the solution to (2.14) using empirical chaos expansion.
Figure 2.24: Evolution of the second basis function from POD for timesteps 400 and 500 in the solution to (2.14) using empirical chaos expansion.
Just as with the wave equation, there is a marked drop-off in the magnitudes of the singular values from POD, which provides a very natural way to automatically choose the number of empirical basis functions at every timestep (see figure 2.25). Unlike the wave equation, the largest singular values from POD for the diffusion equation do not seem to cross, which makes it easier to track the evolution of individual basis functions (see figure 2.26).

![Figure 2.25: Singular values from POD for timestep 10 when performing empirical chaos expansion to solve (2.14). Singular values are scaled so that the maximum singular value has magnitude 1.](image-url)
Figure 2.26: Evolution of the magnitude of the first four singular values from POD in the solution to (2.2) using empirical chaos expansion.
2.5 Advection-Reaction Equation

In the previous sections, the gPC method outperforms the empirical chaos expansion even though it uses a far larger polynomial basis for the wave equation. There are two reasons for this. First, the stochastic Galerkin PDE systems were relatively straightforward to solve, even when they were high-dimensional. Additionally, the polynomial chaos expansions rely on pre-computing the $A$ matrix in Equation 2.5 since it always uses the fixed set of Legendre polynomials as its orthogonal basis. This accounts for much of the efficiency observed in previous sections.

If we consider the advection-reaction equation:

\[ u_t(x,t,\xi) = \xi u_x(x,t,\xi) + f(x,u), \]

where the function $f(x,u)$ is nonlinear and not a simple polynomial expression such as $u^2$, then the resulting stochastic Galerkin system becomes more difficult to evaluate than the original system, as we will see in subsequent sections. If the order of the polynomial basis becomes large, then the stochastic Galerkin system for standard polynomial chaos quickly becomes computationally intractable. In this instance, the benefit of the empirical chaos expansion becomes evident. Since it limits the number of basis functions to a small number, the stochastic Galerkin system remains small at each timestep and it remains relatively inexpensive to solve even when the final integration time is large.

In the subsequent sections we consider the model advection-reaction SPDE:

\[
\begin{align*}
    u_t(x,t,\xi) &= \xi u_x(x,t,\xi) + 0.1 |u|^\frac{3}{2}, & 0 \leq x \leq 2\pi, & t \geq 0 \\
    u(x,0,\xi) &= \cos(x) + \frac{3}{2},
\end{align*}
\]
with periodic boundary conditions and where \( \xi \) is uniformly distributed on \([-1, 1]\). Note that over the space for this problem:

\[
\langle f, g \rangle := \int_{-1}^{1} f(\xi)g(\xi)(1/2)d\xi
\]

\[
E[f] := \int_{-1}^{1} f(\xi)(1/2)d\xi
\]

We do not have an analytic solution for this SPDE, so we run Monte Carlo simulations until they converge in order to check the accuracy of the solutions computed from the polynomial chaos expansion and the empirical chaos expansion.

2.5.1 Polynomial Chaos Expansion

If we use gPC then we choose the normalized Legendre polynomials to be our basis functions. Letting \( \{L^i\} \) be the \( i^{th} \) normalized Legendre polynomial, we can perform a stochastic Galerkin method as in section 1.1.1. The true solution to Equation 2.20 is expanded as:

\[
u(x, t, \xi) = \sum_{i=1}^{\infty} \hat{u}^i(x, t)L^i(\xi).
\]
Substituting this into equation 2.20, then multiplying by a test function \( L_j(\xi) \), and taking the expectation of both sides gives:

\[
\sum_{i=1}^{\infty} \hat{u}_i^j(x,t)L_i^j(\xi) = \xi \sum_{i=1}^{\infty} \hat{u}_i^j(x,t)L_i^j(\xi) + 0.1 \left| \sum_{i=1}^{\infty} \hat{u}_i^j(x,t)L_i^j(\xi) \right|^{\frac{1}{2}}
\]

\[
\implies E \left[ \sum_{i=1}^{\infty} \hat{u}_i^j(x,t)L_i^j(\xi) \right] = E \left[ \xi \sum_{i=1}^{\infty} \hat{u}_i^j(x,t)L_i^j(\xi) \right]
\]

\[
+ 0.1E \left[ \left| \sum_{i=1}^{\infty} \hat{u}_i^j(x,t)L_i^j(\xi) \right|^{\frac{1}{2}} L_j^j(\xi) \right]
\]

\[
\implies \hat{u}_i^j = \sum_{i=1}^{\infty} \hat{u}_i^j(x,t) E \left[ \xi L_i^j(\xi) L_j^j(\xi) \right]
\]

\[
+ 0.1E \left[ \left| \sum_{i=1}^{\infty} \hat{u}_i^j(x,t)L_i^j(\xi) \right|^{\frac{1}{2}} L_j^j(\xi) \right]
\]

Letting

\[
A_{ji} = E \left[ \xi L_j L_i \right]
\]

\[
\hat{f}_j = 0.1E \left[ \left| \sum_{i=1}^{\infty} \hat{u}_i^j(x,t)L_i^j(\xi) \right|^{\frac{1}{2}} L_j^j(\xi) \right]
\]

\[
\hat{u} = \begin{pmatrix} 
\hat{u}^1(x,t) \\
\hat{u}^2(x,t) \\
\vdots 
\end{pmatrix}
\]
simplifies the previous system to:

\[ \dot{\hat{u}}_t = A\dot{\hat{u}}_x + \hat{f}. \]  \tag{2.22} 

Since the initial condition is deterministic,

\[ \hat{u}^1(x, 0) = \cos(x) + \frac{3}{2}, \text{ and } \hat{u}^i(x, 0) = 0 \text{ for } i > 1. \]

We can then truncate the infinite system at some finite value \( N \) and solve the resulting deterministic system of PDEs.

The stochastic Galerkin system in equation (2.22) is more difficult to solve than the original SPDE system in Equation 2.20 due to the nonlinear \( \hat{f} \) term. The expectations inside cannot be pre-computed since they depend on the values of the \( \hat{u}^i \) coefficients at each point in space and in time. We can compute \( \hat{f} \) at each timestep with numerical quadrature, but it requires us to compute \( N \) expectations, where \( N \) is the number of polynomial basis functions. If we solve the stochastic Galerkin system using a method of lines discretization or some other finite difference based approach, we will need to compute \( N \) expectations for every timestep of the numerical solver. This becomes very expensive as \( N \) grows. In order to compute the expectations in the \( \hat{f} \) vector we use a composite trapezoidal quadrature method that uses 300 Chebyshev nodes on the interval \([-1, 1]\). The Legendre polynomials and the \( A \) matrix in equation (2.22) are pre-computed using symbolic arithmetic to avoid any error.

To examine the accuracy of the solution we can look at the mean square expectation at \( x = 0 \), computed from the numerical solution to the stochastic Galerkin system in equation (2.22). Figures 2.27, 2.28, 2.29, and 2.30 show the numerical gPC results compared to exact solutions generated by performing 100,000 Monte Carlo iterations. For the short final time of 10 in figure 2.27, a small number of polynomial basis functions performs well.
When integrating out to a final time of 100 in figures 2.28, 2.29, and 2.30, however, a much higher number of basis functions are required for the solution to be accurate. To numerically solve the differential equations, we use a method of lines discretization coupled with a fourth order Runge-Kutta integrator (*ode45* in Matlab).

We include results up to polynomial order 40, but for higher orders the stochastic Galerkin system became unstable. It is not clear at this point whether the instability was due to the numerical method we used to solve the PDE system, or if the underlying system itself became unstable for higher polynomial orders.

**Figure 2.27**: Mean square expectation $x = 0$ of solution to (2.20), computed using gPC with stochastic Galerkin. $N$ is the total number of polynomial basis functions that were used. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.
Figure 2.28: Mean square expectation $x = 0$ of solution to (2.20), computed using gPC with stochastic Galerkin, using Legendre polynomials up to order 10. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.

Figure 2.29: Mean square expectation $x = 0$ of solution to (2.20), computed using gPC with stochastic Galerkin, using Legendre polynomials up to order 20. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.
Figure 2.30: Mean square expectation $x = 0$ of solution to (2.20), computed using gPC with stochastic Galerkin, using Legendre polynomials up to order 40. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.
2.5.2 Empirical Chaos Expansion

If we let \( \{ \Psi^i(\xi) \}_{i=1}^N \) be the set of empirical basis functions, we can perform a stochastic Galerkin method as in section 1.1.1. The true solution to equation (2.20) is approximated as:

\[
u(x,t,\xi) = \sum_{i=1}^N \hat{u}^i(x,t)\Psi^i(\xi).
\]

Substituting this into equation (2.20), then multiplying by a test function \( \Psi^j(\xi) \), and taking the expectation of both sides gives:

\[
\begin{align*}
\sum_{i=1}^N \hat{u}^i_t(x,t)\Psi^i(\xi) &= \xi \sum_{i=1}^N \hat{u}^i_x(x,t)\Psi^i(\xi) + 0.1 \left| \sum_{i=1}^N \hat{u}^i_t(x,t)\Psi^i(\xi) \right|^{\frac{1}{2}} \\
\implies E \left[ \sum_{i=1}^N \hat{u}^i_t(x,t)\Psi^i(\xi)\Psi^j(\xi) \right] &= E \left[ \xi \sum_{i=1}^N \hat{u}^i_x(x,t)\Psi^i(\xi)\Psi^j(\xi) \right] \\
&\quad + 0.1E \left[ \sum_{i=1}^N \hat{u}^i_t(x,t)\Psi^i(\xi) \right]^{\frac{1}{2}} \Psi^j(\xi) \\
\implies \sum_{i=1}^N \hat{u}^i_t(x,t)E \left[ \Psi^i(\xi)\Psi^j(\xi) \right] &= \sum_{i=1}^N \hat{u}^i_x(x,t)E \left[ \xi\Psi^i(\xi)\Psi^j(\xi) \right] \\
&\quad + 0.1E \left[ \sum_{i=1}^N \hat{u}^i_t(x,t)\Psi^i(\xi) \right]^{\frac{1}{2}} \Psi^j(\xi)
\end{align*}
\]
Letting

\[ A_{ji} = E \left[ \xi \Psi_j \Psi_i \right] \]
\[ M_{ji} = E \left[ \Psi_j \Psi_i \right] \]
\[ \hat{f}_j = 0.1 E \left[ \sum_{i=1}^{N} \hat{u}_i^j(x,t) \Psi^i(\xi) \right]^{\frac{1}{2}} \Psi^j(\xi) \]
\[ \hat{u} = \begin{pmatrix} \hat{u}_1(x,t) \\ \hat{u}_2(x,t) \\ \vdots \end{pmatrix} \]

simplifies the previous system to:

\[ M\hat{u}_t = A\hat{u}_x + \hat{f}. \quad (2.23) \]

We can follow the method in section 2.1 to construct empirical basis functions over small time intervals by sampling trajectories and applying POD, and then using those empirical basis functions to compute the \( M \) and \( A \) matrices and the \( \hat{f} \) vector in equation (2.23). We use 300 Chebyshev nodes on the interval \([-1, 1]\) as the set of values for \( \xi \). We compute the intermediate expectations of the \( \hat{f} \) vector using the same composite trapezoidal quadrature rule that we used for gPC in order to have a fair comparison of the running times. We also use the same method of lines discretization coupled with a fourth order Runge-Kutta integrator (\textit{ode45} in Matlab) to numerically solve the stochastic Galerkin system.

To examine the accuracy of the solution we look at the mean square expectation at \( x = 0 \), computed from the numerical solution to the stochastic Galerkin system in equation (2.23). Figures 2.31 and 2.32 show the numerical empirical chaos expansion results compared to
exact solutions generated by performing 100,000 Monte Carlo iterations. The sampling points were 300 Chebyshev nodes on the interval $[-1, 1]$.

![Graph](image)

**Figure 2.31**: Mean square expectation at $x = 0$ of the solution to (2.20) computed using an empirical chaos expansion with stochastic Galerkin. The timestep size was 2, the basis functions were computed by solving the deterministic equation at 300 Chebyshev nodes on the interval $[-1, 1]$, and the maximum number of basis functions used at a single timestep was 33.

Just as in previous sections, we choose the number of empirical basis functions by examining the magnitude of the scaled singular values from POD. The overall number needed is higher for this SPDE than the previous ones, but there is still the same marked drop-off in the magnitude of the scaled singular values. Figure 2.33 shows the magnitude of the singular values from the POD that was computed at $t = 6$. There is a marked drop in the magnitude from the first to the second singular value, and by the sixth singular value the scaled magnitude has gotten quite small.

The initial mean square expectation fluctuates due to the presence of the advection term $\xi u_x$, but the reaction term $|u|^{\frac{3}{2}}$ dominates the behavior out at long times. This can be seen when comparing the mean square expectations in Figures 2.31 and 2.32. In Figure 2.31
Figure 2.32: Mean square expectation at $x = 0$ of the solution to (2.20) computed using an empirical chaos expansion with stochastic Galerkin. The timestep size was 2, the basis functions were computed by solving the deterministic equation at 300 Chebyshev nodes on the interval $[-1, 1]$, and the maximum number of basis functions used at a single timestep was 33.

Figure 2.33: Singular values from POD for the third timestep when performing empirical chaos expansion to solve (2.20). Singular values are scaled so that the maximum singular value has magnitude 1.

the solution is integrated to final time 10, and there is a noticeable wave-like movement of the mean square expectation in time. In Figure 2.32, however, the solution is integrated to final
time 100, and though the wave-like motion is still present in the mean square expectation, it has been dominated by the total growth of the solution $u$ due to the reaction term. The singular values from POD also reflect this behavior. In Figure 2.34, we plot the magnitudes of the first two singular values that were generated at each timestep of the empirical chaos expansion solver. As the time grows, the first singular value becomes completely dominant, which reflects the fact that the reaction term dominates the behavior at later times.

![Figure 2.34: Evolution of the magnitude of the first two singular values from POD in the solution to (2.20) using empirical chaos expansion.](image)

2.5.3 Running Time

Since the number of empirical basis functions does not dramatically grow as the number of timesteps increases, the execution time for the empirical expansion method scales linearly with the final integration time (see figure 2.10). We can also note the superlinear growth of the running time for gPC as a function of the final integration time. Although gPC outperforms the empirical chaos expansion for the smaller integration times, it is
outperformed by the empirical chaos expansion for final integration times larger than about 34.

We do not include the cost to pre-compute the $A$ matrix in Equation 2.22, nor the cost to generate the required the number of Legendre polynomials for the polynomial chaos expansion. As mentioned previously, however, the entries of the $\hat{f}$ matrix cannot be pre-computed, and the computational effort to compute these entries grows as $O(N^2)$, where $N$ is the number of basis functions. As the final simulation time increases, we must increase the number of polynomial basis functions in order to accurately solve the system, and this causes the computational cost to grow superlinearly.

![Graph](image)

**Figure 2.35**: Comparison of total running times for solutions of (2.20) computed to the same accuracy using empirical chaos expansion and gPC with stochastic Galerkin.

### 2.5.4 Basis Function Evolution

To monitor the evolution of the basis functions, we set the timestep size for the advection-reaction equation (2.20) to 0.1, and examine the values of the basis functions
over time. Figure 2.36 shows the values of the basis function that corresponds to the largest singular value from POD for the first 5 timesteps (each of size 0.1).

![Figure 2.36: Evolution of the first basis function from POD for the first five timesteps in the solution to (2.20) using empirical chaos expansion.](image)

The first basis function evolves smoothly over time, and since there are no crossings between the first and second singular value, it is straightforward to track the evolution of this basis function through time. We can also look at the second basis function evolution in Figures 2.37 and 2.38. The second basis function changes slowly, and thus in Figure 2.37, which shows the evolution of the second basis function over the first 3 timesteps, the functions are visually indistinguishable. If we instead look at Figure 2.38, which shows the evolution of the second basis function over the first 30 timesteps, we can visually observe its smooth evolution. The first and third singular values have multiple crossings, as we can see in Figure 2.39, which means that the second basis function will be associated either with the second or third singular value at different times.
Figure 2.37: Evolution of the second basis function from POD for the first three timesteps in the solution to (2.20) using empirical chaos expansion.

Figure 2.38: Evolution of the second basis function from POD for the first 30 timesteps in the solution to (2.20) using empirical chaos expansion.
Figure 2.39: Evolution of the magnitude of the second and third singular values from POD in the solution to (2.20) using empirical chaos expansion.
2.6 Reaction-Diffusion Equation

In this section we consider a model reaction-diffusion equation:

\[ u_t(x,t,\xi) = \xi u_{xx}(x,t,\xi) + 0.1 \left(u - |u|^\frac{3}{2}\right), \quad 0 \leq x \leq 6, \quad t \geq 0 \tag{2.24} \]

\[ u(x,0,\xi) = 3I_{[2,4]}, \tag{2.25} \]

with homogeneous Dirichlet boundary conditions, i.e.

\[ u(0,t,\xi) = u(6,t,\xi) = 0. \]

\( I_{[a,b]} \) is the indicator function on the interval \([a,b]\) and \( \xi \) is a random variable uniformly distributed on \([0,1]\). Since the solution to the reaction-diffusion equation with these initial conditions will eventually converge, the gPC expansion can achieve high accuracy at long integration times without needing to include more and more basis functions. Similarly, the empirical chaos expansion does quite well with the first set of empirical basis functions that it generates, and does not need to update them by resampling solutions at later times. However, the inclusion of the nonlinear \(|u|^\frac{3}{2}\) term greatly increases the cost of solving the stochastic Galerkin system compared to the system generated by the diffusion equation in Section 2.4.

Note that over the space for this problem:

\[ \langle f, g \rangle := \int_0^1 f(\xi)g(\xi)\,d\xi \]

\[ E[f] := \int_0^1 f(\xi)\,d\xi \]
We do not have an analytic solution for this SPDE, so we run Monte Carlo simulations until they converge in order to check the accuracy of the solutions computed from the polynomial chaos expansion and the empirical chaos expansion.

### 2.6.1 Polynomial Chaos Expansion

If we use gPC then we use normalized Legendre polynomials to be our basis functions. The domain of the random space is the interval $[0, 1]$, so we must use shifted Legendre polynomials, since the standard Legendre polynomials are orthogonal over the interval $[-1, 1]$. Letting $\{L^i\}$ be the $i^{th}$ normalized shifted Legendre polynomial, we can perform a stochastic Galerkin method as in section 1.1.1. The true solution to equation (2.24) is expanded as:

$$ u(x, t, \xi) = \sum_{i=1}^{\infty} \hat{u}^i(x, t)L^i(\xi). $$
Substituting this into equation (2.24), then multiplying by a test function $L^j(\xi)$, and taking the expectation of both sides gives:

$$\sum_{i=1}^{\infty} \tilde{u}_i^j(x,t)L^i(\xi) = \xi \sum_{i=1}^{\infty} \tilde{u}_{ii}^i(x,t)L^i(\xi)$$

$$+ 0.1 \left( \sum_{i=1}^{\infty} \tilde{u}^i(x,t)L^i(\xi) - \left| \sum_{i=1}^{\infty} \tilde{u}^i(x,t)L^i(\xi) \right|^3 \right)$$

$$\Rightarrow E \left[ \sum_{i=1}^{\infty} \tilde{u}_i^j(x,t)L^i(\xi)L^j(\xi) \right] = E \left[ \xi \sum_{i=1}^{\infty} \tilde{u}_{ii}^i(x,t)L^i(\xi)L^j(\xi) \right]$$

$$+ 0.1 E \left[ \sum_{i=1}^{\infty} \tilde{u}^i(x,t)L^i(\xi) - \left| \sum_{i=1}^{\infty} \tilde{u}^i(x,t)L^i(\xi) \right|^3 L^j(\xi) \right]$$

$$\Rightarrow \sum_{i=1}^{\infty} \tilde{u}_i^j(x,t)E \left[ L^i(\xi)L^j(\xi) \right] = \sum_{i=1}^{\infty} \tilde{u}_{ii}^i(x,t)E \left[ \xi L^i(\xi)L^j(\xi) \right]$$

$$+ 0.1 \left( \sum_{i=1}^{\infty} \tilde{u}^i(x,t)E \left[ L^i(\xi)L^j(\xi) \right] \right)$$

$$- E \left[ \sum_{i=1}^{\infty} \tilde{u}_i^i(x,t)L^i(\xi) \right|^3 L^j(\xi) \right]$$

$$\Rightarrow \tilde{u}_i^j = \sum_{i=1}^{\infty} \tilde{u}_{ii}^i(x,t)E \left[ \xi L^i(\xi)L^j(\xi) \right]$$

$$+ 0.1 \tilde{u}^j - 0.1 E \left[ \sum_{i=1}^{\infty} \tilde{u}_i^i(x,t)L^i(\xi) \right]^3 L^j(\xi) \right]$$
Letting

\[ A_{ji} = E \left[ \xi L_j L_i \right] \]

\[ \hat{f}_j = 0.1E \left[ \sum_{i=1}^{\infty} \hat{u}_i(x,t) L^i(\xi) \right] \]

\[ \hat{u} = \begin{pmatrix} \hat{u}^1(x,t) \\ \hat{u}^2(x,t) \\ \vdots \end{pmatrix} \]

simplifies the previous system to:

\[ \hat{u}_t = A \hat{u}_x + \hat{u} - \hat{f}. \quad (2.26) \]

Since the initial condition is deterministic,

\[ \hat{u}^1(x,0) = 3I_{[2,4]}, \text{ and } \hat{u}^i(x,0) = 0 \text{ for } i > 1. \]

We can then truncate the infinite system at some finite value \( N \) and solve the resulting deterministic system of PDEs.

The stochastic Galerkin system in equation (2.26) is more difficult to solve than the original SPDE system in equation (2.24) due to the nonlinear \( \hat{f} \) term. The expectations inside cannot be pre-computed since they depend on the values of the \( \hat{u}^i \) coefficients at each point in space and in time. We can compute \( \hat{f} \) at each timestep with numerical quadrature, but it requires us to compute \( N \) expectations, where \( N \) is the number of polynomial basis functions. If we solve the stochastic Galerkin system using a method of lines discretization or some other finite difference based approach, we will need to compute \( N \) expectations.
for every timestep of the numerical solver. In order to compute the expectations in the $\hat{f}$ vector we use a composite trapezoidal quadrature method that uses 200 Chebyshev nodes on the interval $[0.001, 1]$. The Legendre polynomials and the $A$ matrix in equation (2.26) are pre-computed using symbolic arithmetic to avoid any error. Unlike the reaction-advection system in section 2.5, however, the solutions to this system will converge, which means that we do not have to constantly increase the number of polynomial basis functions as we increase the final integration time.

To solve the original SPDE in equation (2.24) for fixed values of $\xi$, we use a method of lines discretization coupled with an multistep implicit ODE solver ($ode15s$ in Matlab). For the stochastic Galerkin system, however, the nonlinear coupling requires a different approach to efficiently solve. We implement the IIF2 integrator from [55, 9], which is a semi-implicit integration technique for nonlinear reaction-diffusion systems. It uses the method of lines to covert the PDE into a system of ODES, treats the diffusion component exactly with an exponential integrator, and then treats the reaction component implicitly to construct a nonlinear system. The nonlinear system is then solved with a fixed point iteration at each timestep.

To examine the accuracy of the solution we can look at the mean square expectation at $x = 1$, computed from the numerical solution to the stochastic Galerkin system in equation (2.26). Figures 2.40, 2.41, and 2.42 show the numerical gPC results compared to exact solutions generated by performing 100,000 Monte Carlo iterations. From the results we can see that it takes about 10 polynomial basis functions to accurately capture the mean square expectation out to time 10, and we only need to increase to 15 polynomial basis functions to accurately capture the mean square expectation out to time 100.
Figure 2.40: Mean square expectation $x = 1$ of solution to (2.24), computed using gPC with stochastic Galerkin, using Legendre polynomials of varying order $N$. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.

Figure 2.41: Mean square expectation $x = 1$ of solution to (2.24), computed using gPC with stochastic Galerkin, using Legendre polynomials of order 5. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.
Figure 2.42: Mean square expectation $x = 1$ of solution to (2.24), computed using gPC with stochastic Galerkin, using Legendre polynomials of order 10. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.
2.6.2 Empirical Chaos Expansion

If we let \( \{\Psi^i(\xi)\}^{N}_{i=1} \) be the set of empirical basis functions, we can perform a stochastic Galerkin method as in section 1.1.1. This is essentially the same derivation as section 2.6.1, except that the \( \Psi^i \) coefficients are not orthogonal. The true solution to equation (2.24) is approximated as:

\[
u(x,t,\xi) = \sum_{i=1}^{N} \hat{u}^i(x,t)\Psi^i(\xi).
\]
Substituting this into equation (2.24), then multiplying by a test function $\Psi^j(\xi)$, and taking the expectation of both sides gives:

$$
\sum_{i=1}^{N} \hat{u}^i_t(x,t)\Psi^i(\xi) = \xi \sum_{i=1}^{N} \hat{u}^i_{xx}(x,t)\Psi^i(\xi)
$$

$$
+ 0.1 \left( \sum_{i=1}^{N} \hat{u}^i_t(x,t)\Psi^i(\xi) - \left| \sum_{i=1}^{N} \hat{u}^i(x,t)\Psi^i(\xi) \right|^2 \right)
$$

$$
\implies E \left[ \sum_{i=1}^{N} \hat{u}^i_t(x,t)\Psi^i(\xi)\Psi^j(\xi) \right] = E \left[ \xi \sum_{i=1}^{N} \hat{u}^i_t(x,t)\Psi^i(\xi)\Psi^j(\xi) \right]
$$

$$
+ 0.1 \left( E \left[ \sum_{i=1}^{N} \hat{u}^i_t(x,t)\Psi^j(\xi) \right] - \left| \sum_{i=1}^{N} \hat{u}^i_t(x,t)\Psi^j(\xi) \right|^2 \right)
$$

$$
\implies \sum_{i=1}^{N} \hat{u}^i_t(x,t)E \left[ \Psi^i(\xi)\Psi^j(\xi) \right] = \sum_{i=1}^{N} \hat{u}^i_t(x,t)E \left[ \xi \Psi^i(\xi)\Psi^j(\xi) \right]
$$

$$
+ 0.1 \left( \sum_{i=1}^{N} \hat{u}^i_t(x,t)E \left[ \Psi^j(\xi) \right] - E \left[ \sum_{i=1}^{N} \hat{u}^i_t(x,t)\Psi^j(\xi) \right]^2 \right) \Psi^j(\xi)
$$
Letting

\[ A_{ji} = E [\xi \Psi_j \Psi_i] \]

\[ M_{ji} = E [\Psi_j \Psi_i] \]

\[ \hat{f}_j = 0.1E \left[ \sum_{i=1}^{N} \hat{u}_i^j(x,t) \Psi^i(\xi) \right]^{2/3} \Psi^j(\xi) \]

\[ \hat{u} = \begin{pmatrix} \hat{u}_1(x,t) \\ \hat{u}_2(x,t) \\ \vdots \end{pmatrix} \]

simplifies the previous system to:

\[ M\hat{u}_t = A\hat{u}_x + M\hat{u} - \hat{f}. \tag{2.27} \]

We can follow the method in section 2.1 to construct empirical basis functions by sampling trajectories and applying POD, and then using those empirical basis functions to compute the \( M \) and \( A \) matrices and the \( \hat{f} \) vector in Equation 2.27. We use 200 Chebyshev nodes on the interval \([0.001, 1]\) as the set of values for \( \xi \). We compute the intermediate expectations of the \( \hat{f} \) vector using the same composite trapezoidal quadrature rule that we used for standard polynomial chaos in order to have a fair comparison of the running times. To solve this system we generate the empirical basis functions by sampling the solution over a small time interval (in this case from \( t = 0 \) to \( t = 1 \)) and we then use those basis functions without updating them for the entire time interval. This produces accurate solutions since the reaction-diffusion equation eventually converges, and we do not need to resample trajectories at later time intervals.
To solve the stochastic Galerkin system we use the same IIF2 semi-implicit integrator described in the previous section [55, 9].

To examine the accuracy of the solution we can look at the mean square expectation at \( x = 1 \), computed from the numerical solution to the stochastic Galerkin system in equation (2.27). Figures 2.43 and 2.44 show the numerical empirical chaos expansion results compared to exact solutions generated by performing 100,000 Monte Carlo iterations. The sampling points were 200 Chebyshev nodes on the interval \([0.001, 1]\).

![Graph](image)

**Figure 2.43**: Mean Square Expectation \( x = 1 \) of the solution to (2.24) computed using an empirical chaos expansion with stochastic Galerkin. The timestep of size was 2, the basis functions were computed by solving the deterministic equation at 200 Chebyshev nodes on the interval \([0.001, 1]\), and the number of basis functions was 12. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.
Figure 2.44: Mean Square Expectation $x = 1$ of the solution to (2.24) computed using an empirical chaos expansion with stochastic Galerkin. The timestep of size was 2, the basis functions were computed by solving the deterministic equation at 200 Chebyshev nodes on the interval $[0.001, 1]$, and the number of basis functions was 12. The exact solution was generated by performing Monte Carlo sampling with 100,000 realizations.

Just as in previous sections, we choose the number of empirical basis functions by examining the magnitude of the scaled singular values from POD. The difference is that we do not need to update the basis functions from their initial values by resampling trajectories. Figure 2.45 shows the magnitude of the singular values from the POD that was computed at $t = 0$. There is a marked drop in the magnitude from the first to the second singular value, and by the sixth singular value the scaled magnitude has gotten quite small.
Figure 2.45: Singular values from POD for the time interval $t = 0$ to $t = 2$ when performing empirical chaos expansion to solve (2.24). Singular values are scaled so that the maximum singular value has magnitude 1.

2.6.3 Running Time

Since the number of empirical basis functions does not dramatically grow as the number of timesteps increases, the execution time for the empirical expansion method scales linearly with the final integration time (see figure 2.46). But since the solution to the reaction-diffusion equation converges, we also do not need to greatly increase the number of polynomial basis functions in standard polynomial chaos either, which leads to its computational time also scaling roughly linearly with the final integration time. The empirical chaos expansion outperforms standard polynomial chaos towards the end because it uses a total of 12 basis functions to accurately integrate to time 100, whereas polynomial chaos needs about 15 basis functions to accurately integrate to time 100.
Figure 2.46: Comparison of total running times for solutions of (2.24) computed to the same accuracy using empirical chaos expansion and gPC with stochastic Galerkin.

2.6.4 Basis Function Evolution

We do not need to evolve the empirical basis in order to accurately compute the solution to the reaction-diffusion equation, so as in previous sections we fix the empirical basis functions to their initial values for computational efficiency. However, we can still evolve the basis functions and monitor their evolution. We set the timestep size for the reaction-diffusion equation (2.24) to 0.1, and examine the values of the basis functions over time. Figure 2.47 shows the values of the basis function that corresponds to the largest singular value from POD for the first 5 timesteps (each timestep is of size 0.1). The basis functions smoothly evolve, and in figure 2.48 we see that the empirical basis functions converge for later timesteps. The evolution of the first three singular values from POD are plotted in figure 2.49. Similar to the standard diffusion equation there are not any singular value crossings.
**Figure 2.47**: Evolution of the first basis function from POD for the first five timesteps in the solution to (2.24) using empirical chaos expansion.

**Figure 2.48**: Evolution of the first basis function from POD for timesteps 200 to 350 in the solution to (2.24) using empirical chaos expansion.
Figure 2.49: Evolution of the magnitude of the first three singular values from POD in the solution to (2.24) using empirical chaos expansion.
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Chapter 3

Empirical Basis Evolution Operator
3.1 Empirical Basis Evolution

The smooth evolution of the empirical basis functions derived from POD suggests that the empirical basis functions can be computed through an analytic approach that involves the dynamics of the SPDE. In gPC methods we construct a basis that is orthogonal to the distribution of the random variables, then project the exact solution onto this basis and solve for the deterministic coefficients which are functions of space and time. If we wish to examine how the dynamics of a particular SPDE influence the basis functions for the random space, we can first take a specific basis—in this case one generated empirically—then project that basis onto a set of deterministic basis functions that only have a spatial dependence. After doing so the basis functions of the random variables will have a time dependence and we will have a DAE whose solution will evolve the basis functions in time.

For the model SPDEs that we analyze, we use the approximation:

$$u(x, t, \xi) \approx \sum_{i=1}^{N} \hat{u}^i(x) \Psi^i(\xi, t). \quad (3.1)$$

The values for $\Psi^i(\xi, t_0)$ will be the values of empirically generated basis functions, and the values of the $\hat{u}^i(x)$ basis functions will be the values $\hat{u}^i(x, t_0)$ of the deterministic coefficients from the empirical chaos expansion at time $t_0$. In this new approximation the spatial component is fixed in time, but the random basis functions can vary.

In order to evolve the basis functions in time we can perform a Galerkin method, this time integrating over the spatial component. We multiply by a test function $\hat{u}^j$, then integrate over the spatial domain, $R$. If we work with the general model problem in Equation 1.1,
then this becomes:

\[
\sum_{i=1}^{N} \hat{u}^i(x)\Psi^i(\xi, t) = L \left( \sum_{i=1}^{N} \hat{u}^i(x)\Psi^i(\xi, t), x, t, \xi \right)
\]

\[
\Rightarrow \sum_{i=1}^{N} \hat{u}^i(x)\hat{u}^j(x)\Psi^i(\xi, t) = L \left( \sum_{i=1}^{N} \hat{u}^i(x)\Psi^i(\xi, t), x, t, \xi \right) \hat{u}^j(x)
\]

\[
\Rightarrow \sum_{i=1}^{N} \int_R \hat{u}^i(x)\hat{u}^j(x) \, dx \Psi^i(\xi, t) = \int_R L \left( \sum_{i=1}^{N} \hat{u}^i(x)\Psi^i(\xi, t), x, t, \xi \right) \hat{u}^j(x) \, dx.
\] (3.2)

In practice this system can usually be simplified, but it depends on the form of the differential operator \( L \). This provides a DAE whose solution will evolve the basis functions of the random variable in time. The general approach we follow is to generate a set of empirical basis functions over a short time interval using POD, solve the resulting stochastic Galerkin system, and use the final values of the \( \hat{u}^i(x, t) \) coefficients as the fixed spatial basis in (3.2). We use the empirical basis functions as the initial values of the \( \Psi^i(\xi, t) \) coefficients, and then solve (3.2) over a short time interval and use the final values of the \( \Psi^i(\xi, t) \) coefficients as the new empirical basis for the next stochastic Galerkin step.
3.1.1 One Dimensional Wave Equation

If we substitute equation (3.1) into equation (2.2) for the one dimensional wave, then we get:

\[ \sum_{i=1}^{N} \hat{u}^i(x) \Psi_i'(\xi, t) = \xi \sum_{i=1}^{N} \hat{u}_x^i(x) \Psi_i'(\xi, t) \]

\[ \implies \sum_{i=1}^{N} \hat{u}^i(x) \hat{u}^i(x) \Psi_i'(\xi, t) = \xi \sum_{i=1}^{N} \hat{u}_x^i(x) \hat{u}^i(x) \Psi_i'(\xi, t) \]

\[ \implies \sum_{i=1}^{N} \int_0^{2\pi} \hat{u}^i(x) \hat{u}^i(x) \, dx \Psi_i'(\xi, t) = \xi \sum_{i=1}^{N} \int_0^{2\pi} \hat{u}_x^i(x) \hat{u}^i(x) \, dx \Psi_i'(\xi, t). \]

Letting

\[ \Psi = \begin{pmatrix} \Psi^1 \\ \Psi^2 \\ \vdots \\ \Psi^N \end{pmatrix}, \quad \hat{u} = \begin{pmatrix} \hat{u}^1 \\ \hat{u}^2 \\ \vdots \\ \hat{u}^N \end{pmatrix}, \quad A_{ji} = \int_0^{2\pi} \hat{u}^i(x) \hat{u}^j(x) \, dx, \quad M_{ji} = \int_0^{2\pi} \hat{u}_x^i(x) \hat{u}^j(x) \, dx \]

implies:

\[ A \Psi_i'(\xi, t) = \xi M \Psi_i'(\xi, t), \quad (3.3) \]

which is a DAE whose solution can be used to evolve basis functions in time. The general approach we use is to first generate a set of empirical basis functions up to a particular time \( t^* \), using the method of section 2.1. Then the set of empirical basis functions is evolved in time by solving equation (3.3). In particular, if the matrix \( A \) is invertible, then the exact
solution to equation (3.3) is:

\[ \Psi(\xi, t) = \exp [\xi A^{-1} M(t - t_0)] \Psi(\xi, t_0), \tag{3.4} \]

where \( \exp \) is the matrix exponential operator. The issue in practice is that \( A \) is singular. To deal with this we can decompose the full system into subsystems where the \( A \) matrix is nonsingular. To accomplish this we can first choose the largest nonsingular square submatrix of \( A \) whose upper left corner is the \((1,1)\) entry of \( A \). If that submatrix has lower right corner \((k, k)\) where \( k < n \), then we repeat this procedure by constructing another such matrix whose upper left corner is \((k+1, k+1)\). In practice we calculate the condition number of the submatrices and use that to determine if the matrix is close to singular. At this point each subsystem has a nonsingular \( A \) matrix, which allows us to directly apply the matrix exponential operator in equation (3.4) to update the basis functions.

Figure 3.1 shows the result of applying this method to the one-way wave equation (2.2). The basis functions up to time \( t = 1 \) are empirically generated using the standard method from Section 2.2. For times \( 1 < t \leq 10 \), the empirical basis functions that were generated at \( t = 1 \) are evolved using the exponential operator from Equation 3.4. The numerical solution closely matches the exact solution up to about \( t = 4 \). Past that time the numerical solution begins to diverge from the exact solution, but still follows the general pattern. For comparison, we can examine Figure 3.2, where the basis functions are empirically generated up to time \( t = 1 \), and then the basis functions are kept fixed for times \( 1 < t \leq 10 \). When the basis functions are not evolved at all then the numerical solution matches the exact solution up to about \( t = 3 \), but past that point it wildly diverges from the exact solution, in much the same way as the standard polynomial chaos expansion.

The basis evolution operator involves computing a matrix exponential, and has the
Figure 3.1: Mean square expectation at $x = 0$ of solution to (2.2), computed using empirical chaos expansion with stochastic Galerkin. The basis functions up to time $t = 1$ are empirically generated. For times $1 < t \leq 10$, the empirical basis functions that were generated at $t = 1$ are evolved using the exponential operator in (3.4).

Figure 3.2: Mean square expectation at $x = 0$ of solution to (2.2), computed using empirical chaos expansion with stochastic Galerkin. The basis functions up to time $t = 1$ are empirically generated. For times $1 < t \leq 10$, the basis functions remain fixed at the empirical basis functions that were generated for time $t = 1$.

potential to be much cheaper to compute than the trajectory sampling approach, and it suggests the following general strategy:
1. Sample a set of trajectories and use POD to generate a set of empirical basis functions

2. Use the exponential basis evolution operator to update the basis functions for a few additional timesteps without resampling the trajectories

3. Repeat

Although we do not resample the trajectories at each timestep, we need to use smaller timesteps when applying the matrix exponential operator. In the case of the one dimensional wave, this results in a slight increase in the running time since the stochastic Galerkin system is already straightforward to solve. Figure 3.3 shows the result of applying the alternating timestep strategy, where the first timestep generates empirical basis functions by sampling trajectories, the second timestep evolves the basis functions using the exponential operator from 3.4, the third timestep resamples trajectories to generate a new set of empirical basis functions, the fourth timestep evolves the empirical basis functions using the exponential operator from 3.4, and so on. We can observe that the solution retains the same accuracy as when we used trajectory sampling on every timestep. If we do not use the exponential operator from 3.4 to update the basis functions on alternating timesteps, then the solution quickly loses accuracy, as we can see in figure 3.4.
Figure 3.3: Mean square expectation at \( x = 0 \) of solution to (2.2), computed using empirical chaos expansion with stochastic Galerkin with timestep size of 1. The basis functions on even timesteps are empirically generated using POD. The basis functions on odd timesteps are evolved using the exponential operator in (3.4).

Figure 3.4: Mean square expectation at \( x = 0 \) of solution to (2.2), computed using empirical chaos expansion with stochastic Galerkin with timestep size of 1. The basis functions on even timesteps are empirically generated using POD. The basis functions on odd timesteps are not evolved from their previous values.
3.1.2 Diffusion Equation

In section 2.4 we showed that the empirical basis functions for the diffusion equation do not need to be evolved from their initial values in order to accurately compute the solution. It is still useful, however, to verify that the empirical basis continues to accurately capture the solution after we apply the exponential basis evolution operator.

If we substitute equation (3.1) into equation (2.14) for the diffusion equation, then we get:

\[
N \sum_{i=1}^{N} \hat{u}_i(x) \Psi_i^\prime(\xi, t) = \xi \sum_{i=1}^{N} \hat{u}_{xx}^i(x) \Psi_i^\prime(\xi, t)
\]

\[
\implies \sum_{i=1}^{N} \hat{u}_i(x) \hat{u}_i(x) \Psi_i^\prime(\xi, t) = \xi \sum_{i=1}^{N} \hat{u}_{xx}^i(x) \hat{u}_i(x) \Psi_i^\prime(\xi, t)
\]

\[
\implies \sum_{i=1}^{N} \int_{0}^{2\pi} \hat{u}_i(x) \hat{u}_i(x) dx \Psi_i^\prime(\xi, t) = \xi \sum_{i=1}^{N} \int_{0}^{2\pi} \hat{u}_{xx}^i(x) \hat{u}_i(x) dx \Psi_i^\prime(\xi, t).
\]

Letting

\[
\Psi = \begin{pmatrix}
\Psi_1 \\
\Psi_2 \\
\vdots \\
\Psi_N
\end{pmatrix}
\]

\[
\hat{u} = \begin{pmatrix}
\hat{u}_1 \\
\hat{u}_2 \\
\vdots \\
\hat{u}_N
\end{pmatrix}
\]

\[
A_{ji} = \int_{0}^{2\pi} \hat{u}_j(x) \hat{u}_i(x) dx 
M_{ji} = \int_{0}^{2\pi} \hat{u}_{xx}^j(x) \hat{u}_i(x) dx
\]

implies:

\[
A \Psi_i(\xi, t) = \xi A \Psi_i(\xi, t),
\]

which is a DAE whose solution can be used to evolve basis functions in time. The general
approach we use is to first generate a set of empirical basis functions up to a particular time $t^*$, using the method of section 2.1. Then the set of empirical basis functions is evolved in time by solving equation (3.3). In particular, if the matrix $A$ is invertible, then the exact solution to equation (3.5) is:

$$\Psi(\xi, t) = \exp \left[ \xi A^{-1} M(t - t_0) \right] \Psi(\xi, t_0),$$

(3.6)

where exp is the matrix exponential operator. Unlike the case with the one dimensional wave equation, the $A$ matrix in this case is nonsingular and we can directly apply the exponential operator in equation (3.6) to update the basis functions.

Figure 3.5 shows the result of applying this method to the diffusion equation (2.14). The basis functions up to time $t = 1$ are empirically generated using the standard method from section 2.4. For times $1 < t \leq 10$, the empirical basis functions that were generated at $t = 1$ are evolved using the exponential operator from equation (3.6). The numerical solution closely matches the exact solution. Recall, however, that the empirical basis functions accurately captured the solution even if they are not evolved at all. We can examine figure 3.6, where the basis functions are empirically generated up to time $t = 1$, and then the basis functions are kept fixed for times $1 < t \leq 10$, which also accurately captures the solution.
Figure 3.5: Mean square expectation at $x = 1$ of solution to (2.14), computed using empirical chaos expansion with stochastic Galerkin. The basis functions up to time $t = 1$ are empirically generated. For times $1 < t \leq 10$, the basis functions that were generated at $t = 1$ are evolved using the exponential operator in (3.6).

Figure 3.6: Mean square expectation at $x = 1$ of solution to (2.14), computed using empirical chaos expansion with stochastic Galerkin. The basis functions up to time $t = 1$ are empirically generated. For times $1 < t \leq 10$, the basis functions remain fixed at the empirical basis functions that were generated for time $t = 1$. 
3.2 Acknowledgements

This work was conducted with Professor Melvin Leok at the University of California, San Diego and is currently being prepared for publication.
Chapter 4

Stochastic Collocation
In polynomial chaos, we first choose a basis \( \{P_i(\xi)\}_{i=1}^N \) for the random space, and then express the solution to the SPDE as:

\[
u(x, t, \xi) \approx \sum_{i=1}^{N} \hat{u}^i(x, t)P^i(\xi).
\]

The stochastic Galerkin method presented in previous sections to compute the unknown \( \hat{u}^i(x, t) \) coefficients can prove difficult to apply in practice. One of the principal issues is that the Galerkin system must be derived analytically, and there are as yet no sufficiently powerful algorithms to automate this process for fully general problems. Another issue is that implementing the stochastic Galerkin method usually requires new code to be written in order to solve the coupled deterministic Galerkin PDE. Finally, in many cases the Galerkin PDE is significantly more challenging to solve than the original SPDE.

In an attempt to deal with these issues, a class of methods termed *nonintrusive* were developed. Nonintrusive methods typically require the original SPDE system to be solved for fixed values of the random variables and then apply post-processing in order to compute various moments of the solution distribution. Thus, no new codes need to be developed beyond a deterministic solver for fixed values of the random variable, and such codes often already exist. Monte-Carlo methods are an example of a nonintrusive method, where the solution is computed for fixed values of the random variable, and then moments of the discrete distribution are used to approximate moments of the continuous distribution (e.g. the average of the computed solutions is used as an approximation to the mean of the continuous distribution).

Another commonly used nonintrusive method is stochastic collocation, which was formalized in [86]. The general approach of stochastic collocation involves choosing a set of collocation nodes in the random space and picking values for the unknown \( \hat{u}^i(x, t) \)
coefficients such that the error of the polynomial chaos expansion is zero at the collocation nodes. This can be accomplished by solving the original SPDE where the random variable is set to the value of the collocation nodes and/or neighboring nodes, then using those solutions either for interpolation or numerical integration. In the interpolation approach, a high order interpolating polynomial is constructed in the random variable space so that it passes through the computed numerical solutions at all of the collocation points. The polynomial can then be used to solve for the $\hat{u}^i(x,t)$ coefficients in the polynomial chaos expansion. In the numerical integration approach (also known as discrete projection or the pseudospectral approach [84]), the solutions at the collocation nodes are used with numerical quadrature to evaluate:

$$\hat{u}^i(x,t) = \int_\Omega u(x,t,\xi)P_i(\xi)d\xi,$$

for each of the unknown $\hat{u}^i(x,t)$ coefficients.

Another approach, which we use here, is called the Stochastic Response Surface Method (SRSM) [33, 34] or matrix inversion approach [85]. With this method, we construct and solve the following system for a set of discrete $x$ and $t$ values:

$$\begin{pmatrix}
P_1(\xi_1) & P_2(\xi_1) & \ldots & P_N(\xi_1) \\
P_1(\xi_2) & P_2(\xi_2) & \ldots & P_N(\xi_2) \\
\vdots \\
P_1(\xi_k) & P_2(\xi_k) & \ldots & P_N(\xi_k)
\end{pmatrix} \begin{pmatrix}
\hat{u}^1(x,t) \\
\hat{u}^2(x,t) \\
\vdots \\
\hat{u}^N(x,t)
\end{pmatrix} = \begin{pmatrix}
u(x,t,\xi_1) \\
u(x,t,\xi_2) \\
\vdots \\
u(x,t,\xi_k)
\end{pmatrix},$$

(4.1)

where $\{\xi_i\}_{i=1}^k$ is the set of collocation points, and the right hand side is the numerical solution at each of the collocation points. The SRSM has been applied as part of stochastic
collocation to solve SPDEs in multiple settings [52, 35, 31, 30, 5], and stochastic collocation in general is a very active field [2, 57, 18, 50, 17, 67, 72], in no small part due to the relative ease of implementation relative to stochastic Galerkin.

The system can be constructed so that $k = N$ and there is a unique solution. In practice, however, we usually create the system so that $k > N$, causing it to be overdetermined and then solve it in least squares sense. Just like stochastic Galerkin, SRSM may also be applied using empirical basis functions generated from POD. The advantage, just as with SRSM applied to gPC, is that it does not require new code that is specific to a given problem, beyond code that can solve the problem for a fixed value of the random variable. In the following sections we show the result of applying SRSM to some model problems using gPC expansions as well as empirical chaos expansions.
4.1 One Dimensional Wave Equation

4.1.1 Polynomial Chaos Expansion

For the one dimensional wave equation (2.2), we can apply SRSM to the standard polynomial chaos expansion, choosing the collocation points to be the set of $k$ Chebyshev nodes on the interval $[-1, 1]$. Each of the $k$ collocation nodes requires one solution to the original equation, for a fixed value of $\xi$. These computations can trivially be run in parallel. After computing the numerical solutions at the collocation nodes we then compute the least squares solution to the linear system in (4.1) at each fixed value of $x$ and $t$. The total computational cost is thus the cost of computing the $k$ solutions of the original system, plus the cost of inverting a $k \times N$ system.

Just like the stochastic Galerkin method, capturing solution behavior for long time intervals requires $N$ to continually grow. Effectively solving equation (4.1) requires $k$ to be at least as large as $N$, so this increases the cost of computing the solution at the collocation nodes, and also increases the cost of inverting the resulting $k \times N$ matrix. Figure 4.1 shows the result of applying SRSM using gPC for polynomial orders of 10, 20, and 30, and using the expansions to compute the mean square expectation of the solution at $x = 0$. Past a certain point in time all of the numerical solutions diverge from exact value.
Figure 4.1: Mean Square Expectation at $x = 0$ of solution to (2.2), computed using gPC with SRSM using Legendre polynomials of varying order, $N$. The collocation nodes were chosen to be 600 Chebyshev nodes on the interval $[-1, 1]$

4.1.2 Empirical Chaos Expansion

We can apply SRSM to the empirical chaos expansion in a similar way to standard polynomial chaos. Before solving Equation (4.1), however, we must generate a set of empirical basis functions. This step also requires solving the original system for a set of fixed values of $\xi$, so we may solve the equation for a fixed set once, and then use that set both for generating the empirical basis and also for estimating the values of the unknown $\hat{u}(x, t)$ coefficients.

We begin by fixing the value of $\xi$ to the collocation points, and solving the deterministic PDE from the starting time up to the first timestep. The solutions are then used to construct an empirical basis, following the method of Section 2.1. After the basis functions are generated, we use them to evaluate the left side of equation (4.1). The values of the solutions are also used to determine the right side of equation (4.1). The system is then solved to determine the unknown $\hat{u}(x, t)$ coefficients. This provides a solution up to the
first timestep. The solution at the first timestep is then used as the initial condition, and we again solve the deterministic PDE at the collocation points from the first timestep to the second timestep. We use the values of the solutions from timestep one to timestep two to construct a new set of empirical basis functions, which again lets us evaluate the left side of equation (4.1). The values of the solutions also provide the right side of equation (4.1). The system is then solved to determine the unknown $\hat{u}^i(x,t)$ coefficients up to timestep two. This process is iteratively repeated out to the final timestep, at which point the full solution is available. Figure 4.2 shows the result of applying SRSM with an empirical chaos expansion using a timestep of $t = 1$, using 240 Chebyshev nodes on the interval $[-1,1]$ as the collocation points, and using the expansion to compute the mean square expectation of the solution at $x = 0$. The expansion used at most 9 empirical basis functions for any given timestep. Similar to stochastic Galerkin, it very faithfully reproduces the behavior of the mean square expectation of the exact solution while keeping the total number of basis functions low.

The singular values from POD show a marked drop off, just as in the case of the stochastic Galerkin method. We use the same singular value cutoff of $10^{-4}$ to decide the total number of empirical basis functions after performing a POD. Figure 4.3 shows the first ten scaled singular values from POD at the fifth timestep. There is a noticeable drop from the second to third singular value, and the singular values are very close to zero past the sixth.
**Figure 4.2:** Mean square expectation at $x = 0$ computed using an empirical chaos expansion with SRSM. The collocation nodes were chosen to be 240 Chebyshev nodes on the interval $[-1, 1]$, and the timestep length was $t = 1$. The maximum number of basis functions used on any individual timestep was 9.

**Figure 4.3:** Singular values from POD for the first timestep when performing empirical chaos expansion with SRSM to solve (2.2). Singular values are scaled so that the maximum singular value has magnitude 1.
4.1.3 Running Time

We expect the computational time of the empirical chaos expansion with SRSM to scale linearly as we increase the final time. If the number of basis functions does not noticeably grow as the final time increases, and the number of collocation points remains relatively fixed, then the total amount of computational work done at every timestep is fixed. Thus we expect doubling the final simulation time to result in roughly double the total amount of computational time. The situation with polynomial chaos is different, since increasing the number of basis functions also increases the cost of solving the SRSM system. Figure 4.4 shows a comparison of the running times. Note that the polynomial chaos running time scales superlinearly with the final time, while the empirical chaos expansion running time scales linearly with the final running time. The polynomial chaos method used 600 collocation nodes in order to accurately compute the solution, while the empirical chaos method required 240 collocation nodes.

![Figure 4.4](image-url)

**Figure 4.4:** Comparison of total running times for solutions of (2.2) computed to the same accuracy using empirical chaos expansion and gPC with SRSM.
4.1.4 Basis Function Evolution

We now examine how the empirical basis functions evolve between timesteps. We set the timestep length to 0.1 for this section to closely monitor how the basis functions change. Figure 4.5 shows how the basis function corresponding to the largest singular value evolves over the first five timesteps.

![Graph showing the evolution of the first basis function from POD for the first five timesteps in the solution to (2.2) using empirical chaos expansion with SRSM.](image)

**Figure 4.5:** Evolution of the first basis function from POD for the first five timesteps in the solution to (2.2) using empirical chaos expansion with SRSM.

This basis function evolves smoothly, but since the first and second singular values cross multiple times, it can also become the basis function associated with the second singular value. See Figure 4.6, which shows the magnitudes of the first and second singular values over 100 timesteps. Figure 4.7 shows a three dimensional view of the evolution of the first basis function, where time is the third axis.
Figure 4.6: Evolution of the magnitude of the first two singular values from POD in the solution to (2.2) using empirical chaos expansion with SRSM.

Figure 4.7: Evolution of the first basis function from POD for the first 100 timesteps in the solution to (2.2) using empirical chaos expansion with SRSM.
4.2 Diffusion Equation

4.2.1 Polynomial Chaos Expansion

For the diffusion equation (2.14), we can apply SRSM to the gPC expansion, choosing the collocation nodes to be the set of \( k \) Chebyshev nodes on the interval \([0, 1]\). Each of the \( k \) collocation points requires one solution to the original equation, for a fixed value of \( \xi \).

Since the solution to the diffusion equation converges, we do not need to dramatically increase the number of Legendre basis polynomials in order to accurately capture the solution behavior out to long final integration times. Figure 4.8 shows the result of applying SRSM using standard polynomial chaos for polynomial orders of 3, 5, and 10, and using the expansions to compute the mean square expectation of the solution at \( x = 1 \). The exact solution was computed using 75,000 Monte Carlo iterations. All of the computed solutions follow the general trend of the exact solution, and once we have added 10 polynomial basis functions the exact solution is visually indistinguishable from the solution computed using polynomial chaos.
Figure 4.8: Mean Square Expectation at $x = 1$ of solution to (2.14), computed using gPC with SRSM using Legendre polynomials of varying order $N$. The collocation nodes were chosen to be 200 Chebyshev nodes on the interval $[0, 1]$.

4.2.2 Empirical Chaos Expansion

We can apply SRSM to the empirical chaos expansion in a similar way to standard polynomial chaos. Before solving equation (4.1), however, we must generate a set of empirical basis functions. This step also requires solving the original system for a set of fixed values of $\xi$, so we may solve the equation for a fixed set once, and then use that set both for generating the empirical basis and also for estimating the values of the unknown $\hat{u}^i(x,t)$ coefficients. Since the solution to the diffusion equation converges, we can generate a single set of empirical basis functions by solving the original system up to time 1, and then using that same set of basis functions for the entire integration time.

Figure 4.9 shows the result of applying SRSM with an empirical chaos expansion using a timestep of $t = 1$, with 200 Chebyshev nodes on the interval $[0, 1]$ as the collocation points, and using the expansion to compute the mean square expectation of the solution at $x = 1$. The expansion used 12 empirical basis functions. Similar to stochastic Galerkin, it
very faithfully reproduces the behavior of the mean square expectation of the exact solution while keeping the total number of basis functions low.

Figure 4.9: Mean Square Expectation at $x = 1$ of solution to (2.14), computed using empirical chaos expansion with SRSIM. The collocation points were chosen to be 200 Chebyshev nodes on the interval $[0, 1]$, and the timestep length was $t = 1$. The basis functions were generated by sampling solutions up to the first timestep and then fixing them for the rest of the integration. There were 12 basis functions total.

The singular values from POD show a marked drop off, just as in the case of the stochastic Galerkin method. We use the same singular value cutoff of $10^{-4}$ to decide the total number of empirical basis functions after performing a POD. Figure 4.10 shows the first ten scaled singular values from POD at the first timestep. There is a dramatic decay over the first three singular values, and the singular values are very close to zero past the fifth.
Figure 4.10: Singular values from POD for first timestep when performing empirical chaos expansion with SRSM to solve (2.14). Singular values are scaled so that the maximum singular value has magnitude 1.

4.2.3 Running Time

Since the diffusion equation converges and we can use a fixed basis for both the polynomial chaos expansion as well as for the empirical chaos expansion, we expect both methods to perform well. In particular, since we can rely on a fixed number of basis functions in both methods, both their running times scale linearly with the final integration time. Figure 4.11 shows a comparison of the running times. The running times for both methods are nearly identical, since both rely on sampling the solution at 200 fixed values of $\xi$, and both use roughly the same number of basis functions (14 for empirical chaos and 15 for polynomial chaos). While the empirical chaos expansion incurs some extra overhead from performing a singular value decomposition and also performing numerical quadrature, the cost of the extra operations is insignificant compared to the cost of numerically solving the original equation for 200 fixed values of $\xi$ and the cost of solving the SRSM system.
Figure 4.11: Comparison of total running times for solutions of (2.14) computed to the same accuracy using empirical chaos expansion and gPC with SRSM.

4.2.4 Basis Function Evolution

We now examine how the empirical basis functions evolve between timesteps. For the computations in the previous sections we fixed the initial basis and did not evolve it at all, but for this section we resample the trajectories in order to see how the basis functions evolve. This is to verify that the basis functions do in fact converge, just as they do when we solve the diffusion equation using a stochastic Galerkin method. We set the timestep length to 0.1 for this section to closely monitor how the basis functions change. Figures 4.12 and 4.13 show how the basis functions corresponding to the first two singular values evolve over the first five timesteps. Figures 4.14 and 4.15 show the basis functions corresponding to the first two singular values between timesteps 400 and 500. They only slightly change between those 100 timesteps, indicating that they are converging, just as they did when we solved the diffusion equation using a stochastic Galerkin method.

We can also track how the magnitudes of the singular values from POD change between timesteps. Just as is the case with the stochastic Galerkin solution of the diffusion
**Figure 4.12:** Evolution of the first basis function from POD for the first five timesteps in the solution to (2.14) using empirical chaos expansion with SRSM.

**Figure 4.13:** Evolution of the second basis function from POD for the first five timesteps in the solution to (2.14) using empirical chaos expansion with SRSM.

equation, the largest singular values from POD with stochastic collocation do not seem to cross, which makes it easier to track the evolution of individual basis functions (see Figure 4.16).
Figure 4.14: Evolution of the first basis function from POD for timesteps 400 and 500 in the solution to (2.14) using empirical chaos expansion with SRSM.

Figure 4.15: Evolution of the second basis function from POD for timesteps 400 and 500 in the solution to (2.14) using empirical chaos expansion with SRSM.
Figure 4.16: Evolution of the magnitude of the first three singular values from POD in the solution to (2.2) using empirical chaos expansion.
4.3 Advection-Reaction Equation

4.3.1 Polynomial Chaos Expansion

For the advection-reaction equation (2.20), we can apply SRSM to the standard polynomial chaos expansion, choosing the collocation points to be the set of $k$ Chebyshev nodes on the interval $[-1, 1]$. Each of the $k$ collocation points requires one solution to the original equation, for a fixed value of $\xi$. These computations can trivially be run in parallel. After computing the numerical solutions at the collocation points we then compute the least squares solution to the linear system in (4.1) at each fixed value of $x$ and $t$. The total computational cost is thus the cost of computing the $k$ solutions of the original system, plus the cost of inverting a $k \times N$ system.

Just as with the stochastic Galerkin method, capturing solution behavior for long time intervals requires $N$ to continually grow. Effectively solving (4.1) requires $k$ to be at least as large as $N$, so this increases the cost of computing the solution at the collocation points, and also increases the cost of inverting the resulting $k \times N$ matrix. Figure 4.17 shows the result of applying SRSM using standard polynomial chaos for polynomial orders of 5 and 10 and using the expansions to compute the mean square expectation of the solution at $x = 0$. Past a certain point in time all of the numerical solutions diverge from exact value.
**Figure 4.17:** Mean square expectation $x = 0$ of solution to (2.20), computed using gPC with SRSM. $N$ is the total number of polynomial basis functions that were used. The collocation points were chosen to be 240 Chebyshev nodes on the interval $[-1, 1]$.

### 4.3.2 Empirical Chaos Expansion

We can apply SRSM to the empirical chaos expansion in a similar way to standard polynomial chaos. Before solving equation (4.1), however, we must generate a set of empirical basis functions. This step also requires solving the original system for a set of fixed values of $\xi$, so we may solve the equation for a fixed set once, and then use that set both for generating the empirical basis and also for estimating the values of the unknown $\hat{u}^i(x, t)$ coefficients.

We begin by fixing the value of $\xi$ to the collocation points, and solving the deterministic PDE from the starting time up to the first timestep. The solutions are then used to construct an empirical basis, following the method of section 2.1. After the basis functions are generated, we use them to evaluate the left side of equation (4.1). The values of the solutions are also used to determine the right side of (4.1). The system is then solved to determine the unknown $\hat{u}^i(x, t)$ coefficients. This provides a solution up to the first timestep.
The solution at the first timestep is then used as the initial condition, and we again solve the
deterministic PDE at the collocation points from the first timestep to the second timestep.
We use the values of the solutions from timestep one to timestep two to construct a new
set of empirical basis functions, which again lets us evaluate the left side of equation (4.1).
The values of the solutions also provide the right side of (4.1). The system is then solved to
determine the unknown $\hat{u}_i(x,t)$ coefficients up to timestep two. This process is iteratively
repeated out to the final timestep, at which point the full solution is available. Figure 4.18
shows the result of applying SRSM with an empirical chaos expansion using a timestep
of $t = 1$, using 240 Chebyshev nodes on the interval $[-1, 1]$ as the collocation points, and
using the expansion to compute the mean square expectation of the solution at $x = 0$. The
expansion used at most 22 empirical basis functions for any given timestep. Similar to
stochastic Galerkin, it very faithfully reproduces the behavior of the mean square expectation
of the exact solution while keeping the total number of basis functions low.

Figure 4.18: Mean square expectation at $x = 0$ of the solution to (2.20) computed
using an empirical chaos expansion with SRSM with a timestep size of 1. The
collocation points were chosen to be 240 Chebyshev nodes on the interval $[-1, 1]$. The
maximum number of basis functions used on any individual timestep was 22.
The singular values from POD show a marked drop off, just as in the case of the stochastic Galerkin method. We use the same singular value cutoff of $10^{-4}$ to decide the total number of empirical basis functions after performing a POD. Figure 4.19 shows the first ten scaled singular values from POD at the fifth timestep. There is a noticeable drop from the second to third singular value, and the singular values are very close to zero past the sixth.

![Figure 4.19: Singular values from POD for the fifth timestep when performing empirical chaos expansion to solve (2.20). Singular values are scaled so that the maximum singular value has magnitude 1.](image)

4.3.3 Running Time

We expect the computational time of the empirical chaos expansion with SRSM to scale linearly as we increase the final time. If the number of basis functions does not noticeably grow as the final time increases, and the number of collocation points remains relatively fixed, then the total amount of computational work done at every timestep is fixed. Thus we expect doubling the final simulation time to result in roughly double the
total amount of computational time. The situation with polynomial chaos is different, since increasing the number of basis functions also increases the cost of solving the SRSM system. We also need to steadily increase the number of collocation nodes for polynomial chaos as the final integration time increases. Figure 4.20 shows a comparison of the running times. Note that the polynomial chaos running time scales superlinearly with the final time, while the empirical chaos expansion running time scales linearly with the final running time. The polynomial chaos method used 800 collocation nodes for the final time in order to accurately compute the solution, while the empirical chaos method requires 200 collocation nodes.

![Figure 4.20](image.png)

**Figure 4.20**: Comparison of total running times for solutions of (2.20) computed to the same accuracy using empirical chaos expansion and gPC with SRSM.

### 4.3.4 Basis Function Evolution

We now examine how the empirical basis functions evolve between timesteps. We set the timestep length to 0.1 for this section to closely monitor how the basis functions change. Figure 4.21 shows how the basis function corresponding to the largest singular value evolves over the first five timesteps. Figure 4.22 shows the evolution of the magnitudes...
of the first, second, and third singular values over 100 timesteps.

**Figure 4.21**: Evolution of the first basis function from POD for the first five timesteps in the solution to (2.20) using empirical chaos expansion.

**Figure 4.22**: Evolution of the magnitude of the first, second, and third singular values from POD in the solution to (2.20) using empirical chaos expansion with SRSM.
4.4 Reaction-Diffusion Equation

4.4.1 Polynomial Chaos Expansion

For the reaction-diffusion equation (2.24), we can apply SRSM to the gPC expansion, choosing the collocation points to be the set of $k$ Chebyshev nodes on the interval $[0, 1]$. Each of the $k$ collocation points requires one solution to the original equation, for a fixed value of $\xi$.

Since the solution to the diffusion equation converges, we do not need to dramatically increase the number of Legendre basis polynomials in order to accurately capture the solution behavior out to long final integration times. Figure 4.23 shows the result of applying SRSM using gPC for polynomial orders of 4 and 10, and using the expansions to compute the mean square expectation of the solution at $x = 1$. The exact solution was computed using 100,000 Monte Carlo iterations. All of the computed solutions follow the general trend of the exact solution, and once we have added 10 polynomial basis functions the exact solution is visually indistinguishable from the solution computed using polynomial chaos.
4.4.2 Empirical Chaos Expansion

We can apply SRSM to the empirical chaos expansion in a similar way to standard polynomial chaos. Before solving (4.1), however, we must generate a set of empirical basis functions. This step also requires solving the original system for a set of fixed values of $\xi$, so we may solve the equation for a fixed set once, and then use that set both for generating the empirical basis and also for estimating the values of the unknown $\hat{u}(x, t)$ coefficients. Since the solution to the diffusion equation converges, we can generate a single set of empirical basis functions by solving the original system up to time 1, and then using that same set of basis functions for the entire integration time.

Figure 4.24 shows the result of applying SRSM with an empirical chaos expansion using a timestep of $t = 2$, with 300 Chebyshev nodes on the interval $[0.01, 1]$ as the collocation points, and using the expansion to compute the mean square expectation of the solution at $x = 1$. The expansion used 14 empirical basis functions. Similar to stochastic Galerkin, it
very faithfully reproduces the behavior of the mean square expectation of the exact solution while keeping the total number of basis functions low.

**Figure 4.24**: Mean square expectation at \( x = 1 \) of the solution to (2.24) computed using an empirical chaos expansion with SRSM. The collocation points were chosen to be 300 Chebyshev nodes on the interval \([0.01, 1]\), and the timestep length was \( t = 2 \). The basis functions were generated by sampling solutions up to the first timestep and then fixing them for the rest of the integration. There were 14 basis functions total.

The singular values from POD show a marked drop off, just as in the case of the stochastic Galerkin method. We use the same singular value cutoff of \( 10^{-4} \) to decide the total number of empirical basis functions after performing a POD. Figure 4.25 shows the first ten scaled singular values from POD at the first timestep. There is a dramatic decay over the first three singular values, and the singular values are very close to zero past the eighth.
Figure 4.25: Singular values from POD for the time interval $t = 0$ to $t = 2$ when performing empirical chaos expansion to solve (2.24). Singular values are scaled so that the maximum singular value has magnitude 1.

4.4.3 Running Time

Since the solution to the reaction-diffusion equation converges and we can use a fixed basis for both the polynomial chaos expansion as well as for the empirical chaos expansion, we expect both methods to perform well. In particular, since we can rely on a fixed number of basis functions in both methods, both their running times scale linearly with the final integration time. Figure 4.26 shows a comparison of the running times. The running times for both methods are nearly identical, since both rely on sampling the solution at 300 fixed values of $\xi$, and both use roughly the same number of basis functions (14 for empirical chaos and 15 for polynomial chaos). While the empirical chaos expansion incurs some extra overhead from performing a singular value decomposition and also performing numerical quadrature, the cost of the extra operations is insignificant compared to the cost of numerically solving the original equation for 300 fixed values of $\xi$ and the cost of solving the SRSM system.
4.4.4 Basis Function Evolution

We now examine how the empirical basis functions evolve between timesteps. For the computations in the previous sections we fixed the initial basis and did not evolve it at all, but for this section we resample the trajectories in order to see how the basis functions evolve. This is to verify that the basis functions do in fact converge, just as they do when we solve the diffusion equation using a stochastic Galerkin method. We set the timestep length to 0.1 for this section to closely monitor how the basis functions change. Figure 4.27 shows how the basis function corresponding to the first singular value evolves over the first five timesteps. Figure 4.28 shows the basis function corresponding to the first singular value between timesteps 400 and 500. There is only a slight change between those 100 timesteps, indicating that the basis function is converging, just as it did when we solved the reaction-diffusion equation using a stochastic Galerkin method.

We can also track how the magnitudes of the singular values from POD change between timesteps. Just as is the case with the stochastic Galerkin solution of the reaction-
**Figure 4.27:** Evolution of the first basis function from POD for the first five timesteps in the solution to (2.24) using empirical chaos expansion with SRSN.

**Figure 4.28:** Evolution of the first basis function from POD for timesteps 400 to 500 in the solution to (2.24) using empirical chaos expansion.

diffusion equation, the largest singular values from POD with stochastic collocation do not seem to cross, which makes it easier to track the evolution of individual basis functions (see figure 4.29).
Figure 4.29: Evolution of the magnitude of the first three singular values from POD in the solution to (2.24) using empirical chaos expansion with SRSM.
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Chapter 5

Conclusion
5.1 Future Work

Since their inception, polynomial chaos techniques have been successfully applied to a number of numerical problems that arise in uncertainty quantification. This work introduces a method to generate a set of empirical basis functions that varies with time to take the place of the standard orthogonal polynomial basis that remains fixed for the entire integration time. We demonstrate its numerical accuracy and efficiency over long-term integrations with multiple model problems. We also introduce a method to numerically evolve the empirical basis functions without needing to resample solutions of the original SPDE. We demonstrate that the running time of the empirical chaos method scales linearly with the final integration time. Thus, it has the potential to address one of the two principal issues with applying polynomial chaos techniques—solving problems out to long-term integrations is often inefficient due to the need to continually increase the number of polynomial basis functions.

This work does not, however, present a solution to the second and most fundamental issue—the curse of dimensionality. Namely, if the number of random variables is large then polynomial chaos techniques run slower than Monte Carlo methods. While empirical basis functions can be used in order to try to limit the size of such a basis, performing numerical integrations (which are a necessary component of the empirical chaos expansion) over a very high dimensional space still poses significant challenges, both in terms of computational time and accuracy. We currently use sparse grid quadrature, which allows us to achieve accurate solutions over higher dimensional spaces, but at the cost of sampling a large number of solutions of the original SPDE. Past a certain point it becomes more practical to use Monte Carlo methods instead. Some techniques such as multi-element polynomial chaos have shown some promise when faced with larger numbers of random variables, and it is
possible that using the basis decomposition employed by multi-element polynomial chaos methods coupled with empirical basis functions might allow higher dimensional SPDEs to be solved more efficiently.

Another open question is to what degree the empirical chaos expansion algorithms can be made adaptive. Recall that the number of basis functions is selected by examining the scaled magnitude of the singular values from POD, and there are two values that we can adjust.

1. The length of each timestep.

2. The number of solutions of the SPDE to sample.

The length of the timestep can be altered depending on the number of basis functions that we desire. In general, choosing a shorter timestep will result in the singular values from POD decaying faster, and thus will result in fewer empirical basis functions. The number of solutions to sample is a bit harder to determine. An approach that could be employed is to generate a set of empirical basis functions by sampling a fixed number of solutions to the SPDE, and then comparing the span of that basis to one that is generated by sampling a smaller number of solutions to the SPDE. If the difference in span is small then we would conclude that the number of solutions that we sampled is sufficient. If the difference in span is large, then we would conclude that the number of solutions that we sampled is insufficient, and proceed to sample additional solutions before repeating the process. Another, and perhaps more attractive, approach would be to develop robust error estimates that could be used instead of generating two separate empirical bases.

The method of empirical basis expansion has the potential to be coupled with gPC expansions as well. We could use a set of $N$ orthogonal polynomial functions and perform the same trajectory sampling that we do for an empirical chaos expansion. We could then
project the trajectories onto the polynomial basis, and construct an empirical basis for the residuals of the trajectories. The empirical basis should be numerically orthogonal to the polynomial basis, which might allow the two systems to be propagated independently. Even in the case that the two sets of basis functions need to be coupled, this work has demonstrated that it is feasible to solve such systems through the inclusion of a mass matrix that turns the system of propagation PDEs into a DAE.

Recent work [64] has also shown that when gPC is applied to SPDEs with Hamiltonian structure, the resulting stochastic Galerkin system retains the Hamiltonian structure. Future work could attempt to determine whether the Hamiltonian structure is also retained when the original system is expanded using the empirical chaos method presented here.

We have shown the empirical chaos to be a robust and accurate solution method for the model problems presented. Further work is needed to demonstrate its efficacy for additional problems.
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