Automated Extraction of the Cortical Sulci Based on a Supervised Learning Approach


Abstract—It is important to detect and extract the major cortical sulci from brain images, but manually annotating these sulci is a time-consuming task and requires the labeler to follow complex protocols [1], [2]. This paper proposes a learning-based algorithm for automated extraction of the major cortical sulci from magnetic resonance imaging (MRI) volumes and cortical surfaces. Unlike alternative methods for detecting the major cortical sulci, which use a small number of predefined rules based on properties of the cortical surface such as the mean curvature, our approach learns a discriminative model using the probabilistic boosting tree algorithm (PBT) [3]. PBT is a supervised learning approach which selects and combines hundreds of features at different scales, such as curvatures, gradients and shape index. Our method can be applied to either MRI volumes or cortical surfaces. It first outputs a probability map which indicates how likely each voxel lies on a major sulcal curve. Next, it applies dynamic programming to extract the best curve based on the probability map and a shape prior. The algorithm has almost no parameters to tune for extracting different major sulci. It is very fast (it runs in under 1 min per sulcus including the time to compute the discriminative models) due to efficient implementation of the features (e.g., using the integral volume to rapidly compute the responses of 3-D Haar filters). Because the algorithm can be applied to MRI volumes directly, there is no need to perform preprocessing such as tissue segmentation or mapping to a canonical space. The learning aspect of our approach makes the system very flexible and general. For illustration, we use volumes of the right hemisphere with several major cortical sulci manually labeled. The algorithm is tested on two groups of data, including some brains from patients with Williams Syndrome, and the results are very encouraging.
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I. INTRODUCTION

CORTICAL sulci are important structures of the brain, serving as landmarks associated with major functional regions. Reliably extracting major cortical sulci from magnetic resonance (MR) images helps us to better understand the functions of the brain [4], assists registration tasks in brain mapping [5], [6], and facilitates studies for discovering brain diseases and monitoring brain growth [7]. Fig. 1 shows several major cortical sulci: the Central Sulcus, the Postcentral Sulcus, the Superior Temporal Sulcus, the Intraparietal Sulcus, the Middle Frontal Sulcus, and the Intraparietal Sulcus.

Cortical sulci lie on the valleys of cortical folds, and can be characterized by mathematical measures such as mean curvatures [8]–[11]. But detecting cortical sulci is difficult because they have complicated geometric and photometric patterns in MR images which are hard to distinguish from similar patterns caused by other brain structures (e.g., other folds in the brain). Even expert anatomists have to use complicated protocols, involving high-level knowledge, to precisely locate and delineate them [1], [2], [12]. In general, manually delineating the major cortical sulci is a difficult and time-consuming task.

Most existing algorithms for automatic detection of cortical sulci [4], [8], [13]–[15] use cortical surfaces as input, which require a preprocessing stage to segment the tissue.¹ These algorithms use geometric information in different ways.

¹In this paper, we are interested in extracting the sulcal centerlines. We refer to them as sulci here.
Tao et al. [13] used global shape priors, obtained by principal component analysis (PCA), combined with local measures such as mean curvature. Their method involved mapping the cortical surface to the unit sphere. Khaneja et al. [8] defined a shape model of the sulcal curves in terms of local geometric properties, e.g., curvature and torsion, and used a dynamic programming algorithm to find the curves by minimizing an energy function. This algorithm was not fully automatic since it required the starting and ending points of the sulci to be specified by hand. Vaillant and Davatzikos [15] used an active contour model for extracting the sulcal curve which also needed careful user initialization. In [14], the major sulci are detected based on graph matching using multilayer neural networks, which are trained to learn the cortical folding patterns. The work by [16] extracted sulcal regions using a watershed transformation method applied to cortical surfaces.

In this work, we propose an algorithm for automated extraction of the major cortical sulci from magnetic resonance imaging (MRI) volumes or their cortical surfaces. The key to our approach is to estimate the likelihood of each voxel being on a major sulcal curve, or at the starting and ending points of these curves (see next paragraph for how these likelihoods are learned). Our detection algorithm consists of three steps:

1) Given input data, either a volume or an extracted surface, it computes the likelihood of each voxel being on a major sulcal curve by looking at a subvolume in the data (15 × 15 × 15) centered at this voxel. (In the paper, we use the extracted surfaces and volumes reported in [6] which are T1-weighted brain MRI scans and we use resampled isotropic volumes with resolution 1 mm × 1 mm × 1 mm).
2) The starting and ending points are automatically detected from a similar likelihood.
3) The algorithm outputs the major sulcal curves using the dynamic programming algorithm to minimize an energy function which combines the likelihood computed in (1) with a shape prior.

We learn the likelihoods by the probabilistic boosting tree (PBT) method [3] which requires manually labeled data as input. PBT selects a set of features from a large pool of candidates and combines them into a hierarchical structure. The candidate pool consists of around 8000 features at three scales including gradients, curvatures, shape index, locations, and 3-D Haar filters. PBT has few parameters, is highly flexible and adaptive, and works on extracted surfaces as well as on MRI volumes (for which, obviously, cortical surface segmentation is not required). Avoiding intermediate stages, such as surface segmentation or mapping to a canonical sphere, is desirable since it reduces the chance of introducing errors and simplifies the algorithm significantly. We also use PBT to detect the starting and ending points of the sulci.

The algorithm is fully automatic, very general, and has almost no parameter to tune for different major sulcal curves. Moreover, it can be applied in other curve/object detection tasks in medical imaging. See [17] for our preliminary results.

We note that there are existing edge detection methods in the image processing community which are also learning based [18]–[20]. Papers [18] and [19] proposed methods to detect edges in 2-D natural images, but these approaches merely perform cue combination to fuse several carefully designed image features, and it is not clear how to extend those methods to perform cortical sulci detection. The learning strategy in our algorithm is more similar in spirit to [20], but the method in [20] only computes a likelihood map for edges and contours in 2-D natural images (i.e., there is no explicit curve detection stage). Geman and Jedynak [21] proposed an algorithm for detecting roads using a shape prior and a learning method similar to [18].

For learning and evaluation, we first use a dataset of 40 images of the right hemisphere with several major cortical sulci manually labeled (we refer to images as either volumes or extracted surfaces in the paper; they are not slices of a 3-D volume). We split them randomly into 15 training images and 25 testing images. We also used an additional dataset of 40 images from patients with Williams Syndrome (WS), where the sulci are also manually delineated by image analysts trained in cortical neuroanatomy (details of the process of extracting the major sulci are reported in [6]). We tested our algorithm on the 15 training images and 25 testing images from the normal dataset, and then on the 40 brain images with WS. For all these cases, we trained and tested our algorithm on both MRI volumes and cortical surfaces (the cortical surfaces were extracted by the algorithm in [22]). We evaluated our algorithm by computing performance measures which compares the output with ground truth (i.e., the manual labels). Our results are very encouraging.

The rest of this paper is organized as follows. An energy minimization framework for sulci detection is developed in Section II. Section III describes the training and testing process of PBT and Section IV gives the overall algorithm. The details of the experiments on the normal dataset are given in Section V, along with the results and performance evaluation. In Section V, we also show and discuss the results for the brains with WS. Finally, we conclude this paper with some remarks about future work in Section VI.

II. PROBLEM FORMULATION

In this section, we formulate the task of detecting 3-D sulcal curves from a 3-D MRI volume V. If the cortical surface is known, we replace the volume by the signal-distance function of the surface map.

The task of cortical sulcal curve detection is to extract a 3-D curve C from an input volume V defined on a 3-D domain Ω. V consists of a set of voxels with positions r = (x, y, z) ∈ Ω. We define a neighborhood structure N(r), which is symmetric so that s ∈ N(r) if and only if r ∈ N(s).

We represent the curve C by a chain of voxels

\[ C = \{r_i; i = 0, \cdots, L\} \]

where L is the length of the curve, and r_i is the coordinates of the ith voxel on the curve C. These voxels must be adjacent to each other.

We define the background voxels B so that Λ = C ∪ B and B ∩ C = ∅. We also define an indicator variable y(r) so that \( y(r) = -1 \) if r ∈ B and \( y(r) = +1 \) if r ∈ C.

We now formulate the task of sulcal curve detection as a probabilistic inference problem: to estimate
\[ C^* = \arg \max_p p(C|V) \] where \( p(C|V) \) is the posterior probability distribution. Equivalently, we minimize the energy function \( E(C; V) = -\log p(C|V) \).

The probability distribution, and the energy function, are defined by analogy to a Bayesian formulation with some approximations. In a full Bayesian formulation, we would express \( p(C|V) \propto p(V|C)p(C) \) where \( p(V|C) \) and \( p(C) \) are the likelihood and the prior, respectively. But it is currently impractical to specify these distributions accurately, hence our likelihood will involve approximations and our prior will have data dependence.

We define the energy function by

\[ E(C; V) = E_{\text{disc}}(C; V) + E_{\text{shape}}(C; V), \] (1)

where \( E_{\text{disc}}(C; V) \) corresponds to the likelihood model \(-\log p(V|C) \) and \( E_{\text{shape}}(C; V) \) is analogous to the prior \(-\log p(C) \).

Firstly, we define \( E_{\text{disc}}(C; V) \) by generalizing the pseudo-likelihood function [23]:

\[
E_{\text{disc}}(C; V) = -\sum_{r \in A} \log p(V(r), y(r) = -1|V(N(r)/r)) \\
- \sum_{r \in C} \log p(V(r), y(r) = +1|V(N(r)/r)) \tag{2}
\]

where \( V(\cdot) \) is the intensity value(s) at the given voxel(s); \( N(r) \) is the neighborhood centered on voxel \( r \); \( N(r)/r \) includes all the voxels in the neighborhood except \( r \); \( p(V(r), y(r)|V(N(r)/r)) \) is a conditional joint probability. Note that (2) is standard pseudo-likelihood [23] if the variable \( y(\cdot) \) is removed.

We can reexpress the likelihood function as follows:

\[
E_{\text{disc}}(C; V) = -\sum_{r \in A} \log p(V(r), y(r) = -1|V(N(r)/r)) \\
- \sum_{r \in C} \log p(y(r) = +1|V(N(r))) \\
- \sum_{r \in C} \log p(y(r) = -1|V(N(r))) \tag{3}
\]

This is done by adding

\[-\sum_{r \in C} \log p(V(r), y(r) = -1|V(N(r)/r))\]

into the first term in the right side of (2) and subtracting it from the second term in the right side of (2). The first term in (3) does not depend on \( C \) and hence can be ignored. We write

\[
E_{\text{disc}}(C; V) = -\sum_{r \in C} \frac{p(y(r) = +1|V(N(r)))}{p(y(r) = -1|V(N(r)))}, \tag{4}
\]

where \( p(y(r) = +1|V(N(r))) \) is the posterior probability of a voxel \( r \) belonging to the foreground (sulcal curve) given the neighborhood centered at \( r \). The probabilities \( p(y(r) = +1|V(N(r))) \) and \( p(y(r) = -1|V(N(r))) \) are learned by PBT (see Section III). The second column in Fig. 7, 8, 9 and 10 show some examples of \( p(y(r) = +1|V(N(r))) \) on real MRI volumes.

Second, we define \( E_{\text{shape}}(C; V) \) to be

\[
E_{\text{shape}}(C; V) = -\alpha L + \beta \sum_{i=0}^{L-1} ||\nabla V(r_{i+1}) - \nabla V(r_i)|| \tag{5}
\]

where \( \alpha \) and \( \beta \) are positive parameters, and \( \nabla \) is the gradient operator. \( E_{\text{shape}}(C; V) \) is similar to a standard shape prior, as used in active contour models [24], but differs by being dependent on the data \( V \) (we tried standard data-independent priors, but they were far less effective). The first term in \( E_{\text{shape}}(C; V) \) encourages long curves and will also bias toward non-smooth curves; the second term involves data dependent cues, i.e., we prefer the gradients along the detected curve not to change too much.

\( \alpha \) and \( \beta \) can be learned based on the training set. Since some local shape information has been implicitly carried out in the discriminative model in (4), they play rather a minor role in the energy function. The effect of \( E_{\text{shape}}(C; V) \) can be observed by comparing detection results with and without this shape prior (see Fig. 2). Observe that the curve detected using the shape prior is less smooth and more faithful to the shape of the sulcal curve. Increasing \( \alpha \) results in more jagged curves and increasing \( \beta \) encourages the curves stay on smoothly changing gradients.

In summary, the problem of major sulcal curve detection is formulated in terms of finding the curve \( C^* \) which minimizes the energy \( E(C; V) \) defined in (1).

We use dynamic programming (DP) [25] to minimize the energy \( E(C; V) \). DP is guaranteed to find the global minimum, but it requires us to specify the starting and ending points. We will discuss how to specify them automatically in Section IV.

III. LEARNING AND COMPUTING THE DISCRIMINATIVE MODELS

As we can see from (1), (4), and (5), the key in this paper is to learn and compute the discriminative models \( p(y(r)|V(N(r))) \) where \( V(N(r)) \) is the subvolume centered at \( r \).

A. Learning PBT

Given a set of training volumes, along with a major sulcal curve manually labeled in each, we sample positive and negative subvolumes centered on sulcal curves and the background, respectively. The number of samples from a single volume is equal to the number of locations in the volume (although typically the majority of locations contain negative samples). We often have a large training set (e.g., in the order of \( 10^5 \)).
Learning an accurate decision boundary between the voxels on the curve and the voxels on the background is difficult, and we would like to use as much data as possible to achieve good generalization to new data.

Advances in machine learning, such as the boosting algorithm [26], have allowed us to take advantage of the size of this high-dimensional dataset. We choose to use the probabilistic boosting tree (PBT) algorithm proposed in [3] to efficiently capture the large variation of the foreground and the background patterns in a divide-and-conquer strategy. The advantages of the PBT over the traditional boosting algorithms can be found in [3]. PBT can be seen as a combination of a decision tree with boosting (a cascade is, then, just a special case of a tree). In this section, we suppose that $x$ is the input vector and $y$ is the corresponding label (in the experiments, $x$ will be $V(N(r))$). For notational simplicity, we denote the probability computed by each boosting node as

$$q(y|x) = \frac{\exp\{2yH(x)\}}{1 + \exp\{2yH(x)\}} \quad \text{with} \quad y \in \{+1, -1\} \quad (6)$$

where $H(x)$ is the trained strong classifier at the node, with

$$H(x) = \sum_{t=1}^{T} \alpha_t h_t(x)$$

in which $h_t(x)$ is a weak classifier. The training process of boosting on each node follows the standard way of learning the parameters $\alpha_t$ in [26]. In the context of boosting in machine learning, a weak classifier refers to any classifier which is better than a random guess. A strong classifier is one with good classification results (e.g., with error $\leq 0.1$). A cascade approach is a structure with a sequence of strong classifiers, and only those samples which pass all the these classifiers are considered to be positive.

The tree is trained recursively from the top node: At each tree node, the positive and negative training samples are gathered. If the samples are too few, then bootstrapping is executed to pull more training data from the annotated dataset to the current node through the tree. The empirical distribution $q(y)$ of the data is accumulated and we take an error measure by

$$e = (1 - q(+1)) (1 - q(-1))$$

If either $e$ is too small or the tree reaches its maximum depth on the current node, we stop the training at this node; otherwise, we train a strong boosting classifier on the samples. Once a strong classifier is learned, it divides all the training data at the current node into its left and right branches, which are then trained in the same way recursively.

We give the pseudocode for training a PBT as follows.

1) Given an input volume, we compute $p(y|x)$ for each voxel in the volume, i.e., $p(y|x) = V(N(r))$; where $x = V(N(r))$.

2) Starting from the top node, compute the discriminative probability for the boosting strong classifier by (6), which corresponds to the term $q(l^*_1 l^*_2 \ldots l^*_m, x)$ in (7).

3) If $q(l^*_1 l^*_2 \ldots l^*_m, x)$ is big (e.g., >0.9), then pass the sample to the right branch of the node; if it is too small
(e.g., <0.1), then pass the sample to the left branch of the node; otherwise, pass the sample to both the branches.

4) Accumulate all the probabilities computed along the path according to (7).

The tree accumulates all the evidence from its descendants through a hierarchical structure.

As we can see from Fig. 3, the majority of the background voxels can be determined at the top levels of the tree with only a small amount of computation. Most of the effort is spent on the voxels which are ambiguous and they are resolved at the deep levels of the tree. Therefore, it is computationally efficient to compute the overall discriminative probability, even for all the voxels in the volume. It usually takes about 1 min to scan through the entire volume.

C. Features

The efficiency and effectiveness of the discriminative model trained by PBT are also largely determined by the choice of features/weak classifiers. Informative features help to resolve the ambiguities quickly and robustly. For example, previous studies [11] showed that curvature properties are useful for characterizing the sulcal curves. But no single feature can precisely characterize the entire sulcal pattern; moreover, in existing medical image approaches, there lacks an effective way to combine different features. Existing methods often rely on manually assigning weights to features, which requires difficult hand-tuning. By contrast, our goal is to use PBT to automatically select, combine, and weight different features in order to distinguish cortical sulcal curves from the background.

In the learning stage, we design a pool of approximately 8000 features for a subvolume of $15 \times 15 \times 15$ voxels, including intensity gradients, geometric features (e.g., principal curvatures, Gaussian curvatures, mean curvature, shape index, curvedness) [28], locations, and Haar filters. All these features except for the Haar filters are computed for the center voxel only, which is the voxel of interest. In this paper, these features are usually extracted at three scales to account for information across different scales. All the features including the Haars are computed in the subvolume. It is worth mentioning that voxel coordinates are more informative with better 3-D registration under which sulci will have higher chance to appear in some common places.

Fig. 5 shows some typical types of Haar filters, which are then constructed at different sizes and computed at uniformly sampled locations in a $15 \times 15 \times 15$ subvolume. For each specific type of Haar filter with a specific size at a specific location, it computes a feature. If we use all possible Haar filters at all the locations, the number of possible features can be very large. Therefore, we only use a subset of locations which are regularly spaced in the subvolume. Each weak classifier is simply a stump classifier for each feature. It is essentially obtained by thresholding the feature response and the optimal value of the threshold is automatically decided by the boosting algorithm.

$$h(F_i(x)) = \begin{cases} +1 & \text{if } F_i(x) \geq th \\ -1 & \text{otherwise} \end{cases} \quad (8)$$
where $F_i(x)$ is a feature computed on $x$ and $h(F_i(x))$ is a weak classifier. The responses of 3-D Haar filters are rapidly computed using integral volumes [29]. At each location $(x_1, y_1, z_1)$, the integral volume is computed as

$$\sum_{x=0}^{z_2-1} \sum_{y=0}^{z_1-1} \sum_{z=0}^{z_1-1} V(x, y, z)$$

where $V(x, y, z)$ is the intensity at location $(x, y, z)$. Once the integral volume has been calculated, the responses of the Haar filters can be computed extremely fast. The intensity gradient features are computed directly and the location features are linear combinations of the voxel coordinates.

The calculations of geometric features are performed implicitly, i.e., we do not need to extract the surface, instead, we can calculate them based on the intensity values [28]. First we compute the first and second principal curvatures $\kappa_1, \kappa_2$ (with convention $\kappa_1 \geq \kappa_2$), then we calculate the mean curvature $(\kappa_1 + \kappa_2)/2$ and the shape index

$$SI = \frac{2}{\pi} \arctan \frac{\kappa_1 + \kappa_2}{\kappa_1 - \kappa_2}$$

(since $\arctan(\tan(\pi/2)) = \pi/2$, then $SI \in (-1, 1)$). The shape index provides a continuous gradation between shapes, such as concave shapes $(-1 < SI < -1/2)$, hyperboloid shapes $(-1/2 < SI < 1/2)$, and convex shapes $(1/2 < SI < 1)$ [28]. The curvedness is defined to be $CV = \sqrt{\kappa_1^2 + \kappa_2^2}/2$.

Fig. 4 shows three features from the candidate pool which were selected by PBT. In the cortical valleys, the first principal curvatures have large values while the mean curvatures are somewhat smaller than the first principal curvatures; on the other hand, on the gyri, the first principal curvatures have relatively small values. Thus, the features address different aspects of the sulci and can be combined to cooperate and compensate for their individual limitations. The top 5 features selected by PBT for the first layer are all 3-D Haars, and we list the top three being: $(0,0,0,13,13,9)$, $(8,8,0,9,9,9)$, and $(4,3,2,6,7,8)$. They are noted as (left, top, front, right, bottom, back) of the rectangle.

IV. THE ALGORITHM

In this section, we give the overall procedure of our cortical sulci detection algorithm, which works on both MRI volumes and cortical surfaces. We first discuss the problem of automatically detecting the starting and ending points.

A. End Point Detection

Detection of the starting and ending points (we refer to both as end points) is another challenging task in automatic sulci detection because hand-labeling them follows complex protocols [2]. The difficulty of detecting these end points prevents some of the existing algorithms [8] from being fully automatic. The determination of the end points in the literature is mostly based on rules about the geometric information, e.g., the points with highest curvature value [30].

In our preliminary work [17], we used a heuristic approach which performed reasonably well. We first used the training data to measure the mean and covariance of the positions of the end points, then we constrained the end points to lie within boxes centered on the means and with sides equal to twice the variance. We further localized the end points by requiring that $p(y(r)) = +1|V(N(r)) > T$ where $T$ is a learned threshold. Of these remaining points, we selected the one that has the smallest value of $p(y(r)) = +1|V(N(r))$. This approach worked well on most images but occasionally it caused large errors.

Instead, we now use PBT to directly learn discriminative models for detecting the end points. The features, training, and

![Fig. 4. Various curvature features: (a) an input volume; (b) the first principle curvature; (c) the mean curvature; (d) the shape index feature. These features tell somewhat different aspects about the sulci.](image1)

![Fig. 5. Different types of 1-D, 2-D, and 3-D Haar filters used.](image2)

![Fig. 6. Illustration of the end points: (a) the two bright points show the end points of the Superior Temporal Sulcus labeled by a neuroanatomist and (b) illustrates the probability of the end points by the algorithm.](image3)
TABLE I

<table>
<thead>
<tr>
<th>Sulcus</th>
<th>Training error by learning</th>
<th>Testing error by learning</th>
<th>Error by heuristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start Point (mm)</td>
<td>End Point (mm)</td>
<td>Start Point (mm)</td>
</tr>
<tr>
<td>Central</td>
<td>1.43</td>
<td>2.14</td>
<td>4.00</td>
</tr>
<tr>
<td>Middle Frontal</td>
<td>2.28</td>
<td>1.82</td>
<td>3.12</td>
</tr>
<tr>
<td>Superior Temporal</td>
<td>2.83</td>
<td>1.82</td>
<td>4.24</td>
</tr>
<tr>
<td>Sylvain Fissure</td>
<td>2.81</td>
<td>1.83</td>
<td>4.92</td>
</tr>
</tbody>
</table>

Fig. 7. Results for some of the MRI training images for detecting the Central Sulcus and the Middle Frontal Sulcus. First column shows the MRI volume with the ground truth superimposed. Second column displays the classification map \( p(y(r) = +1|V(N(r))) \). Last column shows the detected sulcus in the MRI volumes.

B. Outline of the Algorithm

We give the outline of the algorithm below.

Training:

1) Train a discriminative model by PBT on the training volumes annotated with the major cortical sulci.
2) Train a discriminative model by PBT on the training volumes delineated with the end points of the major cortical sulcal curves.

Testing:

1) Given an input volume, compute the discriminative model \( p(y(r) = +1|V(N(r))) \) for every voxel \( r \) in the volume.
2) Use the end point detector to detect the end points.
3) Use DP to detect a major cortical sulcal curve by minimizing the energy \( E(C; V) \) in (1).

V. EXPERIMENTS

In this section, we show the experimental results by the proposed algorithm for detecting several major sulci, including the Central Sulcus, main body of the Superior Temporal Sulcus, the Postcentral Sulcus, the Middle Frontal Sulcus, and the Precentral Sulcus, which are shown in Fig. 1. We use a dataset consisting of 40 volumes [6], of which we randomly select 15 volumes for training and the remaining 25 volumes for testing. The ground truth is delineated by neuroanatomists on the surfaces extracted by the algorithm in [22]. We train and test our algorithm for data either as MRI volumes or extracted cortical surfaces (represented by the signal-distance function). The detected major sulci are compared to the ground truth and we obtain error measures for both the cases.

Three-dimensional MRI brain images were collected using a GE-Signa 1.5T scanner (General Electric, Milwaukee, MI). The same 3-D spoiled gradient echo pulse sequence was used for all participants—with the following parameters [6], echo time: 5 ms; repetition time: 24 ms; flip angle: 45°; number of excitations: 2 matrices, 256 × 192; field of view: 24 cm; slice thickness: 1.2 mm; 124 contiguous slices. We use resampled isotropic volumes with resolution 1 mm × 1 mm × 1 mm and the MRI volumes are 181 × 217 × 181 in size. The MRI images, cortical
surfaces, and manually delineated sulcal lines are the same as in [6].

The computer used was an ordinary PC with 2.4 GHz CPU, and 1.0GB memory. Learning the PBT took approximately 8 h (it is a function of the size of the training dataset); computing the posterior probability for the PBT took approximately 1 min per image and running the dynamic programming took about 20 s per image. Standard code optimization techniques can reduce these times significantly.

A. Detection Results on Volume Data

We first train and test our algorithm on the MRI images. In these images, the length of the sulcus varies from 60–150 voxels. We perform experiments on several major sulcal curves including the Central Sulcus, the Precentral Sulcus, the main body of Superior Temporal Sulcus, the Middle Frontal Sulcus, the Sylvian Fissure, and the Postcentral Sulcus. For each type of major sulcus, we train a PBT classifier for the curve and a PBT
classifier for the end points. The maximum depth of the tree is fixed to be 9. Fig. 7 shows the detection results on two training volumes of the Central Sulcus and the Middle Frontal Sulcus. Fig. 8 shows some of the detection results on the testing data for different sulci. The first column shows the input volume with manual labels superimposed and the second column shows the discriminative probability maps. Note that the probability maps of the testing images have large responses around the correct position, but the maps are blurred, and sometimes disconnected. This implies that using the PBT classification model alone is not sufficient for extracting the sulcus, and so we need to use the information encoded in the shape prior. We then apply DP to extract the curve by minimizing (1) using the end points detected by PBT. The final results are shown in the third column of Figs. 7 and 8.

To quantitatively evaluate the performance of the proposed algorithm, we measure the distances between the detected major sulcal curves and their ground truths. We use the measures defined as

\[ H_{av}(C, G) = \frac{1}{|C|} \sum_{c \in C} \min_{g \in G} |c - g| \]

\[ H_{wor}(C, G) = \max_{c \in C} \min_{g \in G} |c - g| \]

where \( C \) denotes the detected curve and \( G \) is the ground truth annotated by neuroanatomists. These measures are variants of the Hausdorff distance, which is often used in the shape matching literatures [31]. Here \( H_{av}(C, G) \) gives the average of the distances from curve \( C \) to their closest points on curve \( G \). By contrast, \( H_{wor}(C, G) \) measures the worst case fit from curve \( C \) to curve \( G \). For symmetry, we also consider \( H_{av}(G, C) \) and \( H_{wor}(G, C) \). In the table, \( \langle \cdot \rangle \) denotes the average over the dataset. For example,

\[ \langle H_{av}(C, G) \rangle = \langle 1/N \sum_{i=1}^{N} H_{av}(C_i, G_i) \rangle \],

where \( N \) is the number of examples in the dataset.

Table II shows the errors on the 15 training volumes and 25 testing volumes for several major cortical sulci. All these measures give values of \( H_{av} \) in the range 3–5 mm for both the testing and the training data. The testing errors are only slightly worse than the training errors, which suggests that our algorithm generalizes well. A reliability measure for six sulcal lines by different labelers was reported in [2] and the average differences for different sulci were mostly <2 mm.

### B. Detection Results on Surface Data

We also applied our method directly to the cortical surfaces. The algorithm in [22] was first used to extract the surface from the input volume, then we computed the signal-distance function and used this as the input to the sulci extraction algorithm. We used the same set of features as before and the same PBT learning algorithm. Some features give no useful information when evaluated on the signal-distance function, and so PBT did not select them.

We repeated the same experiments to detect the Central Sulcus, the main body of Superior Temporal Sulcus, and the Sylvian Fissure. Fig. 9 shows the result on one training surface for detecting the Central Sulcus, in which the ground truth and the discriminative probability map are also displayed. Fig. 10 shows more results on the testing data for detecting the Central Sulcus, the Main Body of Superior Temporal Sulcus, and the Sylvian Fissure.

Table III evaluates the results of major sulci detected on the cortical surfaces, which are comparable to the results on the MRI volumes, see Table II. This indicates that our method has nearly the same performance on the two different types of input. Since the ground truth is delineated by neuroanatomists from the

<table>
<thead>
<tr>
<th>Sulcus</th>
<th>( &lt;H_{av}(C, G) &gt; )</th>
<th>( &lt;H_{av}(G, C) &gt; )</th>
<th>( &lt;H_{wor}(C, G) &gt; )</th>
<th>( &lt;H_{wor}(G, C) &gt; )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central</td>
<td>2.57</td>
<td>1.45</td>
<td>6.80</td>
<td>4.21</td>
</tr>
<tr>
<td>Superior Temporal (Main Body)</td>
<td>3.83</td>
<td>2.91</td>
<td>10.34</td>
<td>8.03</td>
</tr>
<tr>
<td>Middle Frontal</td>
<td>4.17</td>
<td>3.56</td>
<td>11.26</td>
<td>10.19</td>
</tr>
<tr>
<td>Sylvian Fissure</td>
<td>4.14</td>
<td>3.25</td>
<td>12.87</td>
<td>11.18</td>
</tr>
<tr>
<td>Precentral</td>
<td>4.45</td>
<td>3.41</td>
<td>13.38</td>
<td>12.11</td>
</tr>
</tbody>
</table>

Table II: Error Measures on 15 Training and 25 Testing Images for the Detection of Several Major Cortical Sulci on the MRI Images (See Text for the Notation). Unit of Distance is Millimeters.
Fig. 10. Results on some of the cortical surfaces for detecting the Central Sulcus, the Superior Temporal Sulcus, and the Sylvian Fissure Sulcus. First column shows the cortical surfaces with the ground truth superimposed. Second column displays the classification map \( p(y = \pm 1 | V(N(s))) \). Last column shows the detected sulcus in the cortical surfaces.

surface data, we expect our algorithm to have better results on the MRI images than on the cortical surfaces, if the ground truth is annotated directly from the MRI images. This is because surfaces need to be extracted using a segmentation algorithm from the MRI volumes, and in general, introducing an intermediate stage increases the chance for errors.

Observe that although the worst case \( H_{\text{wor}} \) measures are large, the average distances \( H_{\text{av}} \) are small. This suggests that a few points can have large offsets, but the overall curves can still be detected accurately.

To see how our algorithm is influenced by the end point detection results, we also ran our algorithm to detect the central sulcus using manually annotated start and end points. The result is shown in Table IV.

Comparing Table IV with Table II, we see slight improvement for the average errors but more improvements for the worst situation. This suggests that large errors are due to end points which are inaccurately detected.

Table V shows a comparison between the results by Goualher et al. [4] and ours. We adopt their root mean square (rms) distance measures as

\[
\text{rms}^2 = \frac{1}{\text{card}(\Omega)} \sum_{v \in \Omega} d(v)^2
\]

were \( \Omega \) is the set of all the voxels on a sulcus, \( \text{card}(\Omega) \) is the number of the voxels, and \( d(v) \) measures the distance between a voxel on a sulcus to the closest point on the sulcus to compare with. Both the mean \( \text{rms} \) and the maximum \( \text{rms} \) are shown in the table. Their results are slightly better than ours but our approach is fully automatic whereas theirs is semiautomatic. The sulci in our current training and testing dataset are manually la-
TABLE III
ERROR MEASURES ON 15 TRAINING AND 25 TESTING IMAGES FOR THE DETECTION OF SEVERAL MAJOR CORTICAL SULCI ON THE SURFACE DATA. (SEE TEXT FOR THE NOTATION). UNIT OF DISTANCE IS MILLIMETERS

<table>
<thead>
<tr>
<th>Sulcus</th>
<th>(&lt; H_{av}(C, G) &gt;)</th>
<th>(&lt; H_{av}(G, C) &gt;)</th>
<th>(&lt; H_{sup}(C, G) &gt;)</th>
<th>(&lt; H_{sup}(G, C) &gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central</td>
<td>Train</td>
<td>Test</td>
<td>Test</td>
<td>Test</td>
</tr>
<tr>
<td></td>
<td>2.61</td>
<td>1.72</td>
<td>10.41</td>
<td>10.40</td>
</tr>
<tr>
<td>Superior Temporal</td>
<td>Train</td>
<td>Test</td>
<td>Test</td>
<td>Test</td>
</tr>
<tr>
<td>(Main Body)</td>
<td>3.83</td>
<td>3.54</td>
<td>10.75</td>
<td>14.71</td>
</tr>
<tr>
<td>Sylvian Fissure</td>
<td>Train</td>
<td>Test</td>
<td>Test</td>
<td>Test</td>
</tr>
<tr>
<td></td>
<td>3.40</td>
<td>2.74</td>
<td>10.85</td>
<td>14.1082</td>
</tr>
</tbody>
</table>

TABLE IV
ERROR MEASURES ON THE 25 TESTING IMAGES FOR THE DETECTION OF CENTRAL SULCUS ON THE VOLUME DATA USING MANUALLY ANNOTATED END AND START POINTS; THE RESULTS SHOULD BE COMPARED WITH THAT IN TABLE II

<table>
<thead>
<tr>
<th>Central sulcus</th>
<th>(&lt; H_{av}(G, C) &gt;)</th>
<th>(&lt; H_{av}(C, G) &gt;)</th>
<th>(&lt; H_{sup}(C, G) &gt;)</th>
<th>(&lt; H_{sup}(G, C) &gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>3.31</td>
<td>2.48</td>
<td>7.44</td>
<td>6.98</td>
</tr>
</tbody>
</table>

TABLE VI
ERROR MEASURES ON BRAINS WITH WILLIAMS SYNDROME FOR THE DETECTION OF SEVERAL MAJOR CORTICAL SULCI ON THE VOLUME AND THE SURFACE DATA (SEE TEXT FOR THE NOTATION). THE UNIT OF DISTANCE IS MILLIMETERS

<table>
<thead>
<tr>
<th>Sulcus</th>
<th>(&lt; H_{av}(C, G) &gt;)</th>
<th>(&lt; H_{av}(G, C) &gt;)</th>
<th>(&lt; H_{sup}(C, G) &gt;)</th>
<th>(&lt; H_{sup}(G, C) &gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central (volume)</td>
<td>4.72</td>
<td>3.51</td>
<td>12.80</td>
<td>10.51</td>
</tr>
<tr>
<td>Central (surface)</td>
<td>3.18</td>
<td>2.32</td>
<td>11.50</td>
<td>11.64</td>
</tr>
<tr>
<td>Main Body of Superior Temporal (volume)</td>
<td>4.83</td>
<td>3.82</td>
<td>12.87</td>
<td>14.00</td>
</tr>
<tr>
<td>Main Body of Superior Temporal (surface)</td>
<td>4.09</td>
<td>3.77</td>
<td>12.54</td>
<td>15.14</td>
</tr>
<tr>
<td>Sylvian Fissure (volume)</td>
<td>4.45</td>
<td>3.80</td>
<td>11.56</td>
<td>12.90</td>
</tr>
<tr>
<td>Sylvian Fissure (surface)</td>
<td>3.39</td>
<td>3.77</td>
<td>11.29</td>
<td>15.30</td>
</tr>
</tbody>
</table>

TABLE V

<table>
<thead>
<tr>
<th></th>
<th>mean rms (auto vs. manual)</th>
<th>mean rms (manual vs. auto)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Sulcus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goualifer [4]</td>
<td>1.4</td>
<td>1.7</td>
</tr>
<tr>
<td>Ours on volumes</td>
<td>4.2</td>
<td>3.1</td>
</tr>
<tr>
<td>Ours on surfaces</td>
<td>3.4</td>
<td>3.2</td>
</tr>
</tbody>
</table>

beled on the brain surfaces segmented by the algorithm in [22], which may not always be very consistent with the original volumes. Better, more consistent, and more training data will likely further improve the quality of the results of our algorithm.

C. Experiments on Brains With Williams Syndrome

One of the reasons to detect major cortical sulci is to use them as landmarks, to assist the task of brain mapping and image registration, in order to study the abnormal patterns of diseased brains. We, therefore, further tested our algorithm on 40 brains with Williams Syndrome [6]. Table VI shows the error measures of several major sulcus curves. The tests were performed on both the volume data and the surface data. Compared with Tables II and III, we see that the performance on the diseased brains is slightly worse than that on the normal brains. Our algorithm can be directly used in [6] so that the efficiency of analyzing the brain diseases can be significantly improved. The manual annotation process took several weeks on this dataset while it took only about one minute for each major sulcus by our algorithm.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a learning based algorithm for automatic detection of major cortical sulci. The method combines a shape prior and a discriminative model, which is learned by PBT from an annotated database. A dynamic programming method is used to detect the curves. The learning aspect of our algorithm plays a key role in this approach. The method is fully automatic and it is up to the learning algorithm to capture the complex folding patterns of the sulci from examples by automatically selecting and combining a set of features. The proposed algorithm is flexible and general, and has almost no parameters to tune for detecting different major sulci. Our algorithm works on both the MRI volumes and the extracted cortical surfaces. It is also fast and takes only about one minute to detect a major sulcus on a PC with 2.4 GHz CPU and 1.0 GB memory.

The method was applied to detect several major sulci (the Central Sulcus, the Superior Temporal Sulcus, the Postcentral Sulcus, and the Precentral Sulcus) and we gave detailed evaluations in this paper. We showed results on the training data, the testing data, and an additional set of Williams Syndrome brains. All these experiments were carried out both on MRI volumes and cortical surfaces. Furthermore, the performance on the Williams Syndrome cohort was similar to that on the normal brains. This demonstrates the adaptiveness of our algorithm.

In this work, we designed a feature pool consisting of about 8000 candidates such as curvatures, shape index, gradients, and 3-D Haar filters. Feature design is a critical issue in both medical imaging and computer vision problems. In the future, we plan to study the effectiveness of these features and design more informative features to further improve the efficiency and the robustness of our algorithm. We also plan to test our algorithm on a wider variety of brain images. We anticipate that our algorithm will help to improve the automation of brain mapping and registration. Our current approach detects each sulcal curve separately, and it will be interesting to see how to study the major sulci as a whole and learn their joint statistical regularities.
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