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Abstract

Optical Phase Space Measurements and Applications to 3D Imaging and Light Scattering

by

Hsiou-Yuan Liu

Doctor of Philosophy in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Laura Waller, Chair

4D phase space descriptions of light capture wave-optical and angular information, enabling digitally refocusing, 3D reconstructions and aberration removal. The wave-optical theory includes diffraction and interference effects, making phase space applicable to scales near the wavelength of light (e.g. in microscopy); however, at the cost of making phase space functions more complicated than their ray optics counterparts (light fields). In this thesis, we aim at bridging the gap between the abstract high-dimensional phase space and actual experiments upon which the reconstruction of unknown objects relies. We achieve the aim by 1) providing practical methods of measuring phase-space functions with good resolution in all 4D and 2) developing phase-space theories that we use to computationally mitigate scattering in experimental situations. We extend phase-space measurement schemes from lenslet arrays to a scanning-based coded aperture method in order to improve information throughput. Theory and experiment for designed coded apertures is proposed that can efficiently capture the entire 4D phase space. Next, we develop a phase-space theory for imaging through scattering and apply it to experimentally imaging point sources through scattering and tracking neural activity in a scattering environment, such as mouse brain tissue. The method utilizes the dimension mismatch between 3D object and 4D phase-space measurements, along with a sparsity prior, to ensure robustness and allow 3D localization of point sources relatively deep into scattering tissue. We develop theory and verify the mathematical phase-space scattering operator, then study how light interacts with scatterers and propose a fast wave-equation solver. This method uses an accelerated gradient descent solver and expands the solution to the wave equation as a series of the gradient solver updates. The method outperforms the first Born approximation and the Rytov approximation in predicting the scattered field as well as in reconstructing the scatterer distributions.
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Chapter 1

Introduction

Light is arguably the most useful way for human to perceive this world and to transmit information. Each moment of the world can be captured by light thanks to its tremendous speed and its straight-line propagation. For example, lighthouse keepers use light to inform far ships that the shore is within their reach. The straight-line propagation is of great importance as it is the primitive way for humans to obtain information from light. With the image captured by our eyes and the straight-line propagation nature, we can trace the image back to where the light comes from. Our eyes play an important role as the intensity and direction detectors of light. However, when the situation becomes complicated, the information obtained from our bare eyes may not be sufficient. As in the lighthouse example, if the shore is filled with fog, a light ray originating from the lighthouse does not travel in a straight line but rather is scattered in multiple directions. Some prior works aimed at filtering out the unscattered components in the measurement [185, 58], discarding a significant portion of the light. On the contrary, we want to utilize the scattered light to enhance the light signal for the inverse process. When scattering happens, we observe that a light ray is smeared into multiple directions around the original direction. Hence the knowledge of directional distributions of light sheds light on undoing the scattering.

To address imaging through scattering has led us to study the phase space of light. Phase space is a broad term in physics which describes the states of a physics system. The dimension of phase space can be higher than 3D, making it abstract. In optics, a similar entity is called a 4D light field, which describes the distribution of light rays over position and direction coordinates. Here we focus on the Wigner function [184] of stationary and quasi-monochromatic light as our phase space function. It incorporates the wave optical effects and completely describes stationary light outside quantum mechanics. This completeness is useful, for example, in analyzing the information captured by an imaging system [173]. Since coherence functions of light also describe the statistical property of light completely, the link between the coherence function and Wigner function can be established [173]. We will show that this connection helps the phase space analysis. One remark about the wave-optical phase space is that it unifies the treatment of coherent and partially coherent beams. For example, the propagation is a shearing operation in the phase space regardless of the
coherence property of the light. In this thesis, we study various aspects of the phase space of light, from its measurements to applications to 3D imaging theory and imaging in scattering environments. We aim at bridging the gap between the abstract high-dimensional phase space and actual experiments which the reconstruction of objects relies upon. We achieve our goal by 1) providing several means of measuring Wigner functions to make it easy to access and 2) developing phase space theories for experiments to demonstrate its usefulness.

One of our main contributions is to measure the phase space with coded apertures, along with an efficient code design that is able to fully reconstruct the phase space. The acquisition of the abstract phase space requires more than a direct imaging system. Previously, inserting a physical component, a lenslet array, can enable an imaging system to measure the phase space [176]. This method is, however, limited by the pixel counts of a 2D sensor. Spreading a 4D quantity onto a 2D sensor with \( \sim 1 \) Megapixels results in unacceptably low resolution.

In order to release this limitation for sampling a high-dimensional phase space, we turn to computational imaging methods. A general introduction to them is given in the following section. In addition, due to wave optical interference, directly extending the lenslet array measurement to capture \( N \) images of \( N \) angular directions would not capture the full wave-optical phase space. Utilizing the equivalence between phase space and coherence functions, one naive way to capture the wave-optical phase space is to measure pairwise coherence, i.e. mutual intensity, of all pairs of points in either real space or angular space, resulting in \( O(N^2) \) measurements. We refine this method by using coded aperture measurements. Our coded aperture approach, which has \( O(N) \) codes, is able to both capture the wave effects and retain low measurement complexity. The phase space captured by our efficient method will help researchers study light by performing physics operations in a digital computer.

Our other contribution is to combine both the theory and the measurements of the phase space into imaging point light sources through scattering. Other than the measurements, theories built upon phase space provide insights to the imaging system and to the light from the objects. For example, The information captured by an imaging system can be visualized in the phase space theory. Using phase space to describe light enables us to formulate our intuition of volumetric scattering as multiple Gaussian blur operators on angular coordinates. With the model developed from this operator, the measured scattered light becomes a signal instead of unwanted noise. Our measurements contain the angular information of the light, which, together with the theory, enhances imaging through scattering. We perform two inverse scattering experiments to demonstrate our goal. Moreover, materializing an idea of physics as a phase-space operator, together with phase-space analysis, is a powerful tool to help researchers design and examine an optical system. The method mentioned above will serve as one such example. This approach for inverse scattering has been applied in [146] and we expect it to be broadly used to solve other problems in the future.

To understand the scattering to a greater degree, we further study how light scatters/interacts with objects. The complicated interaction is present only if there is a nonuniform distribution of refractive index. Therefore the wave scattering theories for nonuniform media, such as Born and Rytov approximations, are reviewed, and we propose a method that is able to compute the scattered electric field given the distribution and to reconstruct
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1.1 Computational Imaging

Computational imaging (CI) is a methodology to reconstruct labeled, or high dimensional, images through a jointly designed measurement device and its associated computational reconstruction. The images here are defined as a 2D spatial distribution of physical quantities of interest so some measurements are not considered CI, for example measuring the temperature at a point with a digital thermometer, regardless of how much computation is involved in the process. The labeling is redundant if only a single image is reconstructed, but through labels such as a depth index or angular indexes, 3D imaging and light field imaging are included in this definition. To explain how CI works and how it distinguishes itself from traditional imaging, we show an example linear imaging scheme in Fig. 1.1.

There are many reasons to apply CI [129]. For example, it can be applied in order to satisfy constraints of applications, to reveal more information in 3D, to make it easier to perceive information than direct imaging, or simply because there is no direct method to capture an abstract physics quantity. DiffuserCam [5], which uses a diffuser instead of lenses to “focus” the light onto the camera, is an example for satisfying the constraints of an application. It release the length constraint for image formation under conventional lenses and collects unrecognizable and seemingly informationless images. The collected data then require an extra algorithm that has the knowledge of the diffuser to reconstruct the human-recognizable image. Another example is Fourier ptychography [195, 175], which is
CHAPTER 1. INTRODUCTION

a fast, high information-throughput CI method. Contrary to high-resolution field-scanning microscopy, Fourier ptychography scans illumination angles and uses a low resolution objective with a large field of view to collect the light from an (absorptive) phase object. It speeds up the measurement because the scanning happens in illumination electronics instead of mechanically scanning the object. On the other hand, it still retains the resolution in the reconstruction as the high-resolution information is contained in multiple low-resolution images from the multiple illuminations. The reconstruction algorithm, illumination pattern and the optical system are jointly designed to carry out Fourier ptychography. There are many other examples of applying CI such as compressed sensing magnetic resonance imaging [125] where shorter measurement time is desirable, computed tomography scan where multiple X-ray projections are used to form a 3D image [81], etc.

CI requires its designers to formulate forward problems for their cases, i.e. the relations between the measurements and the quantities of interest, in order for the follow-up computation to reconstruct. As shown in the examples, the computation is as important as the measurement because of the need to process the raw data. The forward problem formulation makes CI flexible such that it can be adapted for physical quantities measurable only indirectly, e.g. phase retrieval [62, 61]. Some metrics [6] may be used to judge the forward model for whether the measured data contain enough information for computation to reconstruct the unknown. The designers then solve a mathematical inverse problem to obtain the quantities of interest once the measurements are done. However, the inverse problem is not always easy to solve. Depending on the math of the forward model, the inverse problem, cast as an optimization problem, can have multiple local optima that are not close to the unknown ground truth [175, 191]. Fortunately, the inverse problem solving is able to incorporate prior knowledge of the measurements or unknowns, e.g. noise statistics or sparsity of the unknown, to help the solving. The prior knowledge can enhance CI methods to tackle the ill-posed inverse problem or some tough imaging conditions, such as using the Total Variation regularization for image formation [156] or Compressed Sensing with sparsity prior for limited measurement time [36, 125]. The above properties make CI an appealing approach to many problems and it will be used throughout this thesis work.

1.2 Dissertation Overview

We combine our experimental and theoretical studies of phase space to image through scattering. By doing so, we show how the framework of phase space helps in a challenging imaging condition, hoping to bridge the gap between abstract phase space and actual experiments. In addition, scattering phenomenon is further studied outside of the scope of phase space. The rest of the thesis is organized as follows.

- Chapter 2 provides the necessary mathematical background for phase space and the definitions of notation and functions used throughout the thesis.
CHAPTER 1. INTRODUCTION

• Chapter 3 discusses a scanning method of measuring phase space. It is a direct extension of lenslet array light-field measurements and it samples the phase space much more densely than the former. The sample counts here are not limited by the pixels on a sensor but rather by the number of those pixels multiplied with the number of scanning positions.

• Chapter 4 discusses a multiplexed phase-space measurement and its application to 3D incoherent sources. We show that the random multiplex codes can achieve diffraction limited resolution of the 3D incoherent sources while avoiding reconstructing the tremendous 4D phase space. The multiplexing scheme incorporates the compressed sensing smoothly and can be further utilized to work with priors other than sparsity.

• Chapter 5 describes a coded aperture method to measure the phase space of samples of arbitrary coherence. We address here the code design problem opened by the random design in previous chapter. The mutual intensity is introduced in detail and heavily used for analyzing the code design as it graphically reveals the information of a measurement. Also, the mutual intensity is equivalent to the Wigner function. Hence, by capturing the mutual intensity, we show that the system and the designed codes are able to reconstruct the desired phase space.

• Chapter 6 applies the phase space theory to analyze scattering. The phase space itself is also measured and shown to be resistant to the scattering-induced blurring. The phase space theory is useful for formulating our intuition about scattering into mathematical formulae. The reconstruction of point sources and neural activity, both under volumetric scattering, have been experimentally performed successfully.

• Chapter 7 moves the study of scattering from the phase space of light to how the light interacts with scatterers. We propose an algorithm that expands the scattered field as a series of optimization solver update steps. This algorithm is also capable of providing the gradient update for estimating the scatterers if the scatterer is the unknown and the scattered field is measured. Experimental verification as well as comparisons to the analytical forms of some cases are provided. A total variation regularizer is used in the inverse problem solving for the scatterers, which enables substantial measurement data reduction.
Chapter 2

Background of Phase Space

In this chapter, we will review the concept of phase space briefly and introduce the mathematics and convention that we use to describe the phase space of light. As the discussion unrolls, we need to distinguish 1) coordinate vectors in physics and 2) matrices and vectors used in inverse problems. We use an italic bold font for coordinate vectors, such as $\mathbf{x}$ for the spatial dimensions, e.g. coordinates $(x, y, z)$ for 3D cases and $(x, y)$ for 2D cases, $\mathbf{r}$ for 2D transverse coordinates $(x, y)$, and $\mathbf{u}$ for 2D spatial frequency coordinates $(u_x, u_y)$. The matrices and vectors for computation are denoted in bold fonts. Some examples are: $\mathbf{A}$, $\mathbf{G}$, $\mathbf{I}$ for matrices and $\mathbf{x}$, $\mathbf{f}$, $\mathbf{u}$ for vectors.

2.1 Electric Field Convention

Throughout this thesis, we deal with a scalar electric field in phasor notation. We assume the light to be statistically stationary and quasi-monochromatic, and when multiple frequencies exist, we consider the center frequency for an average behavior or repeat the outcomes of discussions in this work for each wavelength. The electric field is a function of 3D space $\mathbf{x}$ and time $t$

$$\Re\{E(\mathbf{x}) e^{-j2\pi ft}\}$$

where $\Re$ is taking the real part of the expression, $f$ is the temporal frequency of the field, $j$ is the imaginary unit, and $E(\mathbf{x})$ is the complex-valued phasor electric field (in Chapter 7, $u(\mathbf{x})$ is used in place of $E(\mathbf{x})$). Since the phasor is a complex quantity, the complex conjugate of a phasor $E$ is denoted by symbol $E^\ast$. The symbol $\lambda$ is used to denote the wavelength of the field in vacuum and equals to speed of light in vacuum divided by $f$. For simplicity, the time dependence is dropped in further discussion.

1Static electric fields are not discussed here.
CHAPTER 2. BACKGROUND OF PHASE SPACE

Figure 2.1: Propagation angle is related to the spatial frequency of monochromatic light that is locally approximated as a plane wave. (a) Ray optics models light as nondiverging beams, each of which is parametrized by a propagation direction and a point it passes through. In wave optics, light is modeled as an electric field which does not possess those parameters. (b) If we locally approximate an electric field as a plane wave and ignore its diffraction, we can define the propagation wavenumber vector as the propagation angles. Three points on the oscillation peaks of the approximated plane wave are marked, where the distance is $\lambda$ along the propagation direction and $(\lambda / \sin \theta)$ along the transverse direction. The spatial frequency is the inverse of the period, which is $(\sin \theta / \lambda)$ along the transverse direction, and is approximately proportional to $\theta$ when $\theta$ is small.

2.2 From Phase Space in Physics to That of Light

In physics, phase space describes all possible states of a dynamic system. Consider the dynamics of a ball. It can be described by the ball’s position and momentum in 3D space (ignoring rotation). A ball with a particular momentum and position is represented in the 6D phase space as a delta function. In addition, multiple balls are represented as a superposition of the phase space functions of individual balls. Integrating over this 6D space will give the number of delta functions, that is, the number of balls. Furthermore, if we consider each ball as a density distribution, each delta function will become a distribution with integrated value equal 1, indicating the “conservation” of the number of balls.

The phase space of light we refer to is a 4D function that describes the spatial and angular distributions of light [8, 173]. Like the ball example above, a light ray under ray optics can be described by 3 positional coordinates and 3 directional coordinates. However, when only forward propagating light is present, e.g. propagating in free space, the phase-space description can be reduced to 4D with two transverse spatial coordinates and two angular coordinates [173] because the 3D electric field (and intensity) can be determined uniquely from the 2D electric field at any plane. Examples of this are radiance in radiometry [184] and light fields which describe both position and angle of each ray. The measurement of phase-space enables digital refocusing, aberration removal and 3D reconstruction [140, 116]. To include phase and diffraction effects, a more general wave-optics descriptor of phase space...
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Figure 2.2: Phase space illustrations for coherent and partially coherent light. (a) A coherent light beam and its phase-space representation. (b) A partially coherent light beam, which fills up more of phase space.

(e.g. Wigner functions [184]) must be used and propagation angles are generalized to spatial frequencies [194, 4] (see Fig. 2.1). This function can further describe coherent and partially coherent light [130, 188, 173] in an intuitive way, since the local correlation length is inversely proportional to the width of the local spatial spectrum. One can think of partial coherence as the wavefront containing multiple directions at each point in space; the more directions, the less coherence. Hence a coherent beam usually has a narrow band in phase space while a partially coherent beam possesses a larger area (see Fig. 2.2).

2.3 The Wigner Function and Connections of Phase-Space Functions

We choose the Wigner function [184] as the phase-space description to use in this work because of its wave-optical nature, ability to describe coherent and partially coherent beams in a unified fashion, and its intuitive framework. We will also use its mathematical equivalent functions for some application. The 4D Wigner function $W(r, u)$ has two transverse spatial coordinates and two spatial frequency coordinates which relate to propagation angles $(\theta_x, \theta_y)$ by $(\sin \theta_x, \sin \theta_y) = \lambda u / n_r$ ($n_r$ is the refractive index of background medium). It is defined as [8, 173]

$$W(r, u) \triangleq \int \int \langle \tilde{E}^* (u - \frac{\Delta u}{2}) \tilde{E} (u + \frac{\Delta u}{2}) \rangle e^{j2\pi r \cdot \Delta u} d^2(\Delta u)$$

$$= \int \int \langle E^* (r - \frac{\Delta r}{2}) E (r + \frac{\Delta r}{2}) \rangle e^{-j2\pi u \cdot \Delta r} d^2(\Delta r),$$

where $E$ is a partially coherent, stationary quasi-monochromatic electric field, the tilde $\tilde{\cdot}$ denotes Fourier transform, and $\langle \cdot \rangle$ denotes the ensemble average for multiple coherence modes if they exist. The ensemble average allows representation of both coherent and partially (spa-
Figure 2.3: Examples of Wigner functions and their projections (Intensity and angular spectrum) for some sample 1D electric field distributions. (a) Plane-wave illuminated double slits. (b) An oblique Gaussian beam. (c) The double slits with a defocus. (d) Two incoherent point sources. The top plot of each subfigure is the electric field, the central square part is the Wigner function, the bottom plot is the intensity, and the right plot is the angular spectrum.
tially) coherent light. It is straightforward to prove that Eqs. (2.2) and (2.3) are equivalent by substituting
\[ \tilde{E}(u') = \iint E(r')e^{-j2\pi r' \cdot u'} \, d^2 r', \]
and a change of variables. Derivation details are provided in Appendix A. A real-space image, i.e. a conventional 2D intensity image, is a projection of the Wigner function over all spatial frequencies,
\[ \text{Intensity}(r) = \langle E^*(r)E(r) \rangle = \iint W(r, u) \, d^2 u, \tag{2.4} \]
and an angular spectrum is given by projecting along spatial coordinates
\[ \text{Spectrum}(u) = \langle \tilde{E}^*(u)\tilde{E}(u) \rangle = \iint W(r, u) \, d^2 r. \tag{2.5} \]
See Fig. 2.3 for examples of Wigner functions and their corresponding intensity images and angular spectra.

The Wigner function handles the interference but still retains the geometric optics picture. The interference is manifested through negative values of the Wigner function [54]. From the definition Eq. (2.2), the complex conjugate of a Wigner function equals to itself so it is real-valued. However, it is not guaranteed to be positive definite and is considered a quasi-probability (quasi-intensity) distribution [85]. Dragoman [54] demonstrated that the negative values are a result of interference and diffraction. On the other hand, in macroscopic scale as the wavelength of the light becomes negligible relative to the size scales of interest, a Wigner function is locally averaged and as a result, those negative values are washed out and the Wigner function becomes a light field [194]. We further show in Sec. 2.4 that the shearing operation of digital refocusing in the light field [140] is also valid for Wigner functions.

In addition to describing the distribution of light rays, the Wigner function has a strong connection to coherence. As mentioned earlier, the Wigner function describes the local coherence in the spatial frequency (angular) content of the location. A more rigorous connection is seen in its definition, Eqs. (2.2) and (2.3). The quantities with the angled brackets are coordinate-transformed Mutual Intensities (a.k.a. Mutual-Coherence functions):
\[ \hat{\Gamma}(\Delta u, u) \triangleq \left\langle \tilde{E}^* \left( u - \frac{\Delta u}{2} \right) \tilde{E} \left( u + \frac{\Delta u}{2} \right) \right\rangle \tag{2.6} \]
\[ \Gamma(r, \Delta r) \triangleq \left\langle E^* \left( r - \frac{\Delta r}{2} \right) E \left( r + \frac{\Delta r}{2} \right) \right\rangle \tag{2.7} \]
They record the coherence of each pair of points in the coordinates and are equivalent to the Wigner function since all of them are connected by Fourier transforms [173]. In this work, we do not study the coherence in depth but rather use these functions to analyze the phase space. Figure 2.4 summarizes the connections of Wigner functions to other phase space functions. The ambiguity function shown here is for a complete diagram and is out of the scope of this thesis. Interested readers can refer to [30] and [173] for more information about ambiguity functions.
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Figure 2.4: Connections of phase space functions. The light field is connected to the Wigner function by extending from geometrical optics to wave optics, indicated by the dashed arrow. A solid segment indicates a Fourier transform on one of the coordinates of the phase space functions while a double segment means two Fourier transforms on both of the coordinates. The two mutual-intensity functions are connected to the Wigner function through Fourier transforming one of its coordinates while the ambiguity function is connected through Fourier transforming both.

2.4 Propagation in Phase Space

One of the most appealing reasons for using the phase-space framework is that propagation becomes a geometric shearing operation, independent of the coherence properties of the light [173, 8]. Writing the propagation operator as $P_{\Delta z}$, we describe light propagation of distance $\Delta z$ using the Wigner function:

$$P_{\Delta z}W(r, u) = \int \int W(r', u)\delta(r - r' - \lambda \Delta z u/n_r) \ d^2r' ,$$

(2.8)

where $n_r$ is the refractive index of the material and $\delta$ is the Dirac delta function. Its proof is provided in Appendix A. This is analogous to the shift-and-add approach for digital refocusing of light-field data [140] but the Wigner function further accounts for wave-optical effects.

Moreover, describing a physical event (here it is propagation) as an operator inspires us to devise another phase-space operator for light interacting with scattering medium, which will be discussed in Chapter 6.

2.5 Equations for Phase-Space Measurements

Our work focuses on applying codes to the Fourier plane of the unknown electric field, it makes the mathematical derivations in following chapters short to introduce some common equations in this background chapter. The measured quantity is the intensity in $r$ and the
phase space function we want to connect to the measurement is the Fourier-space mutual
intensity $\tilde{\Gamma}(\Delta u, u)$, which can be converted to the Wigner function when it is suitable.

We mainly use a 4f system to access the Fourier plane on which a code is applied. The code is represented as $M(r_m)$ where $r_m$ is the spatial coordinate of the code in the experimental setup. The function $M$ may have extra indexes for indexing the experimental code sequence. In addition, the coordinates $r_m$ is related to the frequency coordinate $u$ of the electric field by $r_m = \lambda f u$ where $f$ is the front (between the object and the Fourier plane) focal length of the 4f system [72].

A real-space image $I$ measured with a Fourier-space code $M$ is represented as the following,

$$I(r) = \left\langle \left| \int \int \tilde{E}(u')M(\lambda f u')e^{j2\pi u' \cdot r} \, d^2 u' \right|^2 \right\rangle$$

$$= \left\langle \int \int \tilde{E}(u')M(\lambda f u')e^{j2\pi u' \cdot r} \, d^2 u' \int \int \tilde{E}^*(u'')M^*(\lambda f u'')e^{-j2\pi u'' \cdot r} \, d^2 u'' \right\rangle$$

$$= \int \int \int \int \tilde{E}(u')\tilde{E}^*(u'')M(\lambda f u')M^*(\lambda f u'')e^{j2\pi (u' - u'') \cdot r} \, d^2 u' d^2 u''$$

$$= \int \int \int \int \tilde{\Gamma}(\Delta u, u)M\left(\lambda f(u + \frac{\Delta u}{2})\right)M^*\left(\lambda f(u - \frac{\Delta u}{2})\right)e^{j2\pi \Delta u \cdot r} \, d^2 u d^2(\Delta u).$$

(Eq. 2.9) to (2.12) will serve as the basis for the derivation in the following chapters.

Here $u = (u' + u'')/2$ and $\Delta u = u' - u''$. Eqs. (2.9) to (2.12) will serve as the basis for the derivation in the following chapters.
Chapter 3

Fourier Spectrogram: Densely-Sampled Phase Space

A light field describes phase space in the geometrical optics regime where light is considered as rays. A popular way of measuring light fields is to use lenslet arrays [139], which capture both spatial and angular information about light rays in a single shot. Each of the lenslets converges local light to different point according to the light’s direction. Those converged points, together with the locations of the lenslets, defines the 4D light-field coordinates. The intensity measured at those converged points are the light-field data. Though it is sufficient to use the light field information to compose a photograph, it suffers from low pixel counts and diffraction at the micrometer scale, which are important for microscopy applications. Hence we turn to a multishot method to improve the number of data counts and to include the wave-optical effect into our formulation. The measured quantity in this work is the Fourier Spectrogram, the Wigner function of light convolved with the 4D kernel of an aperture in spatial frequency space.

In previous work [183], an optical spectrogram system was developed for high-resolution phase-space imaging, by applying a windowing aperture in the $x$ space and capturing $u_x$-space intensity images that correspond to the local spatial spectra information. A spatial light modulator (SLM) was programmed to act as a reconfigurable aperture in $x$ space, blocking all light except a small local region. This aperture was then scanned across $x$ space while capturing $u_x$-space intensity sequentially. The result is not the WDF of the beam, but rather a spectrogram, which is a 4D convolution of the beam’s WDF with the aperture’s WDF [7]. The choice of window function shape and size is important [29], as one must trade off spatial resolution for spatial frequency resolution. This measurement scheme can be compared to previous work in measuring coherence functions through interferometric or tomographic means [131, 65, 29, 153]. When the incoming light has a strong DC or other spatial frequency component, the spectrogram suffers from a dynamic range issue. Hence, we propose to switch $x$ and $u_x$ spaces, applying apertures in $u_x$ space while capturing intensity images in $x$ space. The resulting sequence is a Fourier spectrogram.

Both the spectrogram and the Fourier spectrogram systems are able to achieve $1000^4$ pixel
data sets, without the requirement of inverting such a large matrix. However, the scanning of the aperture and relative low light efficiency required long acquisition times. Indeed, the capture time for a full 4D data with high resolution (pixel counts) in all four dimensions will be formidable time consuming, since it must be done with a 2D sensor and the final result will involve \( \sim 1 \) Terabyte of information \( (n^4, \text{where } n = 1000 \text{ is the number of pixels in a single dimension}) \). Therefore in the proposed setup, we speed up the measurement through synchronization of hardware and the use of a fast digital micromirror device.

### 3.1 Fourier Spectrograms

The Fourier spectrogram, measured by putting a scanning aperture in the Fourier space of the light, is not directly the Wigner function of the light but its smoothed version [194]. The reason to measure the Fourier spectrogram is that it is relatively simple to measure and also more practical than measuring the Wigner function since the Wigner function can contain negative values while the Fourier spectrogram cannot. Nevertheless, the Fourier spectrogram, like the Wigner function, is a 4D function where the position of the scanning aperture gives the frequency coordinates. We will show that, similar to the spectrogram [7], the smoothing is done by a 4D convolution of the Wigner function of light with the 4D kernel of the aperture.

We let the aperture be square. Starting with Eqs. (2.9) to (2.12), the shifting aperture introduces a parameter \( u_{sh} \) for shifting to the function \( M \), resulting in

\[
M(\lambda f u; u_{sh}) = \text{rect} \left( \frac{\lambda f (u - u_{sh})}{a} \right),
\]

where \( a \) is the side length of the square aperture and \( u_{sh} \) is the shift vector in the spatial frequency. Hence the measured intensity corresponding to \( u_{sh} \) is represented as

\[
I(r, u_{sh}) = \left\langle \left\langle \int \int \tilde{E}(u') \text{rect} \left( \frac{\lambda f (u' - u_{sh})}{a} \right) e^{i2\pi u' \cdot r} d^2u' \right\rangle^2 \right\rangle.
\]

Following Eq. (2.12), we have

\[
I(r, u_{sh}) = \int \int \int \tilde{\Gamma}(\Delta u, u) \text{rect} \left( \frac{\lambda f (u + \frac{\Delta u}{2} - u_{sh})}{a} \right) \text{rect}^* \left( \frac{\lambda f (u - \frac{\Delta u}{2} - u_{sh})}{a} \right) e^{i2\pi \Delta u \cdot r} d^2u d^2(\Delta u).
\]

Substituting with the \( \tilde{\Gamma} - W \) connection, \( \tilde{\Gamma}(\Delta u, u) = \int \int W(r', u) e^{-i2\pi r' \cdot \Delta u} d^2r' \) and massag-
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ing the formula a little, we have

\[ I(r, u_{sh}) = \iiint d^2r' d^2u \ W(r', u) \ \mathcal{I} \ \text{rect} \left( \frac{\lambda f (u + \frac{\Delta u}{2} - u_{sh})}{a} \right) \]

\[ \left( \lambda f (u - \frac{\Delta u}{2} - u_{sh}) \right) e^{j2\pi \Delta u \cdot (r - r')} \ d^2(\Delta u). \] (3.4)

If we define the Wigner function representation of the optical system with the aperture as

\[ W_a(r, u; w) = \int \int \mathcal{I} \ \text{rect} \left( \frac{u + \frac{\Delta u}{2}}{w} \right) \ \text{rect}^* \left( \frac{u - \frac{\Delta u}{2}}{w} \right) e^{j2\pi \Delta u \cdot r} \ d^2(\Delta u), \] (3.5)

Eq. (3.4) becomes

\[ I(r, u_{sh}) = \iiint d^2r' d^2u \ W(r', u) W_a(r - r', u - u_{sh}; a/\lambda f) \]

\[ = \iiint d^2r' d^2u \ W(r', u) W_a(r - r', u_{sh} - u; a/\lambda f). \] (3.6)

Here in the last step we apply the fact that the rect function is real-valued and even. As shown in Eq. (3.6), a Fourier spectrogram is the result of a Wigner function convolving with the optical system’s Wigner representation. For this reason, the spectrogram is often called a smoothed Wigner function [194].

3.2 Digital Micromirror Devices in Phase-Space Imaging

In this chapter we use a digital micromirror device (DMD) for our spatial light modulator. In previous work [183], the SLM was a liquid crystal on silicon (LCOS), which operates much slower (\( \sim 60 \) Hz max frame rate) than the DMD (\( \sim \)kHz max frame rate). In addition, the LCOS reduced light efficiency due to its polarization selectivity, which required pre-filtering of the input light into the correct polarization. Since exposure time is a key limiting factor in our acquisition speed, any improvement in light efficiency also helps with acquisition speed. The DMD array is polarization insensitive, which not only improves light efficiency, but also makes the system more general for various applications. A larger problem with the LCOS SLM is that the polarization selectivity is imperfect. One must place crossed polarizers at the input and output of the SLM in order to block the unmodulated light. However, even with expensive high-quality polarization optics, a small percentage of light leaks through the crossed polarizers in the black parts of the coded image. This would normally create only minimal artifacts, but due to the nature of the imaging system collecting the light in the Fourier space, a large part of this unwanted leaked light shows up on the low-frequency part.
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Figure 3.1: The Fourier spectrogram measurement setup for microscopic objects. The magnifying $4f$ system is formed by a $20x/0.4NA$ objective lens and a tube lens of focal length 200 mm. The lens in front of the DMD has a focal length of 225 mm and the one between DMD and camera has a focal length of 175 mm.

of the $u_x$ space image, creating an unwanted streaking artifact near the DC term which can be seen on the right side of Fig. 3.2. In a DMD device, there is no leaked light, since ‘off’ pixels are fully reflected out of the imaging pathway, and so the result is much cleaner.

A further advantage of switching to a DMD SLM is in improving the speed of capture. To take advantage of the DMD’s extremely fast switching rates, it is synchronized with a camera via on-board circuitry, which avoids a computer in the loop. We use the board controlling the DMD to generate a voltage signal each time it starts a new frame. This signal is fed to the trigger input of the camera directly. By this setting, the synchronization is accomplished through hardware entirely and is limited only by the required exposure time, giving speed improvements of several orders of magnitude over the setup in [183].

Our experimental setup is shown in Fig. 3.1. Laser light passes through a rotating diffuser, which makes it partially coherent (with Gaussian statistics, FWHM $5^\circ$). The object is illuminated entirely, and the scattered light is collected by a microscope objective. A $4f$ system acting as a microscope is used to magnify the image. Then a $2f$ system transforms the object light to Fourier space, where our DMD SLM is mounted. The light is then patterned by the DMD according to our desired coding scheme (in this case a scanned window function) and the filtered light further passes through another $2f$ system, turning into intensity images collected by the camera in $x$-space.

In Fig. 3.2 we show the result of an in-focus image illuminated by a partially coherent beam in our experimental setup, as compared to the results of [183]. The object here is a three-bar pattern, which is one dimensional. The object is illuminated by a partially coherent light source, created by inserting a rotating diffuser into the illumination pathway. One can see that the $u_x$ axis information displays a notable spread, due to the finite coherence length.
Figure 3.2: Experimental results for phase-space measurements of three-bar test pattern with partially coherent light, as compared to the results of [183]. Results are much cleaner due to elimination of polarization leakage, with no low-frequency artifacts present. Scan speeds are also significantly increased in the new scheme. Plots at top and side of each phase-space figure represent the projections onto $x$ and $u_x$ space, respectively.

of the illuminating light. We can see three strips in the plot of WDF that are in-focus, since they are vertical, without any tilt.

Further improvement in the quality of the phase-space image over our previous design comes from the modification of placing the scanning aperture in Fourier ($u_x$) space, rather than $x$ space. While it is not guaranteed, we expect this scheme to have better performance than windowing in $x$-space because most signals are largely composed of low frequency information. We take the phase-space component images in $x$ space; since our camera has a higher resolution than our DMD, we will always have high quality $x$ space images than $u_x$ space, which is likely preferred visually. Moreover, the $u_x$-space scanning can be efficient by paying more attention on lower frequency parts, while the $x$-space scanning requires going through every pixel. This leads to improved ability to test new coded aperture strategies which pattern the $u_x$ space to have more than one pixel on at a time, further increasing the light throughput (See Chapters 4 and 5).

### 3.3 Fourier Spectrogram Experiments for Point Sources and Scattering

In the previous case, we use a rotating diffuser in front of a laser to reduce the optical coherence of the light source. Let us consider a different case that the sources are spatially incoherent, that is, point-like sources. They raise much interest as the fluorophores are
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Figure 3.3: Fourier spectrogram setup for phase-space measurement experiments to 3D localize three point emitters. (a) The pictures of one LED on a ruler in order to show the dimensions of the LED used. The LED has a spectrum centered around 633 µm. (b) The Fourier spectrogram imaging setup with the LEDs around the front focal plane of the system. The lens in front of the DMD has a focal length of 225 mm and the one between DMD and camera has a focal length of 175 mm. The axial position of the three LEDs relative to the focal plane is: (from left to right) -58 mm, 0.91 mm and 120 mm. The scanning window width on the DMD is 1740.8 µm.

Point sources and vastly used in biological studies. We use light emitting diodes (LEDs) as our point sources in this case and modify the setup to image millimeter scale objects (see Fig. 3.3). With this new scene, we can illustrate the property of the phase space of point sources, which reveals the position information of the points. Furthermore, a light scattering environment is emulated. The Fourier spectrogram retains structures about the sources and can be further utilized to counter the scattering in imaging.

As shown in the upper part of Fig. 3.4, the LEDs at different depths show as lines with different slopes in the Fourier spectrogram. This gives us a cue for defocused amounts which is explained in Sec. 2.4. The line structure in the Fourier spectrogram is also resistant to scattering. We inserted rotating diffusers in-between the point sources to simulate volumetric scattering and the measured Fourier spectrogram still retains three linear structures although they are widened (lower part of Fig. 3.4). As a comparison, the information of the point sources is not inferrable from the traditional image, shown in the center column of the figure. This comparison shows that Fourier spectrogram imaging has a better chance to reconstruct scenes behind scattering than traditional imaging. The reconstruction is further improved by considering how the widening relates to the scattering situation of the sample. A detailed model discussing this widening is provided in Chapter 6.
3.4 Limitation of the DMD Device

Though the use of the DMD in this chapter speeds up the measurements, the blazed grating of the DMD may cause dispersion problems in applications to nonmonochromatic light. If the application images the DMD, such as a DMD-based projector where the image of DMD is displayed on the screen, the dispersion caused by the DMD is insignificant because the dispersed light will be refocused back to the same pixel after the imaging system. However, in our setup, we put the DMD in the Fourier space and image the light in the real space. The light dispersed by the blazed grating of the DMD will then arrive at different points on the sensor.

The grating of a LCOS SLM does not cause severe dispersion because the LCOS SLM is designed to reflect the light off perpendicularly to its plane. The beam we use in such setup is the zeroth order beam, which does not change its direction among all colors. On the other hand, in a DMD SLM setup, we use high-order beams where the blazed grating of DMD enhances their light efficiency. These beams changes directions more rapidly than lower order beams when their color changes. For example, the DMD we used causes a red
light source with a bandwidth of 30 nm to be imaged as a diagonal strip across a one-inch square camera in an imaging system of unity magnification ratio.

Mathematically, we can also reveal this behavior. For simplicity, we consider a 1D blaze grating. The grating is put in the front focal plane of a $2f$ system and is illuminated by a normal-incident wave. We let $\theta$ denote the blaze angle ($\theta = 0$ means a flat plane), $p$ the pitch of the grating, and $f$ the focal length of the $2f$ system. The electric field on the back focal plane of the $2f$ system is

$$E(x) = pe^{-\frac{ip}{\lambda f}(x-2f \tan \theta)} \text{sinc} \left( \frac{p}{\lambda f} (x - 2f \tan \theta) \right) \text{comb} \left( \frac{px}{\lambda f} \right).$$

Here $\text{comb}(\xi) = \sum_{k=-\infty}^{\infty} \delta(\xi - k)$ and $\text{sinc}(\xi) = \sin(\pi \xi)/\pi \xi$. By taking absolute value squares, plugging the values for a typical system ($\theta = 13^\circ$, $f = 100$ mm, $p = 13\sqrt{2}$ $\mu$m) and sweeping the wavelength within a 30 nm bandwidth around the 600 nm, we get a 3.7 mm central lobe of dispersion. This corresponds to $\sim 570$ pixels of a typical sCMOS camera (pixel size 6.5 $\mu$m) and thus the dispersion is not negligible. A quick fix to this problem is to apply a narrow-band color filter which loses the light drastically. Therefore in later chapters, we turn back to LCOS SLM if the source light is broadband and dim to mitigate this dispersion problem.

### 3.5 Conclusion

We have demonstrated phase-space imaging by windowed scanning of Fourier space, using a digital micromirror device, while taking the $x$-space pictures corresponding to each window. The synchronization between DMD and a camera gives fast acquisition and flexible control. The new system configuration becomes similar in concept to pupil segmentation microscopy [88], which has been proven useful in imaging through scattering, but offers significantly better resolution in the pupil plane. The spectrogram contains more information than the traditional imaging and we will show how it can be applied to imaging through scattering in Chapter 6.
Chapter 4

Coded Aperture for 3D Fluorescence Microscopy

In the previous chapter, we discussed how the Fourier spectrogram measurement enhances the number of sampling points of phase space functions. The amount of data is so large ($\approx 1000^4$ points) that it becomes hard to handle and redundant in order to reconstruct a 2D scene or to recover positions of several point sources. Though this redundancy can help in a harsh imaging situation, e.g. in a scattering environment, a large amount of data raises some concerns. The speed of spectrogram measurement is impacted as it is proportional to the number of data points. Therefore, we seek to reduce the number of data by aiming at certain less general applications than a full spectrogram. The application we will focus on in this chapter is 3D microscopy of fluorescence samples.

3D fluorescence microscopy is a critical tool for bioimaging, since most samples are thick and can be functionally labeled. High-resolution 3D imaging typically uses confocal [46], two-photon [80] or light sheet microscopy [148]. Because these methods all involve scanning, they are inherently limited in terms of speed or volume. Light field microscopy [117, 33], on the other hand, achieves single-shot 3D capture, but sacrifices resolution because it distributes the 4D spatial-angular information across a 2D spatial sensor. High resolution and single-shot capture are possible with coded aperture microscopy [145, 157, 160]; however, this requires an extremely sparse sample. Here, we describe a multi-shot coded aperture microscopy method for high-resolution imaging of large and dense volumes with an efficient data capture rate.

Coded aperture is a multiplexed way to probe the phase space of fluorescent samples and we seek to reconstruct the 3D fluorescence distribution at the end. As in the Fourier spectrogram setup, we use a spatial light modulator (SLM) in the pupil plane of a microscope in order to sequentially pattern multiplexed coded apertures while capturing images in real space (see the experimental setup in Fig. 4.1). Having multiple apertures in a pattern increases the light throughput of the system, giving us flexibility to trade-off between photon noise suppression and measurement speed. A compressed sensing scheme, which fits naturally with coded aperture methods, can further reduce the number of measurements. Then, we reconstruct the 3D fluorescence distribution of our sample by solving an inverse prob-
lem via regularized least squares with a proximal accelerated gradient descent solver. We experimentally reconstruct a 101 Megavoxel 3D volume (1010 × 510 × 500µm with NA 0.4), demonstrating improved measurement qualities compared to scanning aperture methods.

One factor that makes multiplexing preferable is the enhancement of image resolution compared with the spectrogram methods. Multiple apertures opened at once allow the light in those areas to interfere. This interference provides finer features and higher-order correlation information than a spectrogram in the images. Even though the aperture in a Fourier spectrogram measurement scans through all positions in Fourier space, the information of the phase space function is lost in the process and cannot be recovered in general. We discuss the detail about this information loss in next chapter, leaving the current one to focus on the experiment.

4.1 Our Method

Our experimental setup consists of a widefield fluorescence microscope with a spatial light modulator in Fourier space (the pupil plane). The SLM implements a series of quasi-random coded aperture patterns, while collecting real space images for each (Fig. 4.1) [121]. The 4D phase space can have very large pixel counts (∼ 10^{12}, the product of the pixel counts of the SLM and the sensor). Compared to scanning aperture methods [122, 183], the new scheme has three major benefits. First, it achieves better resolution by capturing high-frequency interference effects (high-order correlations). This enables diffraction-limited resolution at the microscope’s full numerical aperture (NA). Second, we achieve higher light throughput by opening up more of the pupil in each capture; this can be traded for shorter exposure time and faster acquisition. Third, the multiplexed nature of the measurements means that we can employ compressed sensing approaches (when samples are sparse) in order to capture fewer images without sacrificing resolution. This means that the number of required images scales not with the reconstructed number of resolved voxels, but rather with the sparsity of the volume.

Our method can be thought of as a multi-shot coded aperture scheme for diffraction-limited 3D fluorescence microscopy. It is analogous to coded aperture photography [115, 118, 77, 37]; however, we use a wave-optical model to account for diffraction effects, so intensity measurements are nonlinear with complex-field. Fluorescent imaging allows a simplification of the forward model, since each fluorophore is spatially coherent with itself but incoherent with all other fluorophores. Our reconstruction algorithm then becomes a large-scale inverse problem akin to multi-image 3D deconvolution, formulated as a convex ℓ_1 regularized least-squares problem and solved by a fast iterative shrinkage-thresholding algorithm (FISTA) [12].

4.1.1 Forward model

Here, we assume that the object is a 3D volume of incoherent emitters with no occlusions. The emitters are also assumed to have identical emission spectra. Our forward model relates
Figure 4.1: Phase-space multiplexing for 3D fluorescence microscopy. The microscope (a 4f system) uses a Spatial Light Modulator (SLM) in Fourier space to implement multiple coded apertures, while capturing 2D intensity images in real space for each. Our wave-optical forward model $A$ relates the object $c$ to the measured images $y_{\text{meas}}$ for each pattern. The inverse problem recovers the object, subject to sparsity priors where applicable.

Each coded aperture’s captured image to the 3D object’s intensity. Each image contains information from multiple spatial frequencies and their interference terms (which are the key to resolution enhancement and will be discussed in Chapter 5). Our setup falls in the same category as that introduced in Sec. 2.5. Therefore we start from Eq. (2.12) with a subscript $n$ introduced to denote the codes,

$$I_n(r) = \int \int \int \tilde{\Gamma}(\Delta u, u) M_n \left( \lambda f(u + \frac{\Delta u}{2}) \right) M_n^* \left( \lambda f(u - \frac{\Delta u}{2}) \right) e^{j2\pi \Delta u \cdot r} \, d^2 u \, d^2(\Delta u).$$

(4.1)

Consider a complex electric field at the front focal plane $E_s(r_1; \alpha)$, generated by a point source, where $\alpha$ denotes properties of the point source (e.g. location and wavelengths). The field acts like a unique coherent mode — it interferes coherently with itself but not with other modes. Hence the Fourier-space mutual intensity $\tilde{\Gamma}(\Delta u, u)$ in Eq. (4.1) is a weighted sum of that of each $E_s(r_1; \alpha)$ where the weights, denoted by $C(\alpha)$, are proportional to the emission intensity of each point source. We have

$$\tilde{\Gamma}(\Delta u, u) = \sum_{\alpha} C(\alpha) E_s \left( u + \frac{\Delta u}{2}; \alpha \right) E_s^* \left( u - \frac{\Delta u}{2}; \alpha \right).$$

(4.2)
We specify $\alpha$ to be $(r_s, z_s, \lambda)$ and further decompose $C(\alpha)$ into the product of the emission strength $C(r_s, z_s)$ and the spectrum of the source $S(\lambda)$, where $r_s$ is the transverse coordinate of the source, $z_s$ is its defocus distance, and $\lambda$ indicates a single color in the emission spectrum of the source. The field $\tilde{E}_s$ in Eq. (4.2) can be represented by

$$\tilde{E}_s(u_1; r_s, z_s, \lambda) = \begin{cases} e^{\frac{j 2\pi}{\lambda} (-z_s) \sqrt{1 - \lambda^2 |u_1|^2 - j 2\pi r_s \cdot u_1}}, & |u_1| < \frac{NA}{\lambda} \\ 0, & \text{otherwise} \end{cases} \quad (4.3)$$

where angular spectrum propagation \cite{72} is used to account for defocusing. Plugging $C(\alpha)$ and Eq. (4.3) into Eq. (4.2), we have

$$\tilde{\Gamma}(\Delta u, u) = \iiint \sum_\lambda S(\lambda) e^{\frac{j 2\pi}{\lambda} (-z_s) \sqrt{1 - \lambda^2 |u - \Delta u|^2 - \sqrt{1 - \lambda^2 |u + \Delta u|^2}}} C(r_s, z_s) \, d^2 r_s \, dz_s. \quad (4.4)$$

Hence the formula for the intensity images, Eq. (4.1), can be written as

$$I_n(r) = \iiint \left( \iiint \sum_\lambda S(\lambda) K_{M_n, z_s}(\Delta u; \lambda) e^{j 2\pi (r - r_s) \cdot \Delta u} \, d^2 \Delta u \right) C(r_s, z_s) \, d^2 r_s \, dz_s, \quad (4.5)$$

where

$$K_{M_n, z_s}(\Delta u; \lambda) = \iiint M_n^* \left( \lambda f(u - \frac{\Delta u}{2}) \right) M_n \left( \lambda f(u + \frac{\Delta u}{2}) \right) e^{j 2\pi \frac{\Delta u}{\lambda} \left( \sqrt{1 - \lambda^2 |u - \frac{\Delta u}{2}|^2} - \sqrt{1 - \lambda^2 |u + \frac{\Delta u}{2}|^2} \right)} \, d^2 u \quad (4.6)$$

is the kernel for code $M_n$ at depth $z_s$.

Equation (4.5) describes the forward model for a 3D fluorescent object $C(r_s, z_s)$ with no occlusions. The term in parentheses is a convolution kernel describing the 3D point spread function for code $M_n$ (shown in Fig. 4.1). For simplicity, we assume here no scattering, though incorporating the scattering forward model in [122, 146] is straightforward.

### 4.1.2 Inverse problem

Based on the raw data and forward model, the inverse problem is formulated as a nonlinear optimization. Our goal is to reconstruct the 3D intensity distribution $C(r_s, z_s)$ from the measured images. To do so, we aim to minimize data mismatch, with an $\ell_1$ regularizer to mitigate the effects of noise (and promote sparsity where applicable). The mismatch is defined as the least-squares error between the measured intensity images and the intensity predicted by our forward model (Eq. (4.5)). This formulation has a smooth part and a non-smooth part in the objective function and is efficiently solved by a proximal gradient descent solver (FISTA \cite{12}).

To formulate the inverse problem, we first discretize the forward model in Eq. (4.5) to be

$$y = Ac. \quad (4.7)$$
Here $y \in \mathbb{R}^{MP \times 1}$ corresponds to predicted images on the sensor; each small chunk ($\in \mathbb{R}^{P \times 1}$) of $y$ is a vectorized image $I_n(r)$. We discretize $r$ into $P$ pixels, and the number of codes is $M$, so $n = 1 \ldots M$. Similarly, we discretize $r_s$ and $z_s$ into $P'$ pixels and $L$ samples, respectively, to obtain a vectorized version of $C(r_s, z_s)$, denoted by $c \in \mathbb{R}^{LP' \times 1}$. The matrix $A \in \mathbb{R}^{MP \times LP'}$, which is not materialized in implementation, represents the summation and convolution in Eq. (4.5) where the latter uses 2D Fast Fourier Transforms (FFTs) for each subvector ($\in \mathbb{R}^{P' \times 1}$) of $c$, with zero-padding to avoid periodic boundary condition errors. The convolution kernel is precomputed and stored for speed.

The inverse problem becomes minimizing a data fidelity term plus an $\ell_1$ regularization with parameter $\mu$:

$$\arg \min_{c \geq 0} \frac{1}{2} \left\| y - y_{\text{meas}} \right\|_2^2 + \mu \left\| Wc \right\|_1, \quad (4.8)$$

where $y_{\text{meas}} \in \mathbb{R}^{MP \times 1}$ is the measured intensity. We also use a diagonal matrix $W \in \mathbb{R}^{LP' \times LP'}$ to lower the weight of point sources near the borders of images whose light falls off the sensor. Each diagonal entry of $W$ is obtained by summing the corresponding column in $A$. The value of $\mu$ is $5 \times 10^{-4} \left\| W^{-1} A^T y_{\text{meas}} \right\|_{\infty}$. Note that $c = 0$ wherever $\mu \geq \max(W^{-1} A^T y_{\text{meas}})$. Outside point sources may also contribute to the measured intensity due to defocus; hence, we use an extended field-of-view method [16] to solve for more 2D points in $c$ than $y$ (i.e. $P' > P$).

### 4.2 Design of Coded Apertures

In the scanning-aperture scheme [183, 122], smaller apertures give better frequency sampling of the 4D phase space, at a cost of: 1) lower resolution, 2) lower signal-to-noise ratio (SNR) and 3) large data sets. Our multiplexing scheme mitigates all of these problems. Multiplexing achieves diffraction-limited resolution by additionally capturing interference terms, which cover the full NA-limited bandwidth. This is evident in the Fourier transform of the captured images (Fig. 4.2). The SNR improvement is also visible; the multiplexed image is less noisy.

Our codes are chosen by quasi-random non-replacement selection. This is not an ideal method and we will study the design in detail in Chapter 5. We section the SLM plane into 18×18 square blocks and keep only the 240 blocks that are inside the system NA. For each code, we open 12 blocks, selected randomly from the blocks remaining after excluding ones that were open in previous sequences. Here the numbers 18 and 12 are heuristic such that the point spread function is not bigger than the field of view if only one square block is open and the degree of multiplexing, $12/240 = 5\%$, is on the same order of that in multiplexed Fourier Ptychography [175]. In this scheme, the full NA can be covered by 20 codes. To allow for both diversity and redundancy, we choose to cover the entire pupil 5 times, resulting in 100 multiplexed aperture patterns. Examples of the codes and their corresponding measured intensity images are shown in Fig. 4.3.

Importantly, the number of multiplexed patterns can be flexibly chosen to trade off accuracy for speed of capture. For instance, by increasing the number of openings in each
pattern, we can cover the entire pupil with fewer patterns. This means that we may be able to reconstruct the object from fewer measurements, if the inverse problem is solvable. By using *a priori* information about the object (such as sparsity in 3D) as a constraint, we can solve under-determined problems with fewer total measured pixels than voxels in the reconstruction [36]. Hence the number of openings in each pattern (the amount of multiplexing) should be chosen according to both the sparsity of the object and the importance of capture speed.

### 4.3 Simulation Validation

In order to test the proposed 3D reconstruction method, we simulate a synthetic data set measured on a 4\(f\) imaging system. Note that the design here is different from the experiments and the simulation is just to check if the multiplexed phase-space method in general is viable. The object in the simulation is a 96 \(\mu m \times 96 \mu m \times 10 \mu m\) 3D volume, which is stored in a 200 \(\times\) 200 \(\times\) 10 3D array. Within the 3D volume, 1600 mutually incoherent point sources are randomly distributed (Fig. 4.4(a)). Each of the point sources radiates a spherical wave with wavelength of 650 nm. The middle layer of the 3D volume is set to the front focal plane of the 4\(f\) imaging system. In the frequency space of the imaging system, we place a binary amplitude SLM. The size of a single SLM block (the square block in Fig. 4.4(b)) is 0.063 \(\mu m^{-1}\), which characterizes the spatial frequency bandwidth (but not the physical size).
Due to the limitation of the numerical aperture of the imaging system, only the signals of spatial frequency within $\pm 0.63 \, \mu m^{-1}$ are allowed to pass through the system. We randomly generate 20 SLM binary codes, one instance of which is shown in Fig. 4.4(b). For each code, we record a 2D intensity image on the back focal plane of the $4f$ imaging system.

We test our sparse 3D reconstruction algorithm with this synthetic data set. The $\ell_1$ regularized least square error optimization problem in Eq. (4.8) is supposed to return a sparse estimation of 3D point sources distribution that resemble the distribution of the 1600 simulated point sources. The solver in question is FISTA [12]. We first use all of the 20 intensity images as measured input in the optimization problem to verify the correct implementation of the solver and the ability of our algorithm. The recovered 3D volume has a Root Mean Square Error (RMSE) of 0.0006 to the truth (Fig. 4.4(c)), which is small compared to the source amplitude of 1. Therefore, the result asserts the correct implementation and the ability of our algorithm to reconstruct sparse sources.

Next, we test the performance of the sparse 3D reconstruction algorithm with fewer images captured, in order to speed up the acquisition. We use 5 intensity images as input and the recovered 3D reconstruction result is still accurate but with larger RMSE (Fig. 4.4(d)).
Figure 4.4: Simulation result of 3D sparse reconstruction of fluorescent points with coded aperture. (a) ~ 1600 fluorescent point sources randomly distributed in a 96 µm × 96 µm × 10 µm 3D volume. (b) One of the random coded apertures displayed on the SLM. (c) A 3D sparse reconstruction result using intensity measurements of 20 codes as input and (d) that of 5 codes.

as expected. Without the $\ell_1$ regularization, the least square error optimization problem is ill-posed, since the number of measured variables (200 × 200 × 10) is less than the dimension of the unknown 3D volume (200 × 200 × 20). The $\ell_1$ regularization helps solve the ill-posed least squares problem by promoting sparsity of a 3D reconstruction.

4.4 Experiments

Our experimental setup consists of the 4$f$ system ($f_1 = 250$ mm, $f_2 = 225$ mm) shown in Fig. 4.1, with an additional 4$f$ system in front, made of an objective lens (20× NA 0.4) and a tube lens ($f_t = 200$ mm) to relay the sample (see Fig. 4.5). The SLM (1400×1050 pixels of size 10.3µm) is a liquid crystal chip from a 3-LCOS projector (Canon SX50) which is reflective and polarization-sensitive, so we fold the optical train with a polarization beam splitter and insert linear polarizers.\(^1\) Our sensor (Hamamatsu ORCA-Flash4.0 V2) captures the multiplexed images and synchronizes with the SLM via computer control.

\(^1\)The use of LCOS SLM is to mitigate the dispersion problem that can be caused by a DMD in a 2$f$ setup. See Sec. 3.4 for more detail.
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Figure 4.5: Detailed setup for multiplexed phase space imaging with fluorescent samples. (Top) a schematic of the optical train of our system with mirrors not shown, (Bottom left) a snapshot of the experimental setup and (Bottom right) the snapshot overlaid with the optical train.

Our sample is a fixed brine shrimp stained with fluorophore Eosin Y (Carolina Biological). It is relatively dense, yet does not fill the entire 3D volume so still has significant sparsity. The reconstructed 3D intensity (Fig. 4.6(a), 4.6(b) and 4.6(f)-4.6(h)) is stitched from five volume reconstructions, each with $640 \times 640 \times 120$ voxels to represent the sample volume of $455 \times 455 \times 600 \mu m$. The reconstruction is cropped to the central part of our extended field of view, so the final volume contains $1422 \times 715 \times 100$ voxels corresponding to $1010 \times 510 \times 500 \mu m$. The dataset size is large (9 GB), and since the size of the 3D array is $\sim 5 \times 10^7$ without the extended field-of-view and the measured data is $\sim 4 \times 10^7$, the number of operations for evaluating Eq. (4.5) is on the order of $3 \times 10^{10}$. This takes 4 seconds to compute on a computer with 48-core 3.0 GHz CPUs and requires 94 GB memory to store the kernel (Eq. (4.6)).

The reconstructed 3D intensity is shown in Fig. 4.6, alongside images from a confocal microscope and a widefield focus stack, for comparison. Both our method and the focus stack use a 0.4 NA objective and widefield illumination, while the confocal uses a 0.25 NA one for illumination and capture; hence, the confocal results should have slightly better resolution. Our reconstructed slices appear to have slightly lower resolution than the defocus stack and confocal, possibly due to the missing information in the Fourier space mutual intensity that will be discussed in the next chapter (Fig. 5.1(g)), where the mutual intensity is undersampled. As expected, each depth slice of our reconstruction has better rejection of information from other depths, similar to the confocal ones. The undersampling mention
Figure 4.6: 3D reconstruction of a fluorescent brine shrimp sample as compared to focus stack and confocal microscopy. (a) and (b) 3D renderings of the reconstructed fluorescence intensity distribution (1010×510×500µm) from different perspectives. (c)-(e) 2D widefield images at three different focus planes. (f)-(h) Slices of our reconstructed volume at the same depth planes. (i)-(k) Confocal microscopy slices at the same depth planes for comparison.
Figure 4.7: Image quality can be traded for capture speed (number of coded aperture images). The $x$-$y$ and $x$-$z$ slices from 3D reconstructions from increasing numbers of images with different coded apertures show that this object is too dense to be accurately reconstructed by a single coded-aperture image, but gives a reasonable reconstruction with 10 or more images, due to sparsity of the sample. The ratios of the measured data to the reconstructed voxels are $0.8\%$ (1 image), $1.6\%$ (2 images), $8\%$ (10 images) and $80\%$ (100 images).

above can also be seen from the measured data count for each subvolume $\sim 4 \times 10^7$ and that of the corresponding 3D array to reconstruct $\sim 4 \times 10^7$. A regularizer helps the inverse problem with the under-determined $A$ and leads us to consider reconstruction with data reduction.

### 4.5 Compressed Sensing for Faster Capture

To illustrate the flexible tradeoff between capture time (number of coded apertures used) and quality, we show in Fig. 4.7 reconstructions with fewer coded aperture images. The case of only 1 image corresponds to a single coded aperture and gives a poor result, since the sample here is relatively dense to the sample applicable to the single-shot methods [157, 145]. However, with as few as 10 images we obtain a reasonable result, despite the fact that we are solving a severely under-determined problem. This is possible because the measurements are multiplexed and so the $\ell_1$ regularizer acts as a sparsity promoter.
4.6 Conclusion

We demonstrated 3D reconstruction of a large-volume high-resolution and relatively dense fluorescent object from multiplexed phase-space measurements, which is similar to coded aperture measurements in photography [118]. An SLM in Fourier space dynamically implements quasi-random coded apertures while intensity images are collected in real space for each coded aperture. In this chapter we mainly focus on the experiment. The remaining phase-space theory of multiplexing and the design of codes will be discussed in the next chapter. Our 3D reconstruction is formulated as an \( \ell_1 \)-regularized least-squares problem. This method enables diffraction-limited 3D imaging with high resolution across large volumes, efficient data capture and a flexible acquisition scheme for samples of different type and size, without the need of a mechanical scan.
Chapter 5

Phase Space Measurement for Samples of Arbitrary Coherence

Phase space provides tremendous data that can be used in applications such as 3D scene reconstruction and aberration removal. We have discussed two phase space measurement methods in detail so far, the Fourier spectrogram and the coded aperture. The Fourier spectrogram is a smoothed version of the Wigner function. While it increases the pixel counts compared to a light field, it might still lose information of the object due to the low-pass filtering. The coded aperture method has been shown able to reconstruct 3D incoherent samples. The random codes open two or more scanning positions of the Fourier spectrogram measurement at once, allowing the light in those areas to interfere and thus potentially capturing more information than Fourier spectrogram. While the random code design is a good choice, it opens a question of what is the best set of codes to use, especially for samples with arbitrary coherence instead of incoherent samples. In this chapter, we will use a close relative to the phase space function, the Wigner function, to address these concerns and propose a code design that efficiently captures the information of samples of arbitrary coherence.

5.1 Introduction

The Mutual Intensity (MI) contains identical information as the Wigner function because the Fourier transform connecting them is unitary. The MI further sheds light on understanding graphically the information captured by the experimental system, which can also be used to help design the code sequence. For the information (and its loss) in the Fourier spectrogram measurement, the convolution theorem is applied since the spectrogram is a 4D convolution of the Wigner function with the 4D measurement kernel. The MI, which is a 2D Fourier transform instead of the 4D one on the two spatial coordinates of the Fourier spectrogram, is sufficient to reveal the information loss.\(^1\) The scanning aperture in the Fourier spectrogram

\(^1\)We refer readers interested in applying a 4D Fourier transform to [173, 194] for the Ambiguity Function.
measurement selects and allows a small region in the MI to be measured, which results in most of the MI being missing and thus the information loss.

Measuring the MI without loss of information is important in measuring the phase space of light of arbitrary coherence. Arbitrary coherence makes the MI function have more freedom than that of a coherent light or incoherence sources. In contrast to the Fourier spectrogram, coded aperture measurements are able to measure the entire MI. A code sequence that has the following two properties satisfies this statement: 1) each of its codes opens a pair of apertures and 2) all possible pairs are traversed in the sequence. This sequence is equivalent to applying Young’s two-pinhole interference experiments to all pairs. For a field with $N$ sample points in 2D, the number of required pair measurements is $N \times (N - 1)/2$. For instance, for a 2D field with dimension $100 \times 100$ which has a MI with $10^8$ sample points, this method would require $5 \times 10^7$ measurements. Even if each measurement takes 1 ms, the entire measurement would still take 14 hours. We need to modify this naive sequence in order to make measuring the MI practical.

To design a more efficient sequence than the naive one, we review the coded aperture imaging. Coded aperture imaging was proposed to overcome the impracticality of lenses in applications like X-ray imaging and astronomy in the early days [166]. Various types of codes have been introduced [59, 166, 64, 71] but they mostly focus on single-shot applications. If light from different points in an in-focus scene is incoherent, the optical transfer function (OTF) of an imaging system can describe the measurement of the source light [79]. The code is related to the OTF through the autocorrelation. Those single-shot codes aim at improving the OTF of the imaging system by, for example, reducing the photon noise. Uniformly redundant arrays [59] and modified uniformly redundant arrays [76] provide flattened OTFs, that is, the frequency space of an intensity image has sampling weights as equal as possible [166]. It prevents the photon noise of larger-weight contents to beat the signals of lesser ones.

Among many useful arrays [64], we find that nonredundant arrays [70, 64, 71] are suitable for our MI acquisition. A nonredundant array code opens more than two apertures, and any pair of the apertures in the code has a unique difference vector. These properties make the acquisition able to recover the MI (thanks to the unique difference vector) and faster than the naive sequence above (because of $>2$ apertures). Those difference vectors will be explained in the following section, which plays a central role in MI measurements. We then apply a design based on nonredundant arrays to simulated experiments for reconstructing MI. The result shows that we are able to capture most of the features of the ground truth MI. A constraint on the MI for fluorescence can be further applied to both simulations and experiments. The constraint, which contains prior information of the light, helps us reduce the required number of coded aperture measurements substantially, without losing the phase space information.
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Figure 5.1: Schematic for mutual intensity measurement. (a) An example experimental setup that measures the MI of sources of arbitrary coherence. The source has wavelength of $\lambda$ and the lenses have focal lengths $f$. In the middle of the 4$f$ system, we have access to the Fourier domain of the field at the front focal plane. A spatial light modulator (SLM) applies codes in this domain. A camera captures intensity images at the back focal plane. (b) The MI is constructed by the outer product of the field and its complex conjugate, followed by an ensemble average (not shown) of the field. Coordinate $u_2$ is a duplication of $u_1$ of the electric field. For illustration purpose, the field shown here is 1D which results in a 2D MI. (c) The coordinate transformed version of the MI. (d) The projection of MI along $u$ axis describes the measurement. The intensity image captured by a camera is the inverse Fourier transform of the projection. We define unknown MI samples in this rotated coordinate. A subset of the unknowns along a projection line is indicated by brown circles. Multiple projections with different codes is able to distinguish these unknowns. (e) The Fourier transform of the widefield measurement, $\tilde{I}$, is depicted as a direct projection in the MI domain while (f) the scanning aperture measurement and (g) the coded aperture measurement apply an additional mask (outer product of the Fourier space code $M$) before the projection.
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5.2 The Fourier Domain Mutual Intensity

As introduced in Sec. 2.3, the MI is an ensemble sum of the outer product of an electric field and its complex conjugate:

\[ \hat{\Gamma}(\Delta u, u) \triangleq \langle \hat{E}^* \left( u - \frac{\Delta u}{2} \right) \hat{E} \left( u + \frac{\Delta u}{2} \right) \rangle. \] (5.1)

The angle bracket denotes the ensemble average and can be dropped if the field is coherent such as laser light. The MI is equivalent to the Wigner function by a Fourier transform as shown in the definition of the Wigner function (Eq. (2.2)). The MI can be defined either in spatial space or in spatial frequency space, which are related by Fourier transforms (see Fig. 2.4). We will focus on the MI in spatial frequency space since we apply aperture coding there. Unlike \( E(u_2)^*E(u_1) \), Eq. (5.1) introduces a coordinate transform to the two arguments of the outer product. The transforming to the center-of-mass and differential coordinates helps reveal the local properties such as local coherence, revealed through the Wigner function, and the differential coordinate will be shown connecting the MI to intensity measurements. Figs. 5.1(b) and (c) show how a typical MI is constructed from an electric field and the coordinate transform of the MI.

It is important to represent the intensity measurements using the MI in order to measure the MI and to see how the MI helps analyze an imaging system. As shown in Eq. (2.4), the intensity image \( I(r) \) is a projection of the Wigner function over the spatial frequency coordinate. Since the MI has both of its coordinates in spatial frequency, we Fourier transform the intensity image, arriving at

\[ \tilde{I}(\Delta u) = \int \int I(r) e^{-j2\pi \Delta u \cdot r} \, d^2 r = \int \int \left( \int \int W(r, u) \, d^2 u \right) e^{-j2\pi \Delta u \cdot r} \, d^2 r. \] (5.2)

Using Eq. (2.2) to undo the Fourier transform over \( r \) in the above formula, we have

\[ \tilde{I}(\Delta u) = \int \int \langle \hat{E}^* \left( u - \frac{\Delta u}{2} \right) \hat{E} \left( u + \frac{\Delta u}{2} \right) \rangle \, d^2 u \]

\[ = \int \int \hat{\Gamma}(\Delta u, u) \, d^2 u. \] (5.3)

Eq. (5.3) states that the Fourier transform of the intensity image is a projection of the MI along \( u \) axis. Fig. 5.1(d) depicts the measurement as a projection of the MI.

5.2.1 Intensity measurement with coded apertures

When a code \( M \) is applied in the Fourier space (see Fig. 5.1(a)), the electric field is modified as

\[ \tilde{E}(u_1)M(\lambda_f u_1). \] (5.4)
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Here the coordinate of the code is $\lambda f u_1$ according to the theory of Fourier optics [72]. By following Eqs. (2.9) to (2.12), we can have the relation between the intensity image and the MI. We further Fourier transform the intensity image and assign an index $n$ for the codes ($I \rightarrow I_n, M \rightarrow M_n$), arriving at, from Eq. (2.12),

$$
\tilde{I}_n(\Delta u) = \int \int \tilde{\Gamma}(\Delta u, u) M_n \left( \lambda f \left( u + \frac{\Delta u}{2} \right) \right) M_n^* \left( \lambda f (u - \frac{\Delta u}{2}) \right) d^2u.
$$

(5.5)

Without applying a code, the intensity image is a widefield measurement (Fig. 5.1(e)). If we apply an aperture in Fourier space as shown in Fig. 5.1(f), the projection captures a patch of the MI. If two (or more) apertures are applied, the projection will capture four (or more) patches of the MI because of the outer-product nature of the MI (see Fig. 5.1(g) and Figs. 5.2(b)-(d)). Note that the Fourier spectrogram measurement is depicted in Fig. 5.1(f), whose projection comes from only the area near the $u$ axis. Hence scanning an aperture in the entire Fourier space does not cover areas far from the $u$ axis and the Fourier spectrogram loses the MI information of those areas. In contrast, the project of a coded aperture can capture those areas which contain higher $\Delta u$ components of the MI (See Fig. 5.1(g)), resulting in enhanced resolution. Nevertheless, it does not guarantee invertibility to merely contain the information. The codes need to be designed carefully in order to reconstruct the MI from its lower dimensional projections.

5.2.2 Unknown samples in the mutual intensity

The projection property of the real space intensity measurement leads us to define the complex-valued unknown samples on the projection line (or in the projection area when discussing 4D MI). See Fig. 5.1(d) for a subset of the unknowns that are on the a projection line and Fig. 5.2(a) for those of a 2D MI. However the actual unknowns to solve depends on the incoming light. For example, the MI is constant along the $u$-axis if we image in-focus incoherent sources only [87], which makes each projection line have only one known to solve for. Uniformly redundant arrays [59, 76] are useful in this case because it has a stronger signal than scanning aperture and provides almost-equal weights on all projection lines, which avoids the noise from one projection line to beat the signal of another. The redundancy means how many samples on a projection line are sampled and uniformity means each line has about the same number of sampling. Fig. 5.2(b) shows an example of applying an aperture code designed from a modified uniformly redundant array. The bottom part of Fig. 5.2(b) shows the weight of each projection line. These weights are the OTF of the system for imaging in-focus sources and can be generalized to 3D OTF when defocus is considered in the codes [173].

When the MI varies along $u$-axis and the incoming light has arbitrary coherence, the actual unknowns may be all the samples. Note that the reverse in $\Delta u$ and the complex conjugation make the MI equal to itself. Hence the actual number of unknown samples is $N(N-1)/2$ where $N$ is the number of samples in the electric field. We can use two-point
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5.2 Measuring the MI of 1D fields with uniformly redundant array (URA) and nonredundant array (NRA). (a) The MI schematic for the other 3 subfigures. The unknowns of the MI function are indicated by circles. Here we divide the 1D field into 13 “squares,” resulting in 169 unknowns in the MI. (b) A diagram indicates the measurement with a code generated from a modulus-13 modified uniformly redundant array (MURA). The two copies of the 1D MURA are shown as the rotated strips. The transparent part of the code is yellow. The MI is shown as the rotated square image with the MI patches selected by the code being yellow. The measurement as a projection along $u$ axis is shown in the bottom part. (c) For a code generated from a nonredundant array (Singer(13,4,1)). The unknowns along a projection line are overlaid with the green dot showing the one that is measured. (d) When shifting the pattern by 1 square, we can capture a different unknown along the projection line.

scanning, i.e. Young’s 2-pinhole experiments, to probe all the unknown samples, which results in $O(N^2)$ pairwise measurements. We find that the nonredundant array is useful for this task since it measures one sample per projection line from most of the lines. Because each projection line is independent, the measurement with nonredundant arrays corresponds to simultaneously measuring multiple samples at once (see Fig. 5.2(c)). Furthermore, we can capture different unknown samples of the MI by shifting such code by one sample, as shown Fig. 5.2(d). We will discuss the code design with nonredundant arrays in the next section.

5.3 Nonredundant Array Designs

In order to introduce the design without ambiguity, we define the following two terms:

- A **square** is a segment on a 1D electric field or a square area on a 2D one that is transparent to light, thus allowing us to capture light in its area.

- A **patch** is a small 2D square area (or a 4D cube) in the MI, which is selected by two
1D (2D) squares. The outer product in the definition of the MI requires two squares to select a patch.

The unknowns referred to in the following always belong to patches.

Let us first assume each patch contains one complex-valued unknown. Nonredundant arrays can capture one patch along each of the projection lines because any pair of squares in the array has a unique positional difference and each projection line corresponds to a unique difference coordinate $\Delta u$. A type of sets called cyclic difference sets can have this uniqueness. A difference set has three parameters, $(v, k, \lambda)$, where $v$ is the modulus of the set, $k$ is the number of elements in the set and $\lambda$ is the number of occurrence of each nonzero difference. We assume the difference set parameter $\lambda = 1$ in this chapter unless otherwise noted. The difference operation among the $k$ elements is subject to modulo $v$, thus the allowed differences range from 0 to $v - 1$. Singer proposed a classical example of this type of sets [163] (termed Singer sets) and those sets can be used in coded aperture measurements [64]. We can find these sets computed in [74, 75]. An example of the Singer set with parameters $(v, k, \lambda) = (91, 10, 1)$ is given below:

\[
\text{Singer}(91, 10, 1) = \{0, 1, 3, 9, 27, 49, 56, 61, 77, 81\} \text{ with modulus 91.}
\]

Readers can check for themselves that the difference of each pair is unique, including negative differences modulo 91 (e.g. $(1 - 9) \mod 91 = (-8) \mod 91 = 83$). Moreover, every number strictly less than the modulus appears exactly once in the difference [92], except 0 which obviously appears $k$ times. We will use this type of set to design code sequences in both 1D and 2D cases.

The code sequence for measuring the MIs of 1D fields is designed by following procedure:

1. Pick a Singer set with modulus $v$ and set it to be $S$.
2. Section the 1D pupil into $n_x$ equally sized squares where $n_x \leq v$.
3. Label them $0, \ldots, n_x - 1$ serially.
4. Generate a code with squares set open if their serial numbers are in $S$.
5. Add 1 to each element in $S$ and replace each by itself modulo $v$. This results in circular shift of the code and can probe different unknowns of the MI (see Figs. 5.2(c) and (d))
6. Repeat steps 4 and 5 until there are $v$ codes.

Figs. 5.2(c) and (d) illustrate what in the MI are captured by these circular-shift patterns. Two observations are made: 1) the design traverses all MI projection lines because every difference less than the modulus appears in the set, and 2) all blocks on a line are visited by the shifting. They together guarantee the coverage of the entire MI. The $v^2$ unknown samples of MI that arise from pupil sectioning and MI outer product, are recoverable by these $v$ codes.
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Figure 5.3: Illustration of a slice of the 4D MI with the 2D field coordinates. Four subfigures are in $u$-coordinates of electric fields and the displayed 2D electric fields, not to be confused with the 2D MI of 1D electric fields. (a) Serial numbers for squares used in code design. (b) Shows a difference vector $\Delta u = (2, 1)$. (c) Circles show the locations of the roots of difference vector $\Delta u = (2, 1)$ such that MI is nonzero if coordinate $u_2$ of MI is at one of the circles and $(u_1 - u_2)$ equals to the difference $(2, 1)$. (d) Visualization of the 4D MI slice selected by difference vector $(2, 1)$. The slice is the extension to a projection line in Fig. 5.1(d) which corresponds to a fixed difference between $u_1$ and $u_2$.

5.3.1 2D code design with a nonredundant array

The 2D code design is largely identical to its 1D counterpart:

1. Pick a Singer set with modulus $v$ and set it to be $S$.

2. Section the 2D pupil into $n_x n_y$ squares where $n_x (n_y)$ is the number of squares in $x (y)$ direction, $n_x n_y \leq v$, and $n_x$ is not necessarily equal to $n_y$.

3. Label them $0, \ldots, n_x n_y - 1$ serially. A square at row $i$ and column $j$, both starting from 0, has its serial number $i \times n_x + j$. (see Fig. 5.3(a))

4. Generate a code with squares set open if their serial numbers are in $S$.

5. Add 1 to each element in $S$ and replace each by itself modulo $v$.

6. Repeat steps 4 and 5 until there are $v$ codes.

The difference vector $\Delta u$ of a pair in a code becomes 2D and each difference vector is still unique in that code. The uniqueness can be proven by contradicting the assumption that there are two identical difference vectors from two pairs. The two pairs would have the same serial-number difference, thanks to the rectangle lattice of the squares in step 3. Identical serial number differences contradict the property of difference sets so a difference vector must be unique in the code containing it.

In 2D field cases, a projection line is generalized to a MI slice corresponding to a certain 2D difference coordinate $\Delta u$. An example is illustrated in Figs. 5.3(b) to (d); note that the...
Figure 5.4: Four out of 31 codes designed with Singer(31,6,1) = \{0, 1, 6, 18, 22, 29\}. The axes of each of the 4 subfigures are \( u_y \) vertically and \( u_x \) horizontally for 2D electric fields, not to be confused with the 2D MI of 1D electric fields. The area of 2D field is sectioned into 25 squares, resulting in \( 25 \times 24 / 2 = 300 \) complex-valued unknowns in the MI. The numbers above each code is the set used in generating the code (they are related by shifting 1 and modulo 31). The red numbers are out of range (0 to 24) and hence there are no corresponding squares in the designed codes.

MI is 4D and abstract so we use the 2D electric field and arrows to indicate the MI slice in the illustration. Two observations similar to those in the 1D case can still be made: 1) All the serial-number differences are traversed and hence, after rasterizing, all the 2D differences are visited. 2) Consider a certain 2D coordinate difference. If a pair of apertures has the that difference, the circular shift of the design will make every arrow in Fig. 5.3(d) visited by this aperture pair or its shifted version. A 2D example of codes designed with a Singer set is shown in Fig. 5.4.

### 5.3.2 Design for multiple unknowns in a patch

However, it is possible that a square can be large enough to allow significant variation of MI values within itself. One way to reduce this variation is to have finer squares, but this results in increased number of codes, impacting the measurement time. We choose another approach to address this variation, assuming there are multiple samples in a square. The multiple subsquare samples result in multiple unknowns in a patch. The unknowns within the same patch and along the same projection line are not distinguishable if we do not redraw the squares. Therefore we lump such unknowns into one unknown where the lumped unknown is the sum of those. See the five blue boxes in Fig. 5.5(b) for an example of five lumped unknowns.

For cases with a single unknown in each patch, the code design above is suitable since the linear equations directly assign the constants of a linear system to the unknowns except those on the zero-difference projection line. However the design is only suitable for lumped unknowns that have no crosstalk with their neighboring MI patches (see red and green boxes in Fig. 5.5 for crosstalk and non-crosstalk, respectively). We define crosstalk as the situation
that the unknowns in patches with different central differences $\Delta u$ are present in the same system of linear equations. Here the central difference of a patch refers to the average of $\Delta u$'s of all samples of the patch. The existence of crosstalk requires the code design above to be modified.

Despite the fact that lumping the unknown samples makes a linear system have fewer unknowns to solve, crosstalk emerges from having multiple samples in a square and resulting in poor conditioning of the inverse problem for those crosstalking lumped unknowns. We use a separating approach to resolve this crosstalk problem. On top of the codes introduced in Sec. 5.3.1, which will be termed all-square-used type, we add other codes that avoid such crosstalk by using alternate squares for 1D fields (alternate-square type) or squares in alternate columns/rows/both for 2D fields (alternate-column, alternate-row, alternate-both types) in the design. Only those selected squares are given serial numbers when generating the codes of the same type. The idea is to solve for the fully separated lumped unknowns first (those in alternate-square in the 2D MI or those in alternate-both in the 4D MI), and then solve linear systems that include others. This method by no means is the most efficient way but it is more efficient than the $O(N^2)$ two-point measurements and always provides full-rank systems of linear equations. For illustration purposes, let us define a square to be odd-number-labeled if it has an odd serial number in the design given in Sec. 5.3 (i.e. the all-square-used design), and similarly even-number-labeled; for 2D fields, we have those with suffixes ‘-in-x’ and ‘-in-y’: odd-number-labeled-in-y, even-number-labeled-in-y (see squares in Fig. 5.3 with coefficients of $n_x$ being odd/even), odd-number-labeled-in-x and even-number-labeled-in-x (see squares in Fig. 5.3 with offset terms being odd/even). With alternate-square and alternate-both, the patches having one of its squares being odd-number-labeled and the other even-number-labeled are absent, making patches that share boundaries not concurrently present. Hence the patches in alternate-square in 1D field cases (alternate-both in 2D cases) do not have crosstalk and their lumped unknowns can be solved by assigning
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the measured values to the lumped unknowns. After that, we can solve for the unknowns in the other codes, all-square-used in 1D field cases (alternate-column, alternate-row and all-square-used in 2D field cases). Note that the assigning above is conceptual, just to show the solving ability, and we use matrix inversion to solve small linear equations, each of which has unknowns on a projection line (a projection plane in 2D field cases) only. We summarize the code design extension in the following list. For measuring the MIs of 1D fields:

- (all-square-used) Identical to the procedure introduced in Sec. 5.3.
- (alternate-square) Select only odd-number-labeled squares in step 3 of the all-square-used procedure and generate codes. Select only even-number-labeled squares and repeat the generation.

For measuring the MIs of 2D fields:

- (all-square-used) Identical to the procedure introduced in Sec. 5.3.1.
- (alternate-column) Select only odd-number-labeled-in-x squares (regardless of their labels in y) in step 3 of the all-square-used procedure and generate codes. Select only even-number-labeled-in-x squares (regardless of their labels in y) and repeat the generation.
- (alternate-row) Select only odd-number-labeled-in-y squares (regardless of their labels in x) in step 3 of the all-square-used procedure and generate codes. Select only even-number-labeled-in-y squares (regardless of their labels in x) and repeat the generation.
- (alternate-both) Select only 1) odd-number-labeled-in-x and odd-number-labeled-in-y squares in step 3 of the all-square-used procedure and generate codes. Repeat the generation for 2) even-number-labeled-in-x and odd-number-labeled-in-y, 3) odd-number-labeled-in-x and even-number-labeled-in-y, and 4) even-number-labeled-in-x and even-number-labeled-in-y.

Note that because the numbers of squares in different cases above are different, we can pick different Singer sets for reducing the number of measurements. Furthermore, since the linear systems other than alternate-both and alternate-square are no longer assigning unknowns to their constant terms, we can use sets with $\lambda > 1$ to improve light throughput as long as the systems remain full-rank.

5.4 MI Reconstruction with Singer Set Designs

The reconstruction is to solve systems of linear equations for all projection lines where the unknowns of a linear system are the lumped unknowns on a line. Each row of the matrix of a linear system corresponds to a code while each column corresponds to a lumped
Figure 5.6: One of the simulated measurements for the 1D field MI. The MI is simulated with a pseudo random generator. (a) An aperture code used for probing the simulated MI. (b) The real part of the MI projection where the latter stands for intensity measurement in real space. (c) The imaginary part of the MI projection. Note that the projection in (b) is even and that in (c) is odd in order to have a real-valued inverse-Fourier-transformed image. The vertical axes of plots have arbitrary units while $u_x$ and $\Delta u_x$ have units of ($\mu$m)$^{-1}$.

unknown. The matrix coefficients are determined by the codes. If the difference vector associated with unknown indexed by $j$ is present in code $i$, then the $(i, j)$-th component of the matrix is 1, otherwise 0. The $i$’th constant term in the linear system is obtained by Fourier transforming the intensity image corresponding to code $i$ and taking the frequency component corresponding to the difference vector of this linear system. The MI is reconstructable if linear systems of all projection lines are full-rank. After solving for the lumped unknowns, the unknowns constituting a lumped unknown share the averaged value of their lumped one. We apply reconstruction with the code design introduced in Sec. 5.3.2 to simulated measurements in 1D and 2D and perform digital refocusing to demonstrate that the reconstructed MI is equivalent to the Wigner function.

### 5.4.1 1D field simulation

We simulate the 2D MI of a 1D field that has multiple statistical components in its ensemble sum. We directly simulate the MI randomly without specifying the field components. The axis of the electric field is divided into 576 squares that can be coded, resulting in $576 \times 576$ patches in the MI. Each square contains 2 sample points for the field, therefore $4 = 2 \times 2$ sample points under a MI patch. The spacing for the samples is $3.263 \times 10^{-3}$ $\mu$m$^{-1}$. The 4 samples in a patch can reveal how the crosstalk affects the reconstruction. The code design follows the discussion in Sec. 5.3.2 with Singer(651,26,1) for the all-square-used type and Singer(307,18,1) for the alternate-square types, resulting in 1265 measurements. An aperture code and its associated projection are shown in Fig. 5.6.

---

2The MI is simulated by using a pseudo random generator to draw two $1152 \times 1152$ grids from Uniform(0, 1), one for real and the other for imaginary parts, followed by a circular convolution of a 2D Gaussian function which has unity amplitude and a standard deviation of 30 pixels. The real and imaginary parts of the MI are scaled and offset to have a range of $-0.5$ to $0.5$. The pseudo random MI is generated from NumPy [144], with Python programming language codes `numpy.random.seed((13,14,7,41))` and `numpy.random.rand(1152,1152)+1j*numpy.random.rand(1152,1152)`.
Figure 5.7: Reconstruction for the 1D field simulation. The left column shows the ground truth of the simulation, the middle one shows the reconstructed result and the right one shows the absolute values of the reconstruction errors for real and imaginary parts. (a)(b)(c) Show the real parts in the whole simulation space. (d)(e)(f) Show the imaginary parts in the whole simulation space. (g)(h)(i) Show the real parts of the zoomed-in region of the green square in (a). (j)(k)(l) Show the imaginary parts of the zoomed-in region of the white square in (d). We further use the two brown circles in (k) to indicate an example of unknown samples whose values are not resolved due to the projection nature of measurement. All the axes have units of \((\mu m)^{-1}\).
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The reconstruction result is shown in Fig. 5.7. We can see that the reconstruction is visually the same as the ground truth. We indicate two samples that are along the measurement projection by brown circles in Fig. 5.7(k). The reconstruction errors for these two samples are not zero because they cannot be distinguished under the code scheme. However for their common neighboring samples, there is no ambiguity and thus the reconstruction has zero error. The above explains the checkerboard feature in Figs. 5.7(i) and (l). The root-mean-square of pixel-wise percentage errors is 5.4%.

5.4.2 2D field simulation

We simulate a 2D field that has two statistical components in its ensemble sum. The two axes, $u_x$ and $u_y$, of the electric field are divided into 24 parts in each, resulting in 576 squares for the entire field that can be coded. Each square contains $9 = 3 \times 3$ samples, which results in a 4D MI of shape $(72 = 24 \times 3, 72, 72, 72)$ and a MI patch of shape $(3,3,3,3)$. The spacing for the samples is $5.221 \times 10^{-2}$ µm$^{-1}$. The field and a slice of its MI are shown in the upper part of Fig. 5.8. We also show in Figs. 5.8(d) and (e) the measurement from a code. The sets used to generate the code sequence are not all nonredundant because the openings in a code are too few and might impact the experimental measurement signal-to-noise ratio. As the lumped unknowns are introduced, the reconstruction becomes solving a linear equation for each projection line instead of directly measuring a MI patch. We can use arrays with mild redundancy as long as each linear system is nonsingular. The set we use for the all-square-used codes is Singer(651,26,1), which is a nonredundant array, those for the alternate-column and alternate-row codes are Singer(341,85,21) which has a redundancy of 21, and those for alternate-both codes are Singer(156,31,6) which has redundancy of 6. This results in 2639 measurements$^3$. The MI becomes 4D in 2D field cases so we show in Fig. 5.9 the reconstruction of the slice in 5.8(c). Another reconstruction with different 2D slicing way of the 4D MI (a slice of $u_2$) is shown in Fig. 5.10.

The reconstruction takes 25 minutes on a 2-GHz 24-core Intel® Xeon® CPU (E5-2620) but the computation is not fully parallelized here. The reconstruction error is higher because there are more lumped unknowns per patch than the 1D field case. The root-mean-square of pixel-wise percentage error is 5.47%. From Fig. 5.9(c) we can see that the reconstructed MI holds constant within a $u_x$ square. The constant value is the average value of the MI patch to which the square belongs. However this behavior is not shown along other cut lines that is not parallel to the measurement projection (see Figs. 5.10(d) and (e)).

5.4.3 2D field simulation for point sources in 3D

We apply the coded aperture measurements to the field generated by a collection of point sources. We want to demonstrate that our method can reconstruct the Wigner function and

$^3$as a result of 651 for all squares, $341 \times 2$ for alternate columns, $341 \times 2$ for alternate rows and $156 \times 4$ for alternate both columns and rows
Figure 5.8: Simulation for a 2D field case. (a)(b) The two statistical components of the 2D field. (c) The MI of the field along the dotted line. (d) The measurement in frequency domain for a code used (inset). (e) The intensity image of the measurement, which is the inverse Fourier transform of (d). All color bars are with arbitrary units. The units of $x$, $y$ are $\mu$m and those of $u_x$ and $u_y$ are $(\mu$m)$^{-1}$. 
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Figure 5.9: Reconstruction for the 2D field simulation. The reconstructed MI slice showed here is the one in Fig. 5.8. Column (a) the real and imaginary parts of the reconstructed MI slice. Column (b) the the reconstruction error. All color bars are with arbitrary units. (c) Plots for comparing the reconstructed MI to the ground truth along the cutline in column (a). The cutline is along the measurement projection of the MI. The units of $u_x$’s and $\overline{u_x}$ are $(\mu m)^{-1}$.

The reconstructed phase space can be used in refocusing, as a light field can. We simulate 29 point sources (wavelength=0.5 $\mu m$) within a 10 $\mu m \times 10 \mu m \times 10 \mu m$ space as shown in Fig. 5.11(a). In the same figure we also show some simulated measurements. The three simulation spaces, $r$ for intensity images, $u$ for Fourier transform of the field and $\Delta u$ for the Fourier transforms of intensity images are set as follows: 229 samples in each direction of $r$ space with sampling spacing 0.435 $\mu m$, 115 samples in each direction of $u$ space with sampling spacing 0.01 $\mu m$^{-1}, and 229 samples in each direction of $\Delta u$ with sampling spacing 0.01 $\mu m$^{-1}. The Fourier transforms of the intensity images are used in the reconstruction algorithm. The codes are designed under the setting that each of $u_x$ and $u_y$ is divided into 23 parts, resulting in 529 squares and $25 = 5 \times 5$ samples under each square. We increase the light throughput of the codes by allowing mild redundancy in the difference sets and also modify one set in order to have full rank in each linear system. The sets used to generate the codes are Singer(553,24,1) for all-square-used codes, Singer(307,18,1) for alternate-column and alternate-row codes, and a modified Singer(156,31,6), crossing out an element for full-rank, for alternate-both codes,

$$\{0, 1, 2, 4, 14, 18, 21, 22, 30, 31, 37, 42, 45, 49, 51, 55, 56, 60, 76, 82, 85, 87, 88, 93, 95, 98, 108, 110, 117, 134, 142\}.$$
This results in 2405 measurements. One remark to be noted is that our method above without priors, is applicable to cases with much more point sources and with multiple coherent/partially coherent fields, all present at the same time.

In the reconstruction, we additionally apply the prior knowledge that the fields are generated by 3D point sources, which restricts the bandwidth of the MI along each measurement projection line [87]. Within each projection line, the prior is applied through a 400-iteration Gerchberg-Saxton algorithm between the bandwidth prior and the solved MI patches. We use PyWren [91] for parallel computation on the Amazon cloud server.

The reconstructed MI is further transformed into Wigner functions, as shown in Fig. 5.12. The reconstruction error is relatively small compared to the value of the Wigner function. As shown in Fig. 5.13, we apply the Wigner function, converted from the measured MI, to
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Figure 5.11: Simulation for a 2D field generated by a collection of 3D point sources. (a) The simulated distribution of the point sources. Columns (b)(c)(d) show some codes, the measurements in $x - y$ space and the Fourier transform (FT) of the measurements: (b) An example of alternate-column case, (c) that of all-square-used case, and (d) that of alternate-both. All color bars are with arbitrary units. The units of $x$, $y$ and $z$ are $\mu$m and those of $\Delta u_x$ and $\Delta u_y$ are ($\mu$m)$^{-1}$.

Figure 5.12: Slices of the Wigner function of the field generated by 3D point sources. (a) In-focus intensity image of the 3D point sources. Row (b) the ground truth, reconstructed Wigner function and their difference along the solid cutline and row (c) those along the dashed cutline. The units of $x$, $y$ are $\mu$m and those of $u_x$, $u_y$ are ($\mu$m)$^{-1}$.
Figure 5.13: Refocused images from the reconstructed phase space function for the simulated 3D point sources. The left column lists the ground truth images at different focuses while the middle column lists the refocused images at the corresponding focuses. The each row of the two columns shares the color bar. The right column lists the error between the ground truth image and the refocused one. Note that the total aperture space is rectangular instead of circular as in a microscope so the ground-truth far-defocused image, $z = -20 \mu m$, appears to have rectangular features.

digitally refocusing an image. This further confirms that capturing 4D phase space can be done by using the codes designed above to capture the MI. With the codes designed above, we are able to capture most of the features of the MI. Further utilizing the constraints of MI, such as the bandwidths for 3D incoherent sources or other smoothing constraints, can refine the results shown here and will be studied in the future.

5.5 Conclusion

In this chapter, we demonstrate the full 4D phase space measurement with coded apertures and a code design method with difference sets. We are able to reconstruct the MI patchwise with full-rank linear equations. The math structure of MIs and intensity measurements is
discussed, which has a strong relation with coordinate difference in the aperture space. This relation makes the difference sets from group theory useful in the design of codes. Though the difference set is 1D, we generalize it to 2D and successfully apply the generated 2D codes to reconstruct two simulated 2D-field cases. In the last simulated example, we also demonstrate the use of prior knowledge to help reconstruct a more accurate phase space than reconstruction without prior knowledge. We can potentially use this prior in the code design process to reduce the number of measurements.
Chapter 6

Scattered Light in Phase Space

We have demonstrated various high resolution measurements of phase space in previous chapters. This densely sampled phase space is redundant for us to image a 3D scene. We will take this redundant information to other use: imaging through scattering, as the scattering blurs out a traditional image and scrambles light rays. We want to show that the massive phase-space information provides robustness against scattering. In this chapter, we will demonstrate the use of phase-space imaging for 3D localization of multiple point sources inside volumetric scattering material. The effect of scattering is to spread angular (spatial frequency) information, which can be measured by phase space imaging. We derive a multi-slice forward model for homogenous volumetric scattering, then develop a reconstruction algorithm that exploits sparsity in order to further regulate the problem. By using 4D measurements for 3D reconstruction, the dimensionality mismatch provides significant robustness to multiple scattering, with either static or dynamic diffusers. Experimentally, our high-resolution 4D phase-space data is collected by a spectrogram setup, with results successfully recovering the 3D positions of multiple LEDs embedded in turbid scattering media. Later we apply the phase-space forward model to help record neural activity of a zebrafish brain with a lenslet array microscope setup.\footnote{Neural activity tracking and the study of resolvability are the joint work \cite{146} with Nicolas Pégard when he was with Hillel Adesnik’s lab at UC Berkeley.}

6.1 Introduction

Imaging through scattering remains one of the most important problems in optics. Examples are ubiquitous: imaging in foggy weather, detecting objects behind diffused glass and in vivo biological studies. In many situations, scattering media does not absorb light, but scatters it many times, causing images to look diffused. The scattered images still contain significant information about the object (see Fig. 3.4), however, so one has a chance to undo scattering either optically or computationally. Some approaches aim to filter out the scattered light \cite{185, 51, 84, 58, 102}, leaving a very weak signal. Instead, we wish to use the...
scattered light in reconstructing the signal [56]. Phase conjugation does this [48, 83, 132], but only works at a single point in space. Related methods use the coherent transmission matrix [69, 103, 150, 181] or adaptive optics [88] to undo scattering, either computationally or physically. Here, we demonstrate a new framework for 3D reconstruction of incoherent point objects (e.g. fluorophores, LEDs) well beyond the single-scattering regime, by measuring phase space.

Although the scattering process is completely deterministic, exact inversion through turbid media would require full characterization of all scattering events across 3D space and time. Since this is infeasible with current technology, we turn to statistical methods. In contrast to previous studies, we work in the 4D phase-space domain, which relates to 2\textsuperscript{nd} order correlations of the wave-field [8]. Phase space describes light not only by its 2D positional information $(x, y)$, but also by its 2D distributions of spatial frequency $(u_x, u_y)$ for each position. Spatial frequency and angle of propagation are directly related, so phase-space can be thought of as the wave-optical generalization of light fields [140, 116]. The effect of scattering is to locally spread light into a statistical distribution of angles (spatial frequencies); hence, it is not surprising that angle-resolved measurements are useful for imaging through scattering.

The key idea here is that each point source in 3D traces out a unique 2D plane within the 4D phase space. Just a few parameters (intercepts and slope of the plane) fully define a point source’s 3D position, so 4D phase-space measurements are extremely redundant. This redundancy can be exploited to mitigate the effects of volumetric scattering, which blurs phase space in all dimensions. By modeling the blur as a convolution in 4D phase space and using it to constrain the image reconstruction procedure, we show that information about the object remains long after the image appears completely diffused.

Previous studies have used lenslet arrays to recover 2D objects behind thin scattering screens by utilizing multiple perspectives [154, 134, 1], requiring coherent (laser) illumination and moving diffusers. Other works have used phase retrieval to image through thin diffusers by making a single-scattering approximation [73, 107, 66, 167, 165, 99, 100], including recent work using phase-space measurements for calibrating depth [170]. However, most scattering material is volumetric and dynamic, so single or static scattering approximations are not applicable. Here, we demonstrate the validity of our method both for thick and thin diffusers and both static and dynamic scattering.

The assumptions made here are that our object consists of a sparse set of point sources (i.e. fewer point sources than the number of 4D pixels) and that the scattering material is homogenous. This holds for situations including fluorophores in biological tissue or vehicle detection in fog. The measurement system captures phase space with very high resolution [183] by using spectrogram measurements [7] taken with a digital micromirror device (DMD) array. The choice of spectrogram instead of coded aperture is to keep the reconstruction direct and simple. The concepts presented here, however, are general and can be used with any phase-space dataset (e.g. light-field cameras), as we will show in Section 6.7.

Our inverse algorithm consists of sparse signal recovery in 4D phase space via constrained optimization procedures. A multi-slice forward model [45, 127, 174] includes multiple scat-
6.2 3D Localization of Point Sources in Scattering

Consider the phase-space description of an in-focus point source (dropping the \( y \) dimensions for simplicity). The point source emits light at a single point along \( x \) and isotropically in all directions, so its phase space is a vertical line covering all frequencies (angles). Since propagation shears phase space (Eq. (2.8)), moving the point source out of focus will cause the line to tilt proportionately. Thus, the intersection of the line with \( u_x = 0 \) defines the transverse position of the point source and the slope of the line defines its depth above the focal plane (\( z \) position):

\[
\frac{du_x}{dx} = \frac{n_r}{\lambda z},
\]

where \( z \) is the distance between the point source and the focus plane of the imaging system. This simple model for 3D positions of point sources is easily extended to multiple point sources.
sources that are incoherent with each other (e.g. fluorophores). Each point source creates a distinct line in phase space that linearly superimposes with the others (see Fig. 6.1(b)). Since any line can be fully represented by just two parameters (intercept and slope), measuring the full phase space provides a significant amount of redundant data for 3D localization; this is important for undoing the scattering. Note that when we consider both $x$ and $y$ dimensions, phase space extends from 2D to 4D and the line becomes a hyperplane in the higher-dimensional space, creating even more redundancy. Thus, determining the 3D positions of point sources becomes a plane-fitting problem which is highly overdetermined when using 4D phase-space measurements.

When volumetric scattering is introduced, light will be spread along the angle dimension as it propagates, causing the phase space function to blur along both $r$ and $u$. Thus, point sources at deeper depths will be both more tilted and more spread out (see Fig. 6.1(c)). In the following section, we derive an analytical phase-space model for this volumetric scattering of a point source and use it as a forward model for our inverse algorithm, which attempts to identify the 3D locations of many point sources simultaneously.

### 6.3 Algorithm

To reconstruct the 3D positions of the point sources from a 4D phase-space dataset, we first develop an analytic forward model for scattering, which is used in the inverse problem. By assuming a point source in homogeneous scattering media with Gaussian spreading statistics, our forward model becomes a tilted 4D Gaussian in phase space. It is derived with a multi-slice approach, in order to account for multiple scattering. Next, we use this forward model in inverse problem solving, where we implement an atomic norm optimization procedure subject to constraints of sparsity and the physics of our forward model.

Our experiments measure the Fourier spectrogram introduced in Sec. 3.1, which is considered a smoothed Wigner function and is always nonnegative. The forward model for scattering is also nonnegative (will be shown shortly); therefore, we ignore the difference between our measured Fourier spectrogram and the forward-model Wigner function. The forward model can be further improved for future experiments but it is sufficient to show the proof of concept experiments here.

#### 6.3.1 Forward model derivation

The volumetric scattering medium is modeled as a stack of infinitely many transverse planes of thin dynamic diffusers separated by homogeneous refractive index material. The Wigner function of the emitted light from a point source is thus propagated and scattered repeatedly as it passes through the scattering material. First, it propagates through a small distance, $\Delta z$, in the homogeneous material, as described in Eq. (2.8). Next, it is scattered by a
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diffusing plane, denoted by operator $\mathcal{D}_{\sigma,N}$,

$$\mathcal{D}_{\sigma,N}W(r, u) = \int \int W(r, u') \frac{N}{6\pi\sigma^2} \exp \left( -\frac{N}{6\sigma^2} (u - u')^2 \right) \, d^2 u'. \tag{6.2}$$

Here $\sigma$ is the scattering coefficient (defined as the standard deviation of the angular spreading) and $W(r, u)$ is the Wigner function of the wave-field immediately before the diffuser. Thus, scattering is modeled as an in-place Gaussian spreading of the angle (frequency) in-}
6.3.2 Reconstruction

The goal for reconstruction is to find both the transverse position \( r_s \) and the depth \( z_s \) of many point sources simultaneously. Our method is based on minimizing the atomic norm [18], which promotes sparsity in the solution, in a similar fashion to compressed sensing. Using Eq. (6.5), we can calculate the phase space for each possible point source in 3D. The collection of all of these phase-space functions form an atom set. The phase-space measurement from multiple point sources will then be a nonnegative linear combination of the atoms in this set. Our algorithm aims to decompose the measurements into a sparse combination of these atoms by minimizing the reconstruction error while jointly optimizing for a sparse number of atoms.

First, we define the atom set based on Eq. (6.5) with a modification for numerical stable

\[
\mathcal{A} = \{a(r, u; r_s, z_s)\}
\]  

(6.6)

where the atom \( a(r, u; r_s, z_s) \) is the 4D function of \((r, u)\) in Eq. (6.5) with \((z_d - z_s)^2 \sigma^2 \rightarrow ((z_d - z_s) \sigma + 1)^2\). Each of them is parametrized by the 3D position \((r_s, z_s)\). The decomposed weighted sum of atoms is

\[
\hat{I}(r, u) = \sum_{r_s, z_s} c(r_s, z_s) a(r, u; r_s, z_s),
\]

(6.7)

where \( c(r_s, z_s) \) is a nonnegative coefficient describing the radiating power of a point source at position \((r_s, z_s)\). Equation (6.7) can be regarded as a phase-space prediction of the expected measurement data, given our current estimate of the object. To find the sparse \( c(r_s, z_s) \) that minimizes the difference between the prediction and the measured data, we solve the following optimization problem

\[
\min_{c \geq 0} \sum_{r, u} \left| I(r, u) - \hat{I}(r, u) \right|^2 + \mu \sum_{r_s, z_s} \left| c(r_s, z_s) \right|,
\]

(6.8)

where \( \mu \) is a tuned regularization constant and \( I(r, u) \) is the measured phase space. Here the sum is over the continuous parameter space of all possible locations of sources. In this work, we discretize the set of candidate positions. After discretization, the non-smooth convex optimization reduces to the popular \( \ell_1 \)-minimization problem, also known as the LASSO [178]. This formulation encourages sparsity in the observed point sources, and performs well in our experiments. We use an accelerated proximal gradient method [189] which iteratively minimizes the reconstruction error (the squared term) and “shrinks” the \( c \) vector towards a sparse solution. We then threshold the recovered \( c(r_s, z_s) \) by \( \tau \) and spatially cluster it [171], before estimating the position of each point source as the centroid of each cluster.

While the parameters \( n_r \) and \( z_d \) in Eq. (6.5) can be reasonably assumed to be known (or measured), the amount of scattering is often unknown and cannot be assumed a priori. Thus, our algorithm implements an outer loop optimization over different scattering coefficients in
order to solve for $\sigma$ as well as the point source positions. We generate multiple $A$ sets with different $\sigma$ and solve Eq. (6.8) with the $\hat{I}$ given by each $A$, one at a time. The $\sigma$ that minimizes Eq. (6.8) and the detected points in that optimization are chosen to be the final outcome of the algorithm.

6.4 Experiments

To measure the Fourier spectrogram (Eq. (3.2)), we require a programmable aperture in the Fourier domain of the object [183]. Building a folded 4$f$ system after the object (see Fig. 6.2(a) with $FL_1=225$ mm, $FL_2=175$ mm), we place a reflective DMD (DLP® Discovery 4100, .7” XGA) in the Fourier plane in order to rapidly create and scan the apertures, while capturing real-space intensity images. Our sCMOS camera (PCO.edge 5.5) is placed at the output of the 4$f$ system and fully synchronized with the DMD controller via hardware link. Acquisition time can achieve camera-limited maximum frame rates ($\sim 1$ kHz), but are typically limited by light efficiency to tens of seconds per dataset. Conveniently, phase-space sampling density can be flexibly traded off for acquisition time and noise performance. We capture data at the highest resolution possible, though it may be excessive for the simple objects used here. Alternatively, the optical system could be replaced by a single-shot light-field camera [140], at a cost of lower resolution.

We perform two sets of experiments, using LEDs placed at various locations within a 3D volume. First, we scan a 1D window (strip) across the DMD and collect 2D phase-space data for the case of multiple discrete rotating (dynamic) diffusers. Second, we scan a 2D window across the DMD and collect 4D phase-space data for the case of LEDs embedded in scattering gelatin, to demonstrate the applicability of the algorithm to volumetric scattering effects.

6.4.1 1D object with multiple thin diffusers

The object for the 1D experiment consists of 3 LEDs (dimension 0.9 mm×1.5 mm) in a line, which serve as point sources with different transverse ($x$) and depth ($z$) positions. The LEDs have center wavelength 657 nm and bandwidth 38.8 nm; we use a bandpass color filter (650 nm $\pm$ 5 nm) to suppress dispersion effects from the DMD. The window has a width of 1.74 mm and is stepped across 225 positions in angle space (step size 54 $\mu$m) to use the full area of the DMD. The 2D phase space slices are computed along the green line (averaged over a small area) and plotted at the corresponding $u_x$ in Fig. 6.2. The phase space image is then input to our algorithm to recover the positions and depths of the point sources. In the algorithm, we setup up 1000 sample points in the $x$ coordinate and 200 sample planes in $z$. The sampling size is 11.7 $\mu$m in $x$ and 1.5 mm in $z$. The scattering parameter, $\sigma$, was found to be $3 \times 10^{-4}$ $\mu$m$^{-1}$ for the case of no scattering and $1.1 \times 10^{-2}$ $\mu$m$^{-1}$ for both the 1-diffuser and 3-diffuser cases.
Figure 6.2: Experimental localization of LEDs at different depths, with and without rotating diffusers between them. (a) The setup uses an object consisting of 3 LEDs and a spectrogram measurement system that employs a DMD in Fourier space to scan the aperture. (b-d) Intensity, phase space (along green line) and recovered LED positions for the case (b) without scattering, (c) with diffuser 3 only, and (d) with all three diffusers. The algorithm successfully recovers the position and depth of each LED in all cases.

With no diffusers (non-scattering case), the LED positions are easily determined by the phase space measurements (Fig. 6.2(b)). Each LED prescribes a distinct line through
the phase-space measurement, allowing us to find its lateral and depth position using our algorithm. Notice that the conventional 2D intensity image (taken with an open window in Fourier space) does not contain sufficient information for depth detection, even in the non-scattering case.

When a thin rotating diffuser is placed after the LEDs (diffuser 3 in Fig. 6.2(a)), the phase space lines become blurred, with LEDs further away from the camera blurring more, as expected (Fig. 6.2(c)). In this case, the intensity image is completely diffused. However, the three lines in phase space are still distinguishable, and so the three point sources can still be located with good accuracy. Interestingly, as additional diffusers are added between LEDs to create a multiple scattering situation, the phase space blurring only becomes marginally worse (Fig. 6.2(d)). This demonstrates that the scattering material closest to the exit plane will play the largest role, since more light passes through it. Even with three rotating diffusers placed between the LEDs, we are able to successfully recover the position and depth of the LEDs.

6.4.2 2D object with volumetric scattering material

Next, we extend our experiments to 4D acquisition and a truly volumetric scattering. The target consists of 8 LEDs (center wavelength 524 nm, bandwidth 32.0 nm) imaged both with and without a surrounding scattering medium of chopped gelatin in air. The air in the gaps between the diffusing gelatin creates a refractive index mismatch which provides a strong forward-scattering situation intended to mimic that of biological tissue. The scattering is assumed to be homogeneous across the volume since the gelatin is distributed approximately uniformly. The data collection procedure scans a 2D square window with side length 1.09 mm across 26 × 26 positions (step size 365 µm) on the DMD, collecting 676 images (16 bit) in total, each with 5.53M pixels. This large dataset (~ 7 GB) demonstrates the ability of our system to capture very high resolution phase-space data and by implementing our algorithm in a distributed computing environment, we are able to solve the computational inverse problem. However, since the density of point sources is small for this experiment, we find that it is sufficient to down-sample the 4D data to 128 × 128 × 8 × 8 before running our algorithm. We reconstruct a 3D result of 128 × 128 × 128 voxels and recover a scattering parameter σ of $5 \times 10^{-3}$ µm$^{-1}$ for the case without scattering and $1 \times 10^{-2}$ µm$^{-1}$ for the case with scattering.

The results of this experiment are shown in Fig. 6.3 for measurements taken both before adding the scattering gelatin and after. We illustrate the 4D data by showing only a few 2D slices along $u_x-x$ and $u_y-y$ of the 4D phase space acquired. Each line in the 2D slice corresponds to a portion of the plane generated by a point source. After adding the scattering material, the intensity images blur beyond distinction, and the phase-space slices also blur. However, the phase-space images still retain sufficient information for localizing each LED. Note that even when the 2D phase-space slices seem completely blurred, there may still be sufficient information for localization when considering the entire 4D dataset. Thus, the 3D recovery succeeds, even with highly multiply scattering situations. Of course, the algorithm
Figure 6.3: 4D phase-space experiments with and without volumetric scattering. The first column contains the 2D intensity images that are captured by a conventional camera and the second column shows some example phase space 2D slices (along the red lines in the intensity images). The third column shows the recovered $x-z$ positions of point sources ($y$ not shown) and the last column shows reconstructed 3D positions of the LEDs. Each color dot corresponds to a successful LED position recovery, while red dots are failures due to occlusions by the finite size of LEDs.

will fail with too much scattering or with reduced phase-space sampling. In our resulting 3D localization, one can see that the variance of the estimate in the $z$ direction is somewhat worse than the lateral direction, due to the small range of angles captured. One of the LEDs is mistakenly localized in an errant position, which we believe is due to artifacts caused by the blocking of some light by the wire leads on the LEDs. For non-occluded LEDs, however, the algorithm correctly localizes the LEDs with good accuracy and recovers a scattering parameter of $\sigma$ of $5 \times 10^{-3}$ $\mu$m$^{-1}$ for the case without scattering and $1 \times 10^{-2}$ $\mu$m$^{-1}$ for the case with scattering, consistent with previous measurements.

6.5 Discussion

Our setup is analogous to that presented in [183], with several key differences. Instead of placing the camera in Fourier space and scanning a real-space window, here we choose to place the camera in real space and scan a Fourier-space window. This leads to better real-
space resolution and a larger field of view, even when down-sampling the aperture positions to reduce acquisition time. Additionally, since most objects typically have a large DC term, capturing images in real space (as opposed to Fourier space) tends to mitigate the dynamic range problems encountered in [183]. Finally, instead of an LCOS modulator, a DMD is used here because it is orders of magnitude faster in modulating the light. Since the DMD is not polarization sensitive, we further obtain 2× better photon efficiency for unpolarized objects and avoid crossed polarizer leakage. The disadvantages of the DMD array are that it suffers color dispersion artifacts (see Sec.3.4) and that it must be implemented in a folded geometry which can cause aberrations at high angles.

The experiments presented above offer a proof of concept for our proposed method using 4D phase-space measurements to robustly localize a sparse set of point sources through both dynamic and volumetric scattering media. The method does not require coherent or active illumination, so works with existing imaging systems. The depth dependence of widening of phase space hyperlines is general and can be applied to other phase space measurements. In the rest of this chapter, we discuss the application of the phase space scattering theory developed in Section 6.3 to a light-field measurement of zebrafish brain activity.

### 6.6 Brain Imaging and Resolvability of Phase-Space Imaging Through Scattering

Brains play a core role in animal’s perception and consciousness. It is a scattering tissue filled with a dense network of neurons that exchange information by means of electrical signals called action potentials. Understanding the mechanisms by which a brain processes information requires the ability to detect action potentials from many individual neurons simultaneously across large volumes of tissue. Engineered calcium-sensitive proteins [41] and voltage-sensitive dyes [147] enable optical detection of action potentials without disturbing the neuron’s physiology. The major obstacle for the optical approaches falls onto undoing the scattering. Many methods have been proposed to achieve this goal [14, 51, 158, 98, 101, 9, 26], all of which involve scanning so frame rates are limited for large-volume imaging. To address the demand of speed and the issue of scattering, we turn to light-field imaging of phase space. Light-field imaging [117], together with wave-optical theory [33, 174], provides a single shot way to capture 3D information of a microscopic scene in question. It has provided promising results for functional brain imaging with 3D volume image reconstruction to quantify the fluorescence levels of individual neurons [151]. As it is a phase space imaging, we want to analyze its ability to extract information from a scattering scene. In this section, we examine such ability for a particular application: imaging brain neurons, which has a typical cell body of ≈ 10 μm. Our analysis is done by inspecting measured raw light-field images (without any processing such as refocusing or applying the model introduced above) for the distinguishability (defined below) of two emulated point sources under a mouse brain tissue with various thickness (varied from 100 μm to 400 μm). We also compare them
Figure 6.4: Experimentally testing distinguishability of two emulated source under light-field microscopy. (a) Experimental setup for spatial resolution measurements. Slices of mouse brain tissue with varying thickness are placed above an artificial source (created by a second microscope objective) intended to mimic the fluorescence in an active neuron. The artificial source can be precisely positioned at any 3D location. (b,c) Comparison of distinguishability for light-field data versus 2D fluorescence data. The red and green channels of the colormap are used to show the measurement images from two point sources simultaneously in one image. The sources are separated (b) in the \((x,y)\) plane and (c) along the \(z\) axis. (d,e) Distinguishability of the two captured images as a function of separation distance between two sources, (d) in the lateral plane and (e) along the optical axis. (f) Other than pure distinguishability analysis, we further use our algorithm (Eq. (6.8)) to estimate the position of the source through a 300 \(\mu\)m slice for controlled source displacements along the \(y\) axis in strong scattering.

To conventional 2D fluorescence microscopy by removing the light-field lenslet array from our system. At last, the resulting distinguishability of our light-field system shows sufficient resolution (defined via distinguishability) and the resolvable density of point sources to image through scattering tissue.

Fig. 6.4(a) shows the experimental setup. The point source with controllable location is emulated by focusing light with a second objective to a spot with a size of a typical neuron cell body \((\approx 10 \, \mu\text{m})\); here the light \(\lambda = 532\, \text{nm}\) is in the emission spectral range of GCamp, a fluorescent protein used in neural activity tracking. A two-point-source measurement is mimicked by digitally adding two measured images for a source at two different positions. A slab of scattering mouse brain tissue is inserted between the point-emulating objective and the measurement objective; the tissue itself does not express any particular fluorescence. Some important features of the setup are: (a detail description is given in Sec. 6.7.1)

- The pitch of demagnified lenslet array in the sample space is 4 \(\mu\text{m}\). (hence the spatial
coordinate sampling of light-field is 4 µm)

- The measurement objective has NA_{obj} 0.5 and 40 camera pixels are used to sample this NA in each of the x, y dimensions.

In traditional light field microscopy where volume image reconstruction is the goal, resolution can be obtained by measuring the size of the point-spread function [117] or spatial bandwidth [33]. In brain tissue, resolution is further complicated by a dependence on scattering and density of neurons. Hence we adopt an experimental approach with a distinguishability metric. We define the spatial resolution along a given axis (x, y or z) as the minimum allowed separation distance \( \delta_x, \delta_y \) or \( \delta_z \) between two neurons for them to be identified as two separate sources. Consider two sources, 1 and 2, and the corresponding measurements, \( I_1 \) and \( I_2 \). Distinguishability \( D \), a useful metric in defining the resolution, is given by:

\[
D(I_1, I_2) = 1 - \frac{\int I_1(\xi) I_2(\xi) \, d\xi}{\sqrt{\int I_1^2(\xi) \, d\xi \int I_2^2(\xi) \, d\xi}},
\]

(6.9)

where \( \xi \) denotes the 2D coordinates on the sensor. By definition, \( D = 1 \) (fully distinguishable) when the recorded images give two disjoint sets of pixels and \( D = 0 \) (not distinguishable) for the case of identical light field signatures, as a direct consequence of Cauchy-Schwarz’s inequality. Before defining the resolution with distinguishability, let us look at the distinguishability from light-field measurements and 2D conventional fluorescence imaging. On left hand sides of Figs. 6.4(b) and (c), we display the measured light-field images from two source positions (40 µm separation and thus yielding two different measured images) simultaneously in two color channels, with one in red and the other in green. The same color-mixing display for 2D intensity images are shown on the right hand sides of Figs. 6.4(b) and (c). The distinguishability is higher if a color-mixing image has more green and red pixels, while it is lower if more yellow pixels. Light field measurements provide better distinguishability than 2D fluorescence images, particularly in the axial dimension. Figs. 6.4(d) and (e) plot the experimentally measured distinguishability as the separation distance between two sources is increased, for both the lateral and axial dimensions and with both light field and 2D fluorescence data. To get a sense for how distinguishability relates to localization error in our algorithm (Eq. (6.8)), we additionally recover 3D positions as the source is moved along y behind 300 µm of scattering brain tissue, using the light field data (see Fig. 6.4(f)).

Resolution and maximum resolvable density

In the absence of noise, it is theoretically sufficient to resolve sources 1 and 2 with a single pixel difference \( D > 0 \) between \( I_1 \) and \( I_2 \), provided that a forward model can accurately decompose the measured data and produce different outputs for any two different neurons. Practically, at full frame rate and in low light conditions, a conservative condition for identification [124] is to compare the distinguishability to the signal-noise-ratio (SNR) in the light
Figure 6.5: Spatial resolution analysis for our method, according to the minimal distance between two sources required for correct identification as separate neurons. (a) In the lateral (x, y) plane and (b) along the optical axis through a given depth of mouse brain tissue. Fluorescence microscopy (green) and light field microscopy (blue) are compared on the same scale and show a ten-fold difference in performance along all axes. (c) Estimated maximum resolvable neuron density as a function of depth in mouse brain tissue, as compared to typical neuron density observed in the mouse barrel cortex.

field measurements:

\[ D(I_1, I_2) > \frac{1}{\text{SNR}}. \]  

(6.10)

For an application targeting at 100 Hz sampling rate and without significant photo-bleaching, the fluorophore are excited such that the fluorescent light has SNR \( \approx 3 \). The minimal separation distances in the focal plane of \( \delta_x = \delta_y \), as well as along the optical axis \( \delta_z \) that make the measured distinguishability satisfy the inequality are defined as the spatial resolution. The experiment is repeated in several locations and for various thicknesses of brain tissue, with results summarized in Fig. 6.5(a) and (b). Overall, the light field data provides \( \sim 10 \times \) better localization resolution in all dimensions, as compared to 2D fluorescence images parsed by the same algorithm. Light field deconvolution methods [33] are expected to have performance somewhere in between these two.

To understand how our resolution metric relates to functional imaging capabilities, we estimate the maximum resolvable density of neurons as one neuron per resolved volume \( (\delta_x \delta_y \delta_z) \):

\[ \text{maximum resolvable density} = \frac{1}{\delta_x \delta_y \delta_z}. \]

We compare the density for our method and that for 2D intensity images to the density of neurons typically observed in layers I to IV of mouse brain (primary somatosensory cortex) [133] (see Fig. 6.5(c)). This plot confirms experimental observations: 2D fluorescence microscopy is unable to identify neurons located below Layer I in the barrel cortex. However, light field data enables a 1000-fold improvement (10-fold improvement along each axis) in the neuron density that can be resolved, as compared to 2D fluorescence, so is a promising avenue towards neural activity tracking in all layers.
6.7 Application of Scattering Theory to Zebrafish

Light-field microscopy shows the ability to extract information from a single shot of a scattering scene as discussed above. Here we further apply the light-field microscope setup to brain activity tracking, with a sparsity-based algorithm developed from the phase space theory in Sec. 6.3. The setup and algorithm together enable monitoring neurons with high temporal and spatial resolution inside a large scattering volume, provided that only a sparse set of neurons are active at once. In contrast to the traditional light-field microscopy [151] whose 3D reconstruction fidelity is limited by the 2D sensor pixel counts, we skip the step of explicitly reconstructing a 3D image and instead attempt to simply distinguish and localize each neuron in 3D. Hence the data collection requirements scale not with the number of voxels to be reconstructed, but rather with the number of active neurons at a particular time. We demonstrate our method experimentally for zebrafish neural activity tracking with 800+ neural structures at 100 fps, which includes a demonstration of the ability of 3D localization of our theory.
6.7.1 Experimental setup and flow

The experimental setup (shown in Fig. 6.6) is a fluorescence microscope that has been modified by introducing a micro-lens array at the imaging plane, with the sensor placed at the relayed back focal plane of the array. On the vertical arm, the objective (water immersion, NA_{obj} 0.5) and the tube lens form a 40x magnification 4f system. On the horizontal arm after the green color filter, a square-lattice micro-lens array (lens pitch 150 \( \mu m \), NA_{ML} 0.014) is placed at the imaging plane of the 4f system above. The back focal plane of the micro-lens array is relayed onto the camera by a 1.7x magnification 4f system.

The micro-lens is chosen such that NA_{ML} matches and is slightly greater than NA_{obj} after magnification; its pitch corresponds to sampling size of \( p = 4 \mu m \) at the sample plane, which is comparable to the size of a neuron. This design enables us to map the camera pixels to the 4D light-field as the pupil of each micro-lens records a local angular distribution. We call the 2D intensity measurement at the sensor plane, \( I(\xi, t) \), light-field measurements at each time, \( t \):

\[
I(\xi, t) = I(x, y, \theta_x, \theta_y, t).
\]

The sampling of the 4D light field on a 2D plane of pixels is given by

\[
\xi_x = N_p \left( \left\lfloor \frac{x}{p} \right\rfloor + \frac{\theta_x}{2NA_{obj}} \right) \quad \text{and} \quad \xi_y = N_p \left( \left\lfloor \frac{y}{p} \right\rfloor + \frac{\theta_y}{2NA_{obj}} \right),
\]

where \( \xi = (\xi_x, \xi_y) \) are the lateral coordinates at the sensor in the unit of number of camera pixels, and \( \left\lfloor \right\rfloor \) is the floor function. \( N_p = 40 \) corresponds to the number of camera pixels under each micro-lens in each dimension (total \( N_p^2 \) pixels under a micro-lens). This achieves good angular (and hence, axial) resolution by sacrificing lateral resolution, which will be improved in post-processing. The resulting field of view (at the sample) is a 200 \( \mu m \) square, with \( N_l = 50 \) micro-lenses in each direction, for a total of \( N_p^2 N_l^2 = 4 \times 10^6 \) pixels on the sCMOS sensor (Andor Zyla 4.2). Each acquired frame contains full-volume fluorescence data, with temporal resolution equal to the camera’s frame rate, \( 1/\delta_t = 100 \) fps.

The ultimate goal is to reconstruct \( a_j(t) \), the time-dependent magnitude of fluorescence of neural \( j \) in

\[
I(\xi, t) = \sum_{j=1}^{N} I_j(\xi)a_j(t), \quad (6.11)
\]

where \( I_j(\xi) \) is the light-field signature of neuron \( j \), that is, the measurement we would capture if only the \( j^{th} \) neuron were active constantly. Conveniently, the signature naturally encodes any shape variations and effects of aberrations and scattering. We assume here that the light-field signatures do not change over time. Hence the task is split into two parts: build a dictionary of light-field signatures for each neuron and reconstructing the neural activity. The other part of Fig. 6.6 summarizes the flow to achieve our goal of neural activity tracking, which we detailed below.

- Step 1: Build a dictionary of light-field signatures, \( \{I_j(\xi)\} \)
1. Record a training video $I_{\text{tr}}(\xi, t)$, ideally with as few neurons firing at once as possible.

2. (optional) Decompose $I_{\text{tr}}(\xi, t)$ into independent components, resulting in $I^k_{\text{tr}}(\xi)$ where $k$ indexes the components. If not performing this step, set each $k$ corresponding to different time $t$.

3. Solve the following $\ell_1$-regularized optimization problem for $c^k$

$$
\min_{c^k \geq 0} \| I^k_{\text{tr}}(\xi) - \hat{I}^k(\xi) \|^2 + \mu \sum_{x_i} c^k(x_i),
$$

(6.12)

where $x_i = (x_i, y_i, z_i)$ discretizes the volume of interest with finer gridding than $p = 4 \mu m$, $\mu$ is a hand-tuned regularization constant which enforces sparsity and

$$
\hat{I}^k(\xi) = \sum_{x_i} c^k(x_i) A(\xi, x_i)
$$

(6.13)

is the predicted measurement, given by applying our forward model $A$ (Eq. (6.5)) to $c^k(x_i)$, the estimate of the spatial distribution of sources in the sample.

4. Optimize over $\sigma$ the scattering parameter in forward model $A$. Use the result from the minimum-giving $\sigma$.

5. Obtain the normalized light-field signature $I_j(\xi)$ of neuron $j$ at $r_j$ from each $k$,

$$
I_j(\xi) = \frac{1}{b_j^k} \frac{c^k(x_j) A(\xi, x_j)}{I^k_{\text{tr}}(\xi)} I^k_{\text{tr}}(\xi)
$$

(6.14)

where $b_j^k = \int \frac{c^k(x_i) A(\xi, x_i)}{I^k_{\text{tr}}(\xi)} I^k_{\text{tr}}(\xi) d\xi$ is for normalization such that $\int I_j(\xi) d\xi = 1$.

6. Merge the light-field signatures from the same neuron by evaluating the mutual distances between identified neurons and detecting overlaps within the typical size of one neuron (here we use a $4 \mu m$ mutual distance threshold).

- **Step 2: Neural activity tracking**

1. Record the measurement video $I(\xi, t)$.

2. Solve the nonnegative least square problem for the activity $a_1(t), \ldots, a_N(t)$ of neurons

$$
\min_{a_1, \ldots, a_N \geq 0} \| I(\xi, t) - \sum_{j=1}^N a_j(t) I_j(\xi) \|^2.
$$

(6.15)

**Independent component analysis**

The optional step above is an independent component analysis (ICA). The video $I_{\text{tr}}(\xi, t)$ is represented in as a nonnegative matrix $I$ of dimension $N_t^2 N_p^2 \times N_t$ where $N_t$ is the number of time frames, and we want to factor it as a product of two matrices

$$
I = ST
$$
Figure 6.7: Single-shot experimental detection and 3D localization of sparsely-distributed fluorescent beads, with and without scattering, as compared to two-photon microscopy scanned images. (a) Single-shot light-field measurement and several space-angle slices (along the red lines) without scattering. (b) Dataset recorded after placing a 100 µm slice of wild-type mouse brain tissue directly above the beads so as to introduce realistic scattering conditions without displacing the volume of interest. (c) 2D intensity images become blurred by scattering. (d,e) Comparison of localization capabilities for two-photon and our light-field microscopy, with and without scattering. (d) Estimated source positions are projected onto the $x, y$ plane for visualization and (e) shown in 3D.

where $S \in \mathbb{R}^{N^2 \times N_k}$ and $T \in \mathbb{R}^{N_k \times N_t}$. The number of individual components in the training data, $N_k$, is determined by decomposing matrix $I$ into singular values. The analysis is done via a nonnegative matrix factorization optimization [110, 180], modified by adding a lasso regularization on the temporal component [178, 138]:

$$\min_{s_{i,k} > 0, t_{k,j} > 0} \| I - ST \|^2 + \lambda_1 \sum_{k,j} |T_{k,j}|,$$

where $\lambda_1$ depends on the level of spontaneous neural activity in the calibration dataset and is manually adjusted here to fit the data. See Supplement 1 of [146] for details on the ICA step. The regularization of the temporal component may be improved by taking into account the specific temporal dynamics of calcium fluorescence [149].

The components $I_{k,t}^{\xi}(\xi)$ are then formed from the columns of matrix $S$.

### 6.7.2 3D localization and light-field signature extraction

We take extra standard single-shot light-field experiments to demonstrate the 3D detection and localization capabilities of our system. We show experimental results for a simple static fluorescent test object with and without scattering. Our non-scattering sample is a static suspension ($5.0 \times 10^3 \mu L^{-1}$) of 1 µm sparsely-distributed fluorescent beads in a 200 µm...
slice of agarose gel. As a proxy to ground-truth knowledge of the bead positions, we use two-photon microscopy to scan the imaging volume. We then record a single-shot light-field frame, which is shown in Fig. 6.7(a) along with several space-angle slices of the 4D light field. Each bead traces out a tilted line in the space-angle plot, as expected. After estimating the 3D bead positions using Eq. (6.12) \(k\) here traverses only 1 index because of only single shot), we compare the results to our two-photon data (Figs. 6.7(d) and (e)). Both detect the same set of beads, with a median difference in position of 1.3 \(\mu\)m in the \((x, y)\) plane and 12.8 \(\mu\)m along the \(z\) axis. Assuming that the two-photon result is accurate, the error in our scheme is small enough to distinguish individual neurons and localize them.

The next step is to test our method with scattering tissue. We do this by repeating the same experiment, after placing a 100 \(\mu\)m slice of mouse brain tissue on top of the sample. This emulates conditions that would normally prevent good depth reconstruction. To get a sense of the amount of scattering, we show 2D intensity images in Fig. 6.7(c). The scattered image is degraded, yet there is still structure in the 4D light-field measurement. Despite scattering, the median difference in detected positions between our algorithm and the two-photon data is 1.8 \(\mu\)m in the \((x, y)\) plane and 15.5 \(\mu\)m along the \(z\) axis, slightly worse than the non-scattering case. A video that shows localization with light-field refocusing and thresholding fails can be found in Visualization 2 of [146]. These experiments show that the presence of optical scattering in this case does not significantly affect our ability to localize sparse sources.

Finally, we take the light-field signature extraction to the experimental data. The Step 1 in Sec. 6.7.1, including the ICA step, is performed here, and the resulting light-field signatures are shown as colored pixels in Fig. 6.8(c). The result shows that our method can successfully distinguish neurons from ICA sparsified frames and can further build a dictionary of light-field signatures for activity tracking.

### 6.7.3 Result of neural activity tracking

After the completion of the training step, the dictionary of light-field signatures can be used to efficiently decompose any single-shot measurement acquired by the light-field microscope (including the training data) into a linear positive combination of elements of the dictionary (Step 2 in Sec. 6.7.1). The number of active neurons, \(N\), in one frame should be smaller than the number of sensor pixels \((N_p^2 N_l^2 = 4 \times 10^6)\) but not necessarily sparse. Experimental results for neural activity tracking with both the ICA step and the compressive detection and localization are shown in Fig. 6.9. A five-day-old Tg(NeuroD:GCaMP6f) zebrafish expressing GCaMP6s in the telencephalon is placed in the microscope. The fish is live, awake, and immobilized in 2% low-temperature melting agarose. 40 independent components are extracted from 500 diverse frames from the calibration step (the parameter \(\sigma\) is found to be 0.02 \(\mu\)m\(^{-1}\)). Each independent component is then separated into single neuron signatures. The final dictionary contains a set of 802 light-field signatures, as well as an estimated position in 3D for each corresponding calcium source (see Fig. 6.9(c)). We then record 10 seconds of spontaneous brain activity at 100 fps. The solution to Eq. (6.15) provides a quantitative
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Figure 6.8: Extracting individual neuron light-field signatures and 3D positions. (a) One example from the 40 sparse light-field components. (b) Light-field slice along the red dashed line. Each distinct neuron prescribes a line in the space-angle plot, whose position and tilt indicates lateral position and depth, respectively. Individual neuron structures are distinguished and localized in light-field space – shown here as different colors. (c) Overlay of extracted light-field signatures for multiple neural structures, each with a different color. (d) Estimated 3D positions for each of the neurons in this component.

Figure 6.9: Neural activity tracking in the telencephalon of a five-day-old live zebrafish restrained in agarose. (a) Light-field signatures were extracted for 802 neural structures and 10 seconds of spontaneous activity was recorded at 100 Hz. (b) The normalized change of fluorescence, $dF/F$, is displayed for each neuron as a function of time. Bottom part shows the fish’s motion, which is quantified by digitally tracking the first moment of the 2D image, with visible motion artifacts at $t = 1.9$ s, $t = 4.9$ s, and $t = 9$ s. (c) For each identified neuron, the position in 3D space is estimated, with color showing time-averaged fluorescence activity across both telencephalic lobes of the fore-brain.
measurement of fluorescence for all neurons in the field of view for which a light-field signature has been identified. Fig. 6.9(b) shows color-coded lines representing the normalized change of fluorescence, \( F \), as a function of time, given by:

\[
\left( \frac{dF}{F_0} \right)_j(t) = \frac{a_i(t)}{(1/T) \int_{t'=0}^T a_j(t') \, dt'} - 1,
\]

where \( T \) is the time duration of the video and \( j \) indexes different neural structures. We display activity in each neuron as a function of time in Fig. 6.9(b) and show a video reconstruction of the 3D activity in Visualization 4 of [146].

We have demonstrated compressive light-field microscopy as a path toward directly addressing the needs of neuroscience for accurate, quantitative measurement of fluorescence activity in the living brain. The phase space scattering theory and the optimization problem formulation here enable single-shot capture of volumetric brain activity with neuron-scale resolution. With the phase space model, the data requirements scale with the number of active neurons in a single frame, not the number of sample voxels, and the tracking does not ever involve 3D image reconstruction. We believe that this method can scale to extremely large networks of neurons and be amenable to use with patterned stimulation, enabling functional activity mapping of the entire mouse brain cortex.

### 6.8 Verification of the Scattering Model

We have shown that the scattering model Eq. (6.5) is successfully applied to reconstruct point sources within a scattering environment. We conduct another theoretical analysis on the path integral to verify the correctness of the model. However, the finding in the analysis suggests the following modification to Eq. (6.5) (changes revealed in red color):

\[
W(r, u) = \frac{n_r^2}{2\pi \lambda^2(z_d - z_s)^3 \sigma^2} \exp \left(-\frac{n_r^2}{2\lambda^2(z_d - z_s)^3 \sigma^2} \left(r - r_s + \lambda \left(z_d - \frac{z_d - z_s}{n_r}\right) u \right)^2 \right).
\]

That is, the functional relation between the variance (the square of the width) of the Gaussian function in Eq. (6.5) and the depth \( z_d - z_s \) inside scattering medium should be cubic instead of quadratic. This change stems from the freedom to normalize the path integral. As a path integral conducts infinitely many integrals [126], there is at least one parameter that approaches zero when the number of integrals goes to infinity, in order to make the path integral converge. It has some freedom to determine this parameter if convergence is the only requirement. Note that the normalization constant is purely in the operators \( D \) and \( P \) in Eq. (6.3), independent of which source Wigner function \( W_s \) is being operated on. Hence we can consider a simpler case in order to reveal the constant: the diffusion of an impinging plane wave. A cascade of the volumetric diffusing operations, that is \((DP)^N(DP)^N\), reveals the diffusing parameter’s dependence on the diffusing depth, against to the previous result Eq. (6.5) where \( \sigma \) does not depend on it. A detailed derivation is in Appendix B.2.
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<table>
<thead>
<tr>
<th>name</th>
<th>λ</th>
<th>n_r</th>
<th>Δx, Δy</th>
<th>N_x, N_y</th>
<th>Δz</th>
<th>bump width</th>
<th>bump height</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>0.68</td>
<td>1.0</td>
<td>0.33</td>
<td>6144</td>
<td>5.0</td>
<td>10.0</td>
<td>2.6587</td>
</tr>
<tr>
<td>unit</td>
<td>µm</td>
<td>none</td>
<td>µm</td>
<td>none</td>
<td>µm</td>
<td>radian</td>
<td>(as phase delay)</td>
</tr>
</tbody>
</table>

Table 6.1: Simulation parameters for a point source propagating through finitely many multiple diffusing screens.

6.8.1 Simulation verification

In order to test whether the proposed update is valid, we simulate a point source propagating through multiple diffusing slices. A 2D space of shape \((N_y, N_x)\) is used with pixel sizes \(Δy, Δx\). A point source with wavelength \(λ\) generates a delta function at the center of the simulation space. The light then propagates \(Δz\) to a diffusing layer, interacts with the layer, and propagates to another and so on. The propagation is done by circularly convolving the field with Rayleigh-Sommerfeld diffraction. We have ensured that \(N_y, N_x\) are large enough to avoid the wrapping around problem. The light propagates equal distances between adjacent diffusing layers. The diffusing layer serves as a random phase object whose transmittance is multiplied with the field directly in \(x-y\) space. After the field propagates to one of the 25 scattering depths \(z_{meas} = 20, 40, \ldots, 500\ \mu m\) and interacts with the diffusing screen there, we record a refocused intensity image for each (refocusing to the plane of the point source). The parameters used in the simulation are listed in Table 6.1.

The random phase object is generated by convolving a Gaussian-bump phase function with delta functions at the center locations for the bumps. The formula for the Gaussian bump is

\[
(bump\ height) \cdot \exp \left[ -0.5\left( \frac{x^2 + y^2}{(bump\ width)^2}\right) \right].
\]

The center locations are generated from random Poisson disk sampling [31] such that the distance between any two of the center locations is at least a bump width. After the convolution, the random phase object becomes a transmittance by multiplying the imaginary unit and being exponentiated.

A subset of the refocused intensity images are shown in Fig. 6.10. As expected, even with refocusing to undo the diffraction, the field does not become a delta function due to the random scattering. The size of the refocused spot is larger when the light propagates deeper in the scattering media. We fit two Gaussian peaks to each of the intensity images, where they fits well and thus it suggest a model mismatch to both path integral formulae introduced above. A possible cause of this mismatch is the ballistic photons that are not diffused and are not considered by our phase space model. The fitting process first converts each of the intensity images to a function of radial coordinates from the center, averaging among all angles, and then uses a weighted squared difference as the fitting-cost function. The weight for each radial sample is proportional to the square root of the number of the intensity image pixels at that radial distance. Some of the fitted results are shown in Fig. 6.11. Except the
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Figure 6.10: Simulated volumetric scattering and refocusing for model verification. In the top-left corner we put the simulation setup before the first lens of the system (usually a microscope objective). The light from the point source immediately goes into the volumetric scattering media, which is simulated by multiple random phase screens. After propagating through the scattering media, the light is focused back to where the point source is, which would form a sharp point image if the media is absent. The rest of the figure shows the focused images at different diffusing depths (labeled on top of each subfigures).

Figure 6.11: The result of two-Gaussian-peak fitting for refocused intensity images of the scattered point source. The diffusing depth is labeled on top of each subfigure.
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Figure 6.12: Dependence of the fitted Gaussian widths and the amplitude on the scattering depth. The vertical axes have units of µm except that of (d) which has an arbitrary unit for amplitude. (a) The fitted widths for the wide and narrow peaks v.s. the diffusing depth. (b) Showing the fitting result for the widths of wide peaks using a cube function. (c) Showing the fitting result using a quadratic function and a shifted quadratic function. The cubic function has a form of \( ax^3 \), the quadratic one has a form of \( ax^2 \), and the shifted quadratic one has a form of \( a(x - c)^2 \) where \( a \) is the coefficient of the polynomial and \( c \) is horizontal shift used only in the shifted quadratic function. (e)(f) Showing the result for the widths of narrow peaks, similar to (b) and (c). (d) The amplitude v.s. scattering depth. The slopes in the two log-log plots suggest negative correlation between the width and the amplitude.

Next we take the fitted widths from all \( z_{\text{meas}} \) to figure out the dependence of the width on the depth. We apply another polynomial fitting for the fitted widths (Gaussian variance instead of standard deviation) as a function of \( z_{\text{meas}} \). The widths of the wide and narrow peaks are fitted separately. We found that a cubic function fits better than a quadratic one (see Fig. 6.12). From the fitted polynomial, we can derive the values for our models (Eq. (6.5) and Eq. (6.18)). The fitted values for wide peaks are \( \bar{\sigma} = 0.03270 \) (cubic), \( \sigma = 0.6320 \) (quadratic) and those for narrow peaks are \( \bar{\sigma} = 0.01332 \), \( \sigma = 0.2578 \). This confirms Eq. (6.18)’s amendment to Eq. (6.5). However, we have seen from previous sections that the model (Eq. (6.5)) works for the experimental data. To address that, we consider a horizontal shift in the quadratic fitting function, which corresponds to a poorly estimated thickness of the scattering media \( z_d \). We find out that a shifted quadratic function can fit the data well (see Figs. 6.12(e)(f)), except the cases where the point source propagates through
a small depth of scattering media, that is, near the surface of the scattering media. The fitted parameters of the shifted quadratic function are $\sigma = 0.8755$, shift= 101.2 $\mu$m for wide peaks and $\sigma = 0.3525$, shift= 97.78 $\mu$m for narrow peaks.

Furthermore, the negative correlation between the width and the amplitude, as shown in Figs. 6.12(a) and (d), motivates us to examine if the product of them is constant across different depths. This behavior is suggested by our models. Multiplying the width with the amplitude for each depth shows that the products are close for the wide peak and for the narrow peak (see Fig. 6.13).

The above multi-screen simulation suggests that our model captures the depth dependence of the width and amplitude of the peaks. The unexplained feature, the two-peak behavior, can potentially be addressed by considering ballistic photons at deriving the phase space model. This will mount a modification to the path integral derived in Appendix B for future work.
Chapter 7

SEAGLE: A Light Scattering Model

Phase space reveals information that is hidden in an intensity image under scattering situations. It is helpful to understand how the scatterers interact with the illuminating light, in order to extract more information out of the measurements. Hence we turn to study this scattering process through the wave equation. The scatterers usually form a nonuniform distribution of index of refraction, which bends the light in a complicated way. The study of the scattering process aims at creating a model that describes this complex operation, and using the model to estimate the distribution of scatterers given measured data. This is then equivalent to reconstructing the spatial permittivity distribution of the scatterers.

7.1 Introduction

Reconstruction of the spatial permittivity distribution of an unknown object from the measurements of the scattered waves at different illumination angles is common in numerous applications. Traditional formulations of the problem are based on linearizing the relationship between the permittivity and the measured wave. For example, if one assumes straight-ray propagation of waves, the phase of the transmitted wave can be interpreted as a line integral of the permittivity along the propagation direction. This approximation leads to an efficient reconstruction with the filtered back-projection algorithm [93]. Diffraction tomography uses a more refined linear scattering model based on the first Born or Rytov approximations [187, 52, 21]. It establishes a Fourier transform-based relationship between the measured wave and the permittivity, and thus enables the reconstruction of the latter with a direct numerical application of the inverse Fourier transform.

Recent research in compressive sensing and sparse signal processing has established that sparse regularization can dramatically improve the quality of reconstructed images, even when the amount of measured data is severely limited [35, 53]. This has popularized optimization-based inverse scattering approaches that combine linear forward models with regularizers that mitigate ill-posedness by promoting solutions that are sparse in a suitable transform domain. One class of such regularizers is total variation (TV) [155], which
Figure 7.1: SEAGLE can be used to reconstruct the spatial distribution of dielectric permittivity from measurements [68] of complex scattered waves at different illumination angles. Illustration using experimental data at 3 GHz: (a) ground truth; (b) using full data; (c) 8× data reduction; (d) 64× data reduction.

substantially reduces undesired artifacts due to missing data [32, 119, 168].

The main advantage of imaging with linear forward models is that the reconstruction can be reduced to a convex optimization problem that is relatively simple and efficient to solve [27, 142, 19, 11]. However, multiple scattering of waves limit the validity of the Born and Rytov approximations when the objects are relatively large or have high permittivity contrast compared to the background [40]. Multiple scattering is a fundamental problem in diffraction tomography and its complete resolution would enable imaging through strongly scattering objects such as human tissue [143]. As multiple scattering leads to nonlinear forward models, the challenge is in finding computationally tractable methods that can account for the nonlinearity while also making the image reconstruction tractable. To that end, we propose a new method that efficiently combines a nonlinear forward model with the TV regularizer, thus enabling high-quality imaging from a limited number of measurements. Figure 7.1 provides an example, illustrating the quality of reconstruction for a strongly scattering object from a public experimental dataset [68]. In particular, the 320 × 320 image in Figure 7.1(d) was obtained from only 16 experimentally collected measurements at different illumination angles.
7.1.1 Contributions

Our work builds upon prior work on inverse scattering that has been applied to a variety of practical problems in optical, microwave, and radar imaging. The proposed method—called Series Expansion with Accelerated Gradient Descent on Lippmann-Schwinger Equation (SEAGLE)—further extends this work by considering an iterative forward model that still enables efficient sparsity-driven inversion. The performance of SEAGLE is robust to large permittivity contrast, data reduction, and measurement noise.

The key contribution of this paper is a novel image reconstruction strategy based on the explicit evaluation of the gradient of an iterative forward model with respect to the unknown parameters that correspond to the permittivity of the object. Specifically, we rely on the Nesterov’s accelerated-gradient method (AGM) [137] to iteratively approximate the scattered waves. The key benefit is the guaranteed convergence of the latter even for objects with large permittivity contrast, even for general nonlinear functions of the scattered wave. However, the solution to AGM may not be unique if the functions are not strongly convex. We therefore additionally present extensive validation of our approach on analytical, simulated, and experimental data. The experimental data used in our evaluations comes from a public dataset [68], which enables easy comparison with several other related approaches.

7.1.2 Related Work

Imaging systems, such as optical projection tomography (OPT), diffraction tomography, optical coherence tomography (OCT), digital holography, and subsurface radar, rely on the linearization of object-wave interaction [159, 44, 32, 108, 169, 168, 104, 119, 152, 50, 28, 177, 42, 90, 114, 120]. Early work in microwave imaging has shown the promise of accounting for the nonlinear nature of scattering [179, 186, 43, 106]. These have been extended by a large number of techniques incorporating the nonlinear nature of scattering. Several recent publications have reviewed these methods [78, 135, 89], which include the conjugate gradient method (CGM) [39, 15], the contrast source inversion method (CSIM) [55], the hybrid method (HM) [135], and the recursive Born method (RBM) [95]. Some recent work has explored the idea of statistically modeling multiple scattering for imaging through diffusive or turbid media [38, 164, 122]. Other work has explored the combination of nonlinear scattering with a sparsity regularization [122, 193, 34, 97]. This paper extends our preliminary work [123] by including key mathematical derivations, as well as more extensive validation on experimentally collected data.

Recently, nonlinear inverse scattering in transmission attracts public attention and the beam propagation method (BPM) was proposed for performing it [105, 127, 174, 97, 96]. BPM-based methods numerically propagate the field slice-by-slice through the object. The Jacobian matrix of BPM can be efficiently computed with error backpropagation algorithms, which enables fast image reconstruction. The nonlinear model presented here is based on the Lippmann-Schwinger equation [22]. The main advantage of the proposed formulation is
that it accounts for both transmitted and reflected waves. This makes the proposed method more suitable than BPM when reflections are important.

The Lippmann-Schwinger equation, also known as the Foldy-Lax multiple scattering model, has been extensively used in the inverse scattering literature for imaging under wave scattering [190, 57], diffuse optical tomography [113, 112], impedance tomography [111], and for elastic wave scattering problems [192]. The common theme involves first estimating the contrast source reflectivity of the target by exploiting the joint sparsity across multiple illuminations. Then, the Lippmann-Schwinger equation is used to estimate the total field, which in turn is used to separate the target permittivity from the estimated contrast source reflectivity. Our proposed method differs from these works in that we jointly estimate the total field as well as the target permittivity in a closed loop framework that allows us to exploit the spatial structure of the target through regularization.

The problem setting in this paper is also related to that in full-waveform inversion (FWI) [172, 182, 82] used in geophysical applications. We propose an alternative approach for solving such problems, namely modeling the forward scattering process using AGM and estimating the material parameters. FWI-based methods often use a differential form of Helmholtz equation, while we rely on integral-domain formulation given by the Lippmann-Schwinger equation. Moreover, established frameworks in FWI-based methods utilize Krylov based solvers along with the adjoint state method [141] to estimate the gradient of the forward wave propagation model with respect to the permittivity. However, these methods rely on the linearity of the wave equation as a function the scattered field. Otherwise, for nonlinear functions of the scattered field, these methods require iterative linearization which can become slow and lacks convergence guarantees. Our AGM-based forward model on the other hand is guaranteed to converge for general nonlinear convex functions of the scattered field, and has the same asymptotic convergence rate as Krylov-based methods for strictly convex functions. Moreover, a key difference of our method is in the combination of the AGM-based forward model and sparsity-driven image reconstruction using the fast iterative shrinkage/thresholding algorithm (FISTA) [12]. Our experiments show that our formulation is promising, as it enables fast, stable, and reliable convergence when working with a limited amount of data.

The experimental data used in this paper comes from a public dataset of complex wavefield measurements of several objects at various illumination angles and frequencies [68]. Several other methods have been tested on this dataset [2, 10, 47, 55, 60]. This enables qualitative evaluation of the performance of the proposed technique against other algorithms. While many of the methods tested on the data use multiple frequencies, the results here rely on a single frequency. However, the method uses the latest techniques in large-scale optimization with sparse regularization, which enables subsampling and leads to improvements in imaging performance. We expect the performance of the proposed method to improve further if multi-frequency measurements are incorporated.
Figure 7.2: Schematic representation of the scattering experiment. An object with a real scattering potential $f(x)$, $x \in \Omega$, is illuminated with an input wave $u_{\text{in}}$, which interacts with the object and leads to the scattered wave $u_{\text{sc}}$ measured at the sensing region $\Gamma$ represented with a green line.

### 7.2 Forward Model

The forward problem computes the scattered field given a distribution of inhomogeneous permittivity, while the inverse problem reconstructs this distribution. The model we propose here can be interpreted as a series expansion based on the iterates of the gradient method. This expansion can be made arbitrarily accurate and is stable for high permittivity objects. Additionally, it enables efficient computation of the gradient of the cost function, which is essential for fast image reconstruction. In this section we focus on introducing the forward model, leaving the gradient evaluation and inversion to the next section. Our derivations are for the scenario of a single illumination, but the generalization to an arbitrary number of illuminations is straightforward.

#### 7.2.1 Problem formulation

Consider the scattering problem in Figure 7.2, where an object of the permittivity distribution $\epsilon(x)$ in the bounded domain $\Omega \subseteq \mathbb{R}^D$, with $D \in \{2, 3\}$, is immersed into a background medium of permittivity $\epsilon_b$, and illuminated with the incident electric field $u_{\text{in}}(x)$. We assume that the incident field is monochromatic and coherent, and it is known inside $\Omega$ and at the locations of the sensors $\Gamma$. The result of object-wave interaction is measured at the location of the sensors as a scattered field $u_{\text{sc}}(x)$. The scattering of light can be accurately described by the Lippmann-Schwinger equation inside the image domain [22]

$$
u(x) = u_{\text{in}}(x) + \int_{\Omega} g(x - x') f(x') u(x') dx', \quad (x \in \Omega) \quad (7.1)$$

where $u(x) = u_{\text{in}}(x) + u_{\text{sc}}(x)$ is the total electric field, $f(x) \triangleq k^2(\epsilon(x) - \epsilon_b)$ is the scattering potential, which is assumed to be real, and $k = 2\pi/\lambda$ is the wavenumber in vacuum. The
function \(g(x)\) is the Green’s function defined as

\[
g(x) \triangleq \begin{cases} 
\frac{j}{4} H_0^{(1)}(k_b \|x\|_2) & \text{in 2D} \\
\exp(jk_b \|x\|_2) \frac{4\pi \|x\|_2}{k_b^2} & \text{in 3D},
\end{cases}
\]

(7.2)

where \(k_b \triangleq k \sqrt{\epsilon_b}\) is the wavenumber of the background medium and \(H_0^{(1)}\) is the zero-order Hankel function of the first kind. Note that the Green’s function satisfies the Helmholtz equation

\[
(\nabla^2 + k_b^2) g(x) = -\delta(x),
\]

as well as the outgoing-wave boundary condition. The knowledge of the total-field \(u\) inside the image domain \(\Omega\) enables the prediction of the scattered field at the sensor area

\[
u_{sc}(x) = \int_{\Omega} g(x - x') f(x') u(x') dx'. \quad (x \in \Gamma)
\]

(7.3)

The computation of the scattered wave is equivalent to solving Eq. (7.1) for \(u(x)\) inside the image and evaluating Eq. (7.3) for \(u_{sc}(x)\) at the sensor locations. Note that \(u\) is present on both sides of Eq. (7.1) and that the relation between \(u\) and the scattering potential \(f\) is nonlinear. The first Born and the Rytov approximations [187, 52, 21] are linear models that replace \(u\) in Eq. (7.3) with a suitable approximation that decouples the nonlinear dependence of \(u\) on \(f\). However, such linearization imposes a strong assumption that the object is weakly scattering, which makes the corresponding reconstruction methods inapplicable to a large variety of imaging problems [40]. Our forward model described next is a fast nonlinear method for solving Eq. (7.1) that overcomes these weakly scattering object assumptions.

The results presented in this paper rely on the scalar theory of diffraction, which yields accurate results when two conditions are met: (i) objects are sufficiently large compared with the wavelength; (ii) the measurements are taken sufficiently far from the object. Experimental demonstration of this was provided by Silver [162] and the applicability of scalar theory to instrumentation was extensively discussed in the classical literature in electromagnetics and optics [23, 72]. Note also that both of these conditions are generally met in optical imaging, which is an important 3D application area for the method in this paper.

### 7.2.2 Algorithmic Expansion of the Scattered Waves

We separate the computation of the electric field into two parts: the total field \(u(x)\) in the image domain and the scattered field \(v_{sc}(x)\) at the sensors. The discretization and combination of Eq. (7.1) and Eq. (7.3) leads to the following matrix-vector description of the forward problem

\[
y = H(u \cdot f) + e \\
u = u_m + G(u \cdot f),
\]

(7.4a) (7.4b)
Algorithm 1 Forward model computation.

**input:** Image \( f \in \mathbb{R}^N \), maximum number of iterations \( K \), tolerance \( \delta_{\text{tol}} \), and initialization \( u_{\text{init}} = u_{\text{in}} \).

**set:** \( u^{-1} \leftarrow u_{\text{init}}, \ u^0 \leftarrow u_{\text{init}}, \ t_0 \leftarrow 0 \)

1: for \( k \leftarrow 1 \) to \( K \) do
2: \( \ t_k \leftarrow (1 + \sqrt{1 + 4t_{k-1}^2})/2, \)
3: \( \mu_k \leftarrow (1 - t_{k-1})/t_k \)
4: \( s^k \leftarrow (1 - \mu_k)u^{k-1} + \mu_k u^{k-2} \)
5: \( g \leftarrow A^H(As^k - u_{\text{in}}) \) \hspace{1cm} \triangleright \text{gradient at } s^k
6: if \( \|g\|_2 < \delta_{\text{tol}} \) then \( K \leftarrow k \), break the loop
7: \( \gamma_k \leftarrow \|g\|_2^2/\|A\|_2^2 \)
8: \( u^k \leftarrow s^k - \gamma_k g \)
9: \( \hat{u} \leftarrow u^K \)
10: \( z \leftarrow H(\hat{u} \cdot f) \)

**return:** predicted scattered wave \( z \), as well as \( \hat{u} \), \( \{s^k\}, \{\gamma_k\} \), and \( \{\mu_k\} \).

where \( f \in \mathbb{R}^N \) is the discretized scattering potential \( f \), \( y \in \mathbb{C}^M \) is the measured scattered field \( u_{\text{sc}} \) at \( \Gamma \), \( u_{\text{in}} \in \mathbb{C}^N \) is the input field \( u_{\text{in}} \) inside \( \Omega \), \( H \in \mathbb{C}^{M \times N} \) is the discretization of the Green’s function at \( \Gamma \), \( G \in \mathbb{C}^{N \times N} \) is the discretization of the Green’s function inside \( \Omega \), the symbol \( \cdot \) denotes a component-wise multiplication between two vectors, and \( e \in \mathbb{C}^M \) models the random noise at the measurements. Using the shorthand notation \( A \triangleq I - G\text{diag}(f) \), where \( I \in \mathbb{R}^{N \times N} \) is the identity matrix and \( \text{diag}(\cdot) \) is an operator that forms a diagonal matrix from its argument, we can represent the forward scattering in Eq. (7.4b) as a minimization problem

\[
\hat{u}(f) \triangleq \arg\min_{u \in \mathbb{C}^N} \{S(u)\} \quad (7.5)
\]

with \( S(u) \triangleq \frac{1}{2}\|Au - u_{\text{in}}\|_2^2 \),

where the matrix \( A \) is a function of \( f \). The gradient of \( S \) can be computed as

\[
\nabla S(u) = A^H(Au - u_{\text{in}}). \quad (7.6)
\]

Since Eq. (7.5) corresponds to the optimization of a differentiable function, it is possible to compute the total field \( \hat{u} \) iteratively using Nesterov’s AGM [137]

\[
t_k \leftarrow \frac{1}{2}\left(1 + \sqrt{1 + t_{k-1}^2}\right) \quad (7.7a)
\]
\[
s^k \leftarrow u^{k-1} + ((t_{k-1} - 1)/t_k)(u^{k-1} - u^{k-2}) \quad (7.7b)
\]
\[
u \leftarrow s^k - \nu A^H(As^k - u_{\text{in}}), \quad (7.7c)
\]
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Figure 7.3: A schematic representation of the method with adaptable parameters $S^k \triangleq I - \gamma_k A^H A$ and $b^k \triangleq \gamma_k A^H u^0$ that depend on the scattering potential $f$. (a) Forward model computation corresponding to Algorithm 1 for $K$ forward iterations. Adaptable parameters are marked in blue. (b) The schematic view of a single forward iteration. (c) Error backpropagation corresponding to Algorithm 3 for $K$ iterations. (d) The schematic view of a single backward iteration. The notation $v^*$ indicates the elementwise complex conjugation of the vector $v$. Note that the algorithm does not require physical storage of matrices, as they can be efficiently implemented as convolutions using FFT.

for $k = 1, 2, \ldots, K$, where $u^0 = u^{-1} = u_{in}, q_0 = 1$, and $\nu > 0$ is the step-size. At any moment, the predicted scattered field can be set to $z^k = H(u^k \cdot f)$ with $u^k$ given by Eq. (7.7c). Note that the resulting set of fields $\{u^k\}_{k \in [1..K]}$ and $\{z^k\}_{k \in [1..K]}$ can be interpreted as a $K$-term series expansion of the wave-fields inside the object and at the sensor locations, respectively. The full procedure for forward computation with a convenient adaptive step-size is summarized in Algorithm 1.

There are strong parallels between the AGM-based formulation of scattering and the popular Born series expansion [22, 95]. Both approaches produce a sequence of wave-field vectors $\{u_k\}_{k \in [1..K]}$, starting from the initial $u = u_{in}$. The final field $\hat{u}$ is the linear combination of all the intermediate field vectors, which indicates that this is an expansion of the field $\hat{u}$ with respect to $K$-terms, where each term brings additional information about scattering. The traditional Born series and SEAGLE are thus identical for $K = 0$, but yield different intermediate fields for any other $K$. Crucially, while Born series is known to diverge for strong scatterers, AGM is guaranteed to converge for sufficiently large $K$, as Eq. (7.5) is a smooth and convex optimization problem [137, 136, 12]

7.3 Inverse Problem

We now present the overall image reconstruction algorithm, based on the state-of-the-art fast iterative shrinkage/thresholding algorithm (FISTA) [12]. The application of FISTA to nonlinear inverse scattering is, however, nontrivial due to the requirement of the gradient of
Algorithm 2 Image formation with FISTA.

\textbf{input:} scattered field $y$, initial guess $f^0$, initial step $\gamma_0 > 0$, step reduction rate $0 < \eta < 1$, and regularization parameter $\tau > 0$.
\textbf{set:} $t \leftarrow 1$, $\tilde{f}^0 \leftarrow f^0$, $q_0 \leftarrow 1$

1: repeat
2: $\gamma_t \leftarrow \gamma_{t-1}/\eta$
3: repeat \hfill \triangleright \ line search
4: $\gamma_t \leftarrow \eta \gamma_t$
5: $f^t \leftarrow \text{prox}_{\gamma \tau R}(\tilde{f}^t - \gamma_t \nabla D(\tilde{f}^t))$
6: until $D(f^t) + \tau R(f^t) \leq Q_{\gamma_t}(f^t, \tilde{f}^t)$
7: $q_t \leftarrow \frac{1}{2} \left( 1 + \sqrt{1 + 4q_{t-1}^2} \right)$
8: $\tilde{f}^t \leftarrow f^t + \left( (q_t - 1)/q_t \right)(f^t - f^{t-1})$
9: $t \leftarrow t + 1$
10: until stopping criterion
\textbf{return:} estimate of the scattering potential $f^t$.

Algorithm 3 Error backpropagation for $\nabla D(f)$.

\textbf{input:} Image $f \in \mathbb{R}^N$, measurements $y \in \mathbb{C}^M$, input wave field $u_{in} \in \mathbb{C}^N$.
1: $(z, \tilde{u}, \{s^k\}, \{\gamma_k\}, \{\mu_k\}) \leftarrow$ run Algorithm 1
2: $q^{K+1} \leftarrow 0$
3: $q^K \leftarrow \text{diag}(f)^H H^H (z - y)$
4: $r^K \leftarrow \text{diag}(\tilde{u})^H H^H (z - y)$
5: for $k \leftarrow K$ to 1 do
6: \hfill $S^k \triangleq I - \gamma_k A^H A$
7: \hfill $T^k \triangleq \text{diag}(G^H (A s^k - u_{in}))^H + \text{diag}(s^k)^H G^H A$
8: \hfill $q^{k-1} \leftarrow (1 - \mu_k) S^k q^k + \mu_{k+1} S^{k+1} q^{k+1}$
9: \hfill $r^{k-1} \leftarrow r^k + \gamma_k T^k q^k$
\textbf{return:} $\nabla D(f) = \text{Re}\{r^0\}$ the gradient in Eq. (7.10).

the scattered field with respect to the object. We solve this by providing an explicit formula, based on error backpropagation [20].

7.3.1 Image Reconstruction

We formulate image reconstruction as the following optimization problem

$$\hat{f} = \arg\min_{f \in \mathbb{R}^N} \{ D(f) + \tau R(f) \},$$

(7.8a)
where
\[
D(f) \triangleq \frac{1}{2} \| y - z(f) \|_2^2 \quad \text{and} \quad (7.8b)
\]
\[
R(f) \triangleq \sum_{n=1}^{N} \| Df \|_\ell_2 = \sum_{n=1}^{N} \sqrt{\sum_{d=1}^{D} |D_d f_n|^2}. \quad (7.8c)
\]

The data-fidelity term $D$ measures the discrepancy between the actual measurements $y$ and the ones predicted by our scattering model $z$. The function $R$ is the isotropic TV regularizer and the parameter $\tau > 0$ controls the strength of the regularization, where $D : \mathbb{R}^N \rightarrow \mathbb{R}^{N \times D}$ is the discrete gradient operator with matrix $D_d$ denoting the finite difference operation along dimension $d$.

The image can then be formed iteratively using a first order method such as ISTA [63, 49, 13]
\[
f^t \leftarrow \text{prox}_{\gamma \tau R} \left( f^{t-1} - \gamma \nabla D (f^{t-1}) \right), \quad (7.9)
\]
for $t = 1, 2, 3, \ldots$ or its accelerated variant FISTA [12] summarized in Algorithm 2. Note that the algorithm relies on the definition of the quadratic upper bound
\[
Q_{\gamma}(x, y) \triangleq D(y) + \nabla D(y)^T (x - y) + \frac{1}{2\gamma} \| x - y \|_2^2 + \tau R(x)
\]
for setting the step-size parameter $\gamma > 0$ using the line search. The operator $\text{prox}_{\gamma \tau R}$ denotes the proximity operator, and for isotropic TV it can be efficiently evaluated [11, 94]. Finally, an efficient implementation of the imaging algorithm requires the gradient of the data-fidelity term
\[
\nabla D(f) = \text{Re} \left\{ \left[ \frac{\partial}{\partial f} \right]^{\text{H}} (z(f) - y) \right\}, \quad (7.10)
\]
which can be evaluated explicitly using Algorithm 3.

The mathematical derivation of Algorithm 3 is given in Appendix C. It is similar to the derivation of the standard backpropagation used in deep learning [20, 109]. Figure 7.3 visually illustrates the steps required for the forward model and backpropagation computations in Algorithm 1 and Algorithm 3, respectively. In particular, Figure 7.3(a) and Figure 7.3(b) illustrate the way intermediate iterates are combined during the $K$ forward iterations and the schematic of a single iteration, respectively. Similarly, Figure 7.3(c) and Figure 7.3(d) illustrate the computation of intermediate iterates in $K$ backward iterations and the schematic of a single such iteration, respectively. Note that the algorithm does not need to explicitly store the matrices, as they can be implemented as convolutions using the fast Fourier transform (FFT) algorithm. Thus the memory required for the algorithm only includes the storage of iterate vectors in Algorithm 3. The overall per iteration complexity of SEAGLE for each illumination is $O(KN \log N)$ where $K$ is the number of AGM terms and $N$ is the dimension of the imaging domain.
One of the key benefits of SEAGLE is that it offers high levels of parallelism making it well suited for GPU implementations. In particular, computations can be treated independently in parallel for each illumination, which greatly reduces the computational cost of image formation. It is possible to further reduce the cost of each imaging iteration, by considering the incremental variant of Algorithm 2 that processes only a subset of illuminations at each iteration [17].

While the theoretical convergence of FISTA is difficult to analyze for nonconvex functions, it is often used as a faster alternative to the standard gradient-based methods in the context deep learning and broader machine learning [24, 128, 25]. In fact, we observed that our method reliably converges and achieves excellent results on a wide array of problems, as reported in Section 7.4.

7.4 Experimental Evaluation

We now present the results of validating our method on analytically obtained scattering data for simple scenarios, scattering data obtained with a high-fidelity simulator, and experimentally collected data from the public dataset [67]. Note that all the image reconstruction results reported in this section rely on TV regularization.

7.4.1 Validation on analytic data

In the first set of experiments, we validated our forward model for two simple objects where analytic expressions of the scattered wave exist: a two-dimensional point source scattered by a cylinder, and a three-dimensional point source scattered by a sphere. The expressions are derived following the mathematical formalism in [86], which we review in Appendix D for completeness. As illustrated in Figures 7.4(a) and (b), in both cases, the objects have diameters equal to 6 wavelengths. The wavelength is set to 74.9 mm, the source is placed 1 m away from the center of the objects, the grid size is set to 4.8 mm (6 mm), and there are 250 points (128 points) along each axis in 2D (3D). The contrast of an object is defined as \( \max(|f|)/k_b^2 \). In Figures 7.4(b) and (d), we quantitatively evaluate the performance of our forward model with the normalized error defined as

\[
\text{normalized error} \triangleq \frac{\|\hat{u} - u_{\text{true}}\|_2^2}{\|u_{\text{true}}\|_2^2},
\]

where \( \hat{u} \) is the solution of Eq. (7.5) and \( u_{\text{true}} \) is the analytic expression. For comparison, we additionally provide the performance of the first-Born (FB) and Rytov approximations at 20% contrast. In Fig. 7.4(e) and 7.4(f), we demonstrate a visual comparison between the analytic expression and the result of our model. In 2D, the forward computations took 0.03, 0.18, 0.62, 1.3, 4.4, and 14.4 seconds for 5%, 10%, 20%, 30%, 50%, and 100% contrast levels, respectively. Similarly, in 3D, the computations took 2.1, 7.7, 32, 200, and 981.7 seconds for the same contrast levels. Overall, we observed that, by allowing for a large enough value
of $K$, our forward model can match the analytically obtained field with arbitrarily high precision. The actual value of $K$ depends on the severity of multiple scattering and must be adapted on the basis of the application of interest. For example, we observed that for objects closely resembling biological samples, one generally requires $10 \leq K \leq 30$.

7.4.2 Validation on simulated data

We next validated the proposed technique for reconstructing the Shepp-Logan phantom in an ill-posed, strongly scattering, and compressive regime ($M = 25 \times 338$ and $N = 250 \times 250$). Specifically, we consider the setup in Fig. 7.2 where the scattered wave measurements are generated with an FDTD simulator. The object is of size $84.9 \text{ cm} \times 113 \text{ cm}$. We place two linear detectors on either side of the phantom at a distance of $95.9 \text{ cm}$ from the center of the object. Each detector has 169 sensors placed with a spacing of $3.84 \text{ cm}$. The transmitters are
positioned on a line 48.0 cm left to the left detector. They are spaced uniformly in azimuth with respect to the center of the phantom (every 5° within ±60°). We set up a 120 cm × 120 cm square area for reconstructing the object, with pixel size 0.479 cm. The wavelength of the illuminating light is 7.49 cm.

We compare results of our approach against three alternative methods. We regularize the solution of all the methods with TV. As the first reference method, we consider the solution of the linearized model based on FB, which is known to be valid only for weakly scattering objects. Additionally, we consider an inverse scattering approach that is based on the Rytov approximation, which is known to be more robust to moderate levels of scattering. Finally, we consider a popular optimization scheme extensively used in optical imaging and FWI, denoted AM for alternating minimization, for strongly scattering objects that iteratively alternates between updating the contrast function for a fixed field and updating the field for a fixed contrast function [186, 39, 15]. All three methods minimize the same error functional; however, each method relies on a distinct forward model. Image reconstruction in all the approaches was done using FISTA with TV regularizer that was empirically set for the best performance. The order of SEAGLE’s forward model is set to $K = 120$, but Algorithm 1 may terminate earlier when the objective function Eq. (7.5) is below $\delta_{\text{tol}} = 5 \times 10^{-7} \|u_{\text{in}}\|_{L^2}^2$.

Figure 7.5 summarizes the normalized error performance $\|\hat{f} - f\|_{L^2}^2/\|f\|_{L^2}^2$, where $f$ and $\hat{f}$ denote the true and estimated object, of all the methods for various contrast levels between 1% and 15%. The results confirm that while all the methods yield good performance at low contrasts, the performance of linearized methods, FB and Rytov, degenerate as contrast levels increase. One can also observe that the performance of AM is similar to SEAGLE for low to moderate contrast levels, but SEAGLE outperforms AM for higher contrasts. In fact, we generally observed that the performance of AM rapidly degenerates for very high contrast levels, while the performance of SEAGLE is relatively stable.

Figure 7.6 summarizes the performance of the same methods for the contrast level of 20%. We have omitted the result of AM as the method was not able to reconstruct the image at this high contrast level. The figure additionally provides quantitative performance...
evaluation in terms of data fit

\[
\text{normalized data fit } \triangleq \frac{D(\hat{f})}{D(0)} = \frac{\|z(\hat{f}) - y\|_2^2}{\|y\|_2^2}.
\]  

Simulation results corroborate the benefit of using the proposed method for strongly scattering objects. It can be seen that, due to the ill-posed nature of the measurements, the reconstructed images suffer from missing frequency artifacts [161]. However, the proposed method is still able to accurately capture most features of the object while the linear methods fail to do so. Note also, that our method was initialized with the background value of the dielectric permittivity, \(\epsilon_0 = 1\), and that it takes fewer than 50 FISTA iterations for converging to a stationary point (see convergence plot in Figure 7.6(f)). It took SEAGLE about 1.5 seconds on average to process an illumination at each FISTA iteration.
7.4.3 Validation on experimental data

We apply our method to three objects from the public dataset provided by the Fresnel institute [68]: FoamDielExtTM, FoamDielIntTM, and FoamTwinDielTM. These objects are placed in a region of size 15 cm × 15 cm at the center of a circular rim of radius 1.67 m and measured using 360 detectors and 8 transmitters evenly distributed on the rim. The number of transmitters is increased to 18 for FoamTwinDielTM and are also uniformly spaced. In all cases, only one transmitter is turned on at a time, while 241 detectors are used for each transmitter by excluding 119 detectors that are closest to the transmitter. While the full data contains multiple frequency measurements, we only use the data corresponding to the 3 GHz. As before, we compare the result of our method with the first-Born and Rytov approximations, as well as AM, all regularized with TV. We set the highest order of SEAGLE terms to $K = 200$ and the TV regularization to $\tau = 0.25 \times 10^{-8} \|y\|_{L_2}^2$, and run the image formation algorithm for 40 FISTA iterations. The reconstruction was initialized with the background value of the dielectric permittivity, which in this case corresponds to $\epsilon_b = 1$.

Figure 7.7 summarizes the imaging results on the experimental data. The quantitative evaluation is performed using the same metrics as before. The results show that our method successfully captures the shape of the objects, as well as the value of the permittivity. Both
first Born and Rytov approximations underestimate the permittivity. One can also see that the data-fit error for both of the linear forward models remain high as iterations progress. On the other hand, the object reconstructed by the proposed method closely agrees with the measured data (see rightmost column in Figure 7.7). It took the proposed method about 6.59 seconds on average to process an illumination at each FISTA iteration.

Figure 7.8 illustrates the performance of our method when using a limited number of measured data. In particular, we consider the reconstruction of the same three objects, but reduce the number of measurements for each transmission using regular downsampling by factors of $2, 4, 8, 16, 32, 64$, and $128$. The full dataset consists of 8 transmissions with 241 measurements each; a factor of 128 downsampling reduces to 8 transmissions with 2 measurements each. The size of the reconstructed image is set to $320 \times 320$ pixels. The reconstruction performance is quantified as

$$\text{SNR (dB)} \triangleq 10 \log_{10} \left( \frac{\|f_{\text{ref}}\|_2^2}{\|f - f_{\text{ref}}\|_2^2} \right),$$

(7.13)

where $f_{\text{ref}}$ is the reconstructed image with all the measured data (see Figure 7.7). The visual illustration is provided for $\text{FoamDielExtTM}$ in Figure 7.1. This result highlights the stability of the proposed method to subsampling and experimental noise, even at highly nonlinear scattering scenarios.

Note that several other methods have been tested on this dataset [2, 10, 47, 55, 60]. Qualitative comparison of our results in Figure 7.7 with the results of those methods indicates that our approach achieves comparable performance using only a fraction of data (i.e., a single frequency with possible subsampling). Additionally, we observe a reliably stable and fast convergence starting from the initialization to the background permittivity, which is desirable in strongly scattering regimes.
7.5 Conclusion

In conclusion, we have demonstrated a nonconvex optimization technique for solving nonlinear inverse scattering problems. We have applied the technique to simulated and experimentally measured data in microwave frequencies. The scattering was modeled iteratively as a series expansion with Nesterov’s accelerated-gradient method. By structuring the expansion as a recursive feedforward network, we derived a backpropagation formula for evaluating the gradient that can be used for fast iterative image reconstruction. The algorithm yields images of better quality than methods using linear forward models and is competitive with state-of-the-art inverse scattering approaches, tested on the same dataset. While the optimization problem is not convex, we have observed that the algorithm converges reliably within 100 iterations from a constant initialization of the permittivity. Our approach provides a promising framework for active correction of scattering in various applications and has the potential of significantly increasing the resolution and robustness when imaging strongly scattering objects.
Appendix A

Derivation of Wigner Function Formulae

A.1 Definitions of the Wigner Function

To transform Eq. (2.2) into Eq. (2.3), we first plug the Fourier transform of the field into Eq. (2.2), resulting in

\[
W(r, u) = \iint \left\langle \int\int E^* \left( r'' \right) e^{j2\pi r'' \cdot \left( u - \frac{\Delta u}{2} \right)} d^2 r'' \int\int E \left( r' \right) e^{-j2\pi r' \cdot \left( u + \frac{\Delta u}{2} \right)} d^2 r' \right\rangle e^{j2\pi r \cdot \Delta u} d^2(\Delta u)
\]

\[
= \iiint \left( \int\int e^{j2\pi \left( r - \frac{r' + r''}{2} \right) \cdot \Delta u} d^2(\Delta u) \right) \left\langle E^* \left( r'' \right) E \left( r' \right) \right\rangle e^{-j2\pi \left( r' - r'' \right) \cdot u} d^2 r'' d^2 r'
\]

\[
= \iiint \delta \left( r - \frac{r' + r''}{2} \right) \left\langle E^* \left( r'' \right) E \left( r' \right) \right\rangle e^{-j2\pi \left( r' - r'' \right) \cdot u} d^2 r'' d^2 r'
\]  \hspace{1cm} (A.1)

where

\[
\delta(r) = \iint \exp(j2\pi u \cdot r) d^2 u
\]

is the 2D Dirac delta function. After a change of variables \( r''' = \frac{r' + r''}{2} \) and \( \Delta r = r' - r'' \) (the Jacobian of this change is 1), we have

\[
W(r, u) = \iiint \delta \left( r - r''' \right) \left\langle E^* \left( \frac{r'' - \Delta r}{2} \right) E \left( \frac{r''' + \Delta r}{2} \right) \right\rangle e^{-j2\pi u \cdot \Delta r} d^2 r''' d^2(\Delta r)
\]

\[
= \iint \left\langle E^* \left( r - \frac{\Delta r}{2} \right) E \left( r + \frac{\Delta r}{2} \right) \right\rangle e^{-j2\pi u \cdot \Delta r} d^2(\Delta r), \hspace{1cm} (A.2)
\]

which is the desired Eq. (2.3).

The connection to Intensity(\( r \)) is easily seen from Eq. (2.3) whose exponential term becomes \( \delta(\Delta r) \) after taking the integral over \( u \), while the connection to Spectrum(\( u \)) is easily seen from Eq. (2.2) whose exponential term becomes \( \delta(\Delta u) \) after taking the integral over \( r \).
A.2 Propagation of the Wigner function

In Sec. 2.4 we introduce the propagation operator of the Wigner distribution \( W(r, u) \). Let \( W_{\Delta z}(r, u) \) denote the Wigner distribution of a partially coherent field propagated by \( \Delta z \), and let \( W_0(r, u) \) denote the original one. The propagation operator states

\[
W_{\Delta z}(r, u) = P_{\Delta z} W_0(r, u) = \int \int W_0(r', u) \delta(r - r' - \lambda \Delta z u / n_r) \, d^2 r'. \tag{A.3}
\]

**Proof:**

From the definition of the Wigner function given by Eq. (2.2)

\[
W(r, u) = \int \int \langle \tilde{E}^* \left( u - \frac{\Delta u}{2} \right) \tilde{E} \left( u + \frac{\Delta u}{2} \right) \rangle e^{j2\pi r \cdot \Delta u} \, d^2(\Delta u),
\]

we propagate each of the coherent mode of the electric field by a distance \( \Delta z \). The Fresnel kernel [72] is used to propagate each of the coherence modes

\[
\tilde{E}(u; z = \Delta z) = \tilde{E}(u; z = 0) \exp \left( j2\pi \frac{\Delta z}{\lambda / n_r} - j\pi (\lambda / n_r) \Delta z \|u\|^2 \right). \tag{A.4}
\]

Here \( n_r \) is the refractive index of background medium and \( \lambda \) is the wavelength in vacuum. The propagated field is connected to the original field by

\[
\tilde{E}^* \left( u - \frac{\Delta u}{2}; z = \Delta z \right) \tilde{E} \left( u + \frac{\Delta u}{2}; z = \Delta z \right) \\
= \tilde{E}^* \left( u - \frac{\Delta u}{2}; z = 0 \right) \tilde{E} \left( u + \frac{\Delta u}{2}; z = 0 \right) \exp \left( -j\pi (\lambda / n_r) \Delta z (\|u - \frac{\Delta u}{2}\|^2 + \|u + \frac{\Delta u}{2}\|^2) \right) \\
= \tilde{E}^* \left( u - \frac{\Delta u}{2}; z = 0 \right) \tilde{E} \left( u + \frac{\Delta u}{2}; z = 0 \right) \exp \left( -j\pi (\lambda / n_r) \Delta z (2u \cdot \Delta u) \right). \tag{A.5}
\]

Plug Eq. (A.5) to Eq. (2.2) and notice that we can pull the transfer function of the Fresnel kernel out of the ensemble average because it is the same for all coherence component. We have the Wigner function at \( z = \Delta z \) expressed as

\[
W_{\Delta z}(r, u) = \int \int \langle \tilde{E}^* \left( u - \frac{\Delta u}{2}; z = 0 \right) \tilde{E} \left( u + \frac{\Delta u}{2}; z = 0 \right) \rangle e^{j2\pi (r - (\lambda \Delta z / n_r) u) \cdot \Delta u} \, d^2(\Delta u) \\
= W_0 \left( r - \frac{\lambda \Delta z}{n_r} u, u \right) \\
= \int \int W_0 (r', u) \delta \left( r - \frac{\lambda \Delta z}{n_r} u - r' \right) \, d^2 r'. \tag{A.6}
\]

Q.E.D.
Appendix B

Volumetric Scattering Model

B.1 Deriving the model

In this appendix, we will derive an important formula that accounts for the volumetric scattering, Eq. (6.4),

\[ W_\infty(r, u) = \lim_{N \to \infty} W_N(r, u) = \frac{n_r^2}{2\pi \lambda^2 \ell^2 \sigma^2} \exp \left( -\frac{n_r^2}{2\lambda^2 \ell^2 \sigma^2} (r - r_s - \lambda u/n_r)^2 \right). \]

Here we use the propagation operator (Eq. (2.8))

\[ \mathcal{P}_{\Delta z} W(r, u) = \int \int W(r', u) \delta(r - r' - \lambda \Delta z u/n_r) \, d^2r', \]

and the in-place diffusing operator (Eq. (6.2))

\[ \mathcal{D}_{\sigma, N} W(r, u) = \int \int W(r, u') \frac{N}{6\pi \sigma^2} \exp \left( -\frac{N}{6\sigma^2} (u - u')^2 \right) \, d^2u'. \]

However, in order to avoid the seemingly arbitrary number 6 in Eq. (6.2) and to show the necessity of model correction, we use a parameter \( \alpha \) in the diffusing operator instead. It will later be identified to a proper number such that we obtain the current form of Eq. (6.4). The diffusing operator used in the derivation is then

\[ \mathcal{D}_\alpha W(r, u) = \int \int W(r, u') \frac{1}{2\pi \alpha^2} \exp \left( -\frac{1}{2\alpha^2} (u - u')^2 \right) \, d^2u'. \]  

(B.1)

Derivation:

Let us start with Eq. (6.3) and use \( \lambda' \) to denote \( \lambda/n_r \).

\[ W = \mathcal{D}_\alpha \mathcal{P}_{\ell} \mathcal{D}_\alpha \mathcal{P}_{\ell} \ldots \mathcal{D}_\alpha \mathcal{P}_{\ell} W_s \]  

(B.2)
Here \( \ell \) is the depth of diffusing volume. We evaluate this step-by-step to discover the pattern.

\[
\left[ \mathcal{D}_\alpha \mathcal{P}_{\frac{\ell}{N}} W_s \right] (r'', u'') = \int \frac{1}{2\pi\alpha^2} \exp \left( -\frac{||u'' - u'||^2}{2\alpha^2} \right) \int \delta(r'' - r' - \lambda' \ell/N) W_s(r', u') \, d^2r' d^2u'
\]

\[
= \int \frac{1}{2\pi\alpha^2} \exp \left( -\frac{||u'' - u'||^2}{2\alpha^2} \right) W_s(r'' - \lambda' \ell/N, u') \, d^2u'
\]

\[
\left[ \mathcal{D}_\alpha \mathcal{P}_{\frac{\ell}{N}} \mathcal{D}_\alpha \mathcal{P}_{\frac{\ell}{N}} W_s \right] (r''', u''')
\]

\[
= \int \frac{1}{2\pi\alpha^2} \exp \left( -\frac{||u''' - u''|^2}{2\alpha^2} \right) \int \delta(r''' - r'' - \lambda' \ell/N) \int \frac{1}{2\pi\alpha^2} \exp \left( -\frac{||u'' - u'||^2}{2\alpha^2} \right) \cdot \]

\[
W_s(r'' - \lambda' \ell/N, u', u') \, d^2u' d^2r'' d^2u''
\]

\[
= \int \int \left( \frac{1}{2\pi\alpha^2} \right)^2 \exp \left( -\frac{||u'' - u'||^2 + ||u''' - u''|^2}{2\alpha^2} \right) W_s(r''' - \lambda' \ell/N (u' + u''), u') \, d^2u' d^2u''
\]

After applying \( N \) pairs of operations, we arrive

\[
\left( \mathcal{D}_\alpha \mathcal{P}_{\frac{\ell}{N}} \right)^N W_s = \int \cdots \int \left( \frac{1}{2\pi\alpha^2} \right)^N \exp \left( -\sum_{i=1}^{N} \frac{||u^{(i+1)} - u^{(i)}||^2}{2\alpha^2} \right) \cdot \]

\[
W_s \left( r^{(N+1)} - \frac{\lambda' \ell N}{N} \sum_{i=1}^{N} u^{(i)}, u' \right) \, d^2u' d^2u'' \cdots d^2u^{(N)}
\]

(B.5)

The last expression \( \left( \mathcal{D}_\alpha \mathcal{P}_{\ell/N} \right)^N W_s \) is a function of \( r^{(N+1)} \) and \( u^{(N+1)} \), which we redefined as

\[
\begin{align*}
    r &= r^{(N+1)} \\
    u &= u^{(N+1)}.
\end{align*}
\]

Next we plug in the Wigner function for a point source at \( r_s \)

\[
W_s(r', u') = \delta(r' - r_s)
\]

(B.6)

We have

\[
\left( \mathcal{D}_\alpha \mathcal{P}_{\frac{\ell}{N}} \right)^N W_s = \left( \frac{1}{2\pi\alpha^2} \right)^N \int \cdots \int \exp \left( -\sum_{i=1}^{N} \frac{||u^{(i+1)} - u^{(i)}||^2}{2\alpha^2} \right) \cdot \]

\[
\delta \left( r - r_s - \frac{\lambda' \ell}{N} \sum_{i=1}^{N} u^{(i)} \right) \, d^2u' d^2u'' \cdots d^2u^{(N)}
\]

(B.7)
APPENDIX B. VOLUMETRIC SCATTERING MODEL

The expression above is separable for \( x \) and \( y \) direction. So we focus on \( x \) part first and multiply the result for \( y \) at the end. The \( x \) part of Eq. (B.7), denoted by \( I_x \), is

\[
I_x = \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int \exp \left( -\sum_{i=1}^{N} \frac{(u_x^{(i)} - u_x^{(i+1)})^2}{2\alpha^2} \right) \delta \left( x - x_s - \lambda \ell \frac{N}{\lambda \ell} \sum_{i=1}^{N} u_x^{(i)} \right) \, du_x' du_x'' \cdots du_x^{(N)}
\]

\[
= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int \exp \left( -\sum_{i=1}^{N} \frac{(u_x^{(i)})^2}{2\alpha^2} \right) \delta \left( x - x_s - \sum_{i=1}^{N} u_x^{(i)} \right) \, du_x' du_x'' \cdots du_x^{(N)}
\]

(B.8)

For simplicity, we let \( \xi \) denote

\[
\xi = \frac{N}{\lambda \ell} (x - x_s).
\]

(B.9)

In order to solve this integral, we also make a change of variables

\[
w^{(i)} = u_x^{(i)} - u_x^{(i+1)}
\]

for \( i = 2 \ldots N \). Note that \( w^{(N)} = u_x^{(N)} - u_x \) contains only an independent variable \( u_x^{(N)} \) before this transformation and that the Jacobian of this transformation is 1.

\[
I_x = \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int \exp \left( -\sum_{i=2}^{N} \frac{(w^{(i)})^2}{2\alpha^2} \right) \exp \left( -\frac{(u_x' - u_x'')^2}{2\alpha^2} \right) \delta \left( \xi - \sum_{i=1}^{N} u_x^{(i)} \right) \, du_x' du_x'' \cdots du_x^{(N)}
\]

\[
= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int \exp \left( -\sum_{i=2}^{N} \frac{(w^{(i)})^2}{2\alpha^2} \right) \exp \left( -\frac{(\xi - (\sum_{i=2}^{N} u_x^{(i)})^2}{2\alpha^2} \right) \, du_x'' \cdots du_x^{(N)}
\]

\[
= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int \exp \left( -\sum_{i=2}^{N} \frac{(w^{(i)})^2}{2\alpha^2} \right) \exp \left( -\frac{(\xi - 2u_x'' - (\sum_{i=2}^{N} u_x^{(i)})^2}{2\alpha^2} \right) \, dw'' \cdots dw^{(N)}
\]

\[
= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int \exp \left( -\sum_{i=2}^{N} \frac{(w^{(i)})^2}{2\alpha^2} \right) \exp \left( -\frac{(\xi - 2w'' - 3u_x'' - (\sum_{i=3}^{N} u_x^{(i)})^2}{2\alpha^2} \right) \, dw'' \cdots dw^{(N)}
\]
APPENDIX B. VOLUMETRIC SCATTERING MODEL

We then replace all the $u_x^{(i)}$ by the change of variable and arrive at the following formula

$$I_x = \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int \exp \left( -\sum_{i=2}^{N} (w^{(i)})^2 \right) \cdot \exp \left( \frac{-\left( \xi - 2w'' - 3w''' - \ldots - Nw^{(N)} - Nu_x^{(N+1)} \right)}{2\alpha^2} \right) \cdot dw'' \cdots dw^{(N)}$$

$$= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int \exp \left( -\sum_{i=2}^{N} (w^{(i)})^2 \right) \cdot \exp \left( \frac{-\left( \xi - Nu_x - \sum_{\ell=2}^{N} \ell w^{(\ell)} \right)}{2\alpha^2} \right) .$$

(B.11)

**Integral over $w''$**

Now let us consider the integration over $w''$ to discover the pattern that show up in the integration. Here we use color to keep track the factor that is due to the coefficient of $w''$ inside the summation.

$$= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int dw'' \cdots dw^{(N)} \exp \left( -\sum_{i=3}^{N} (w^{(i)})^2 \right) \exp \left( -\frac{(w'')^2 + \left( \xi - Nu_x - \sum_{\ell=3}^{N} \ell w^{(\ell)} - 2w'' \right)^2}{2\alpha^2} \right)$$

$$= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int dw'' \cdots dw^{(N)} \exp \left( -\sum_{i=3}^{N} (w^{(i)})^2 \right) \exp \left( -\frac{(2^2 + 1)(w'')^2 - 2 \cdot 2w''(\xi - Nu_x - \sum_{\ell=3}^{N} \ell w^{(\ell)}) + (\xi - Nu_x - \sum_{\ell=3}^{N} \ell w^{(\ell)})^2}{2\alpha^2} \right)$$

$$= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi \alpha^2}} \int \cdots \int dw'' \cdots dw^{(N)} \exp \left( -\sum_{i=3}^{N} (w^{(i)})^2 \right) \exp \left( -\frac{(2^2 + 1)(w'')^2 - 2 \cdot \frac{2w''}{2^2+1}(\xi - Nu_x - \sum_{\ell=3}^{N} \ell w^{(\ell)}) + \frac{1}{2^2+1}(\xi - Nu_x - \sum_{\ell=3}^{N} \ell w^{(\ell)})^2}{2\alpha^2} \right)$$

(B.12)
Complete the square for $w''$ in the numerator of the exponent, the numerator becomes
\[
\left( w'' - \frac{2}{2^2 + 1} (\xi - N u_x - \sum_{\ell=3}^{N} \ell w^{(\ell)}) \right)^2 + \left( -\left( \frac{2}{2^2 + 1} \right)^2 + \frac{1}{2^2 + 1} \right) \left( \xi - N u_x - \sum_{\ell=3}^{N} \ell w^{(\ell)} \right)^2 
\]
\[
= \left( w'' - \frac{2}{2^2 + 1} (\xi - N u_x - \sum_{\ell=3}^{N} \ell w^{(\ell)}) \right)^2 + \left( -\frac{2^2 + 2^2}{(2^2 + 1)^2} + \frac{1}{2^2 + 1} \right) \left( \xi - N u_x - \sum_{\ell=3}^{N} \ell w^{(\ell)} \right)^2 
\]
\[
= \left( w'' - \frac{2}{2^2 + 1} (\xi - N u_x - \sum_{\ell=3}^{N} \ell w^{(\ell)}) \right)^2 + \frac{1}{(2^2 + 1)^2} \left( \xi - N u_x - \sum_{\ell=3}^{N} \ell w^{(\ell)} \right)^2 \tag{B.13}
\]
Hence the integration over $w''$ is separated and can be carried out as
\[
\int \exp \left[ -\left( \frac{2^2 + 1}{2\alpha^2} \right) \left( w'' - \frac{2}{2^2 + 1} (\xi - N u_x - \sum_{\ell=3}^{N} \ell w^{(\ell)}) \right)^2 \right] \, dw'' = \sqrt{\frac{2\pi\alpha^2}{2^2 + 1}} \tag{B.14}
\]
Plugging Eq. (B.14) into $I_x$ (Eq. (B.12)) we have,
\[
I_x = \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi\alpha^2}} \sqrt{\frac{1}{2^2 + 1}} \int \ldots \int d w^{(\ell)} \ldots d w^{(N)} \exp \left( -\frac{\sum_{i=3}^{N} (w^{(i)})^2}{2\alpha^2} \right) \exp \left( -\frac{(\xi - N u_x - \sum_{\ell=3}^{N} \ell w^{(\ell)})^2}{2\alpha^2(2^2 + 1)} \right) \tag{B.15}
\]
**Mathematical induction**

Equation Eq. (B.15) sheds light on the form of completing the square of one of $w^{(\ell)}$'s. Let us rewrite Eq. (B.11) for a comparison with Eq. (B.15)
\[
I_x = \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi\alpha^2}} \int \ldots \int d w^{(\ell)} \ldots d w^{(N)} \exp \left( -\sum_{i=2}^{N} (w^{(i)})^2 \right) \exp \left( -\frac{(\xi - N u_x - \sum_{\ell=2}^{N} \ell w^{(\ell)})^2}{2\alpha^2} \right) 
\]
From the comparison, we hypothesize that after $d w^{(k)}$ is integrated, the formula of $I_x$ becomes
\[
I_x = \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi\alpha^2}} \sqrt{\frac{1}{\sum_{i=1}^{k} i^2}} \int \ldots \int d w^{(k+1)} \ldots d w^{(N)} \exp \left( -\frac{\sum_{i=k+1}^{N} (w^{(i)})^2}{2\alpha^2} \right) \exp \left( -\frac{(\xi - N u_x - \sum_{\ell=k+1}^{N} \ell w^{(\ell)})^2}{2\alpha^2(\sum_{i=1}^{k} i^2)} \right) \tag{B.16}
\]
Eq. (B.15) is an instance $k = 2$ of Eq. (B.16).

Let us derive the case for $k + 1$, that is, when $d w^{(k+1)}$ is integrated. We consider the following useful square completing

\[
\left(\sum_{i=1}^{K-1} i^2\right) w^2 + (A - K w)^2
\]

\[
= \left(\sum_{i=1}^{K} i^2\right) w^2 - 2KwA + A^2
\]

\[
= \left(\sum_{i=1}^{K} i^2\right) \left( w - \frac{2KA}{\left(\sum_{i=1}^{K} i^2\right)} \right)^2 + \frac{K^2A^2}{\left(\sum_{i=1}^{K} i^2\right)^2} - \frac{K^2A^2}{\left(\sum_{i=1}^{K} i^2\right)^2} + \frac{1}{\left(\sum_{i=1}^{K} i^2\right)} A^2
\]

\[
= \left(\sum_{i=1}^{K} i^2\right) \left( w - \frac{KA}{\left(\sum_{i=1}^{K} i^2\right)} \right)^2 + \sum_{i=1}^{K} i^2 A^2
\]

Taking $w^{(k+1)}$ from the first exponent to the second one in Eq. (B.16), we have

\[
I_x = \left(\frac{N}{\lambda\ell}\right) \sqrt{\frac{1}{2\pi\alpha^2}} \sqrt{\frac{1}{\sum_{i=1}^{k} i^2}} \int \cdots \int \, dw^{(k+1)} \cdots dw^{(N)} \exp \left(-\frac{\sum_{i=k+2}^{N}(w_i)^2}{2\alpha^2}\right) \exp \left(-\frac{(\sum_{i=1}^{k} i^2)(w^{(k+1)})^2 + (\xi - Nu_x - (\sum_{\ell=k+2}^{N} \ell w^{(\ell)}) - (k+1)w^{(k+1)})^2}{2\alpha^2(\sum_{i=1}^{k} i^2)}\right)
\]

(B.18)

Applying Eq. (B.17) with

\[
w = w^{(k+1)}, \quad K = k + 1, \quad A = \xi - Nu_x - \sum_{\ell=k+2}^{N} \ell w^{(\ell)},
\]

to Eq. (B.18), we have

\[
I_x = \left(\frac{N}{\lambda\ell}\right) \sqrt{\frac{1}{2\pi\alpha^2}} \sqrt{\frac{1}{\sum_{i=1}^{k+1} i^2}} \int \cdots \int \, dw^{(k+1)} \cdots dw^{(N)} \exp \left(-\frac{\sum_{i=k+2}^{N}(w_i)^2}{2\alpha^2}\right) \exp \left(-\frac{1}{2\alpha^2(\sum_{i=1}^{k} i^2)} \cdot \left(\sum_{i=1}^{k+1} i^2\right) \left( w^{(k+1)} - \frac{(k+1)(\xi - Nu_x - (\sum_{\ell=k+2}^{N} \ell w^{(\ell)})}{\sum_{i=1}^{k+1} i^2} \right)^2\right) \exp \left(-\frac{1}{2\alpha^2(\sum_{i=1}^{k} i^2)} \cdot \left(\sum_{i=1}^{k+1} i^2\right) (\xi - Nu_x - \sum_{\ell=k+2}^{N} \ell w^{(\ell)})^2\right).
\]

(B.19)
Here $w^{(k+1)}$ is singled out and only appears in the middle row. Hence the integral over $w^{(k+1)}$ is to evaluate the integral of the middle row.

$$\int \exp \left( -\frac{1}{2\alpha^2 \left( \sum_{i=1}^{k} i^2 \right)} \left( w^{(k+1)} - \ldots \right)^2 \right) \, dw^{(k+1)} = \sqrt{\frac{2\pi\alpha^2}{\left( \sum_{i=1}^{k} i^2 \right)}}.$$

We have $I_x$

$$I_x = \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi\alpha^2}} \sqrt{\frac{1}{\left( \sum_{i=1}^{k+1} i^2 \right)}} \int \ldots \int \, dw^{(k+2)} \ldots \, dw^{(N)} \exp \left( -\frac{\sum_{i=k+2}^{N} (w^{(i)})^2}{2\alpha^2} \right).$$

$$= \left( \frac{N}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi\alpha^2}} \sqrt{\frac{1}{\left( \sum_{i=1}^{k+1} i^2 \right)}} \int \ldots \int \, dw^{(k+2)} \ldots \, dw^{(N)}$$
$$\exp \left( -\frac{\sum_{i=k+2}^{N} (w^{(i)})^2}{2\alpha^2} \right) \exp \left( -\frac{(\xi - Nu_x - \sum_{\ell=k+2}^{N} \ell w^{(\ell)})^2}{2\alpha^2 (\sum_{i=1}^{k+1} i^2)} \right). \quad (B.20)$$

Eq. (B.20) is the hypothesis Eq. (B.16) with $k$ replaced by $k+1$. Therefore by mathematical induction, the hypothesis holds for $k = 2 \ldots N$. We have the final expression for $I_x$ ($\xi$ defined in Eq. (B.10) and $\lambda' = \lambda/n_r$) to be

$$I_x = \left( \frac{Nn_r}{\lambda \ell} \right) \sqrt{\frac{1}{2\pi\alpha^2}} \sqrt{\frac{1}{N^3 \sum_{i=1}^{N} i^2}} \exp \left( -\frac{(Nu_x - \sum_{\ell=k+2}^{N} \ell w^{(\ell)})^2}{2\alpha^2 (\sum_{i=1}^{N} i^2)} \right). \quad (B.21)$$

**Letting $N \to \infty$**

The identity of $\sum_{i=1}^{N} i^2$ is simplified

$$\sum_{i=1}^{N} i^2 = \frac{N}{6} (N + 1)(2N + 1) \to \frac{N^3}{3}. \quad (B.22)$$

Thus,

$$I_x = \frac{n_r}{\lambda \ell} \sqrt{\frac{N^2}{2\pi\alpha^2}} \cdot \frac{3}{N^3} \exp \left( -\frac{N^2 (n_r/\lambda)(x - x_s - u_x)^2 \cdot 3}{2\alpha^2 N^3} \right) \quad (B.23)$$

$$= \sqrt{\frac{3n_r^2}{2\pi\lambda^2\ell^2N\alpha^2}} \exp \left( -\frac{3n_r^2 (x - x_s - (\lambda/n_r)\ell u_x)^2}{2\lambda^2\ell^2N\alpha^2} \right). \quad (B.24)$$
Combine the $y$ part, we have the resulting Wigner function for a point source diffused by a volume

$$W(r, u) = \frac{3n_r^2}{2\pi\lambda^2\ell^2 N\alpha^2} \exp\left(-\frac{3n_r^2(r - r_s - (\lambda/n_r)\ell u)^2}{2\lambda^2\ell^2 N\alpha^2}\right).$$ \hspace{1cm} (B.25)

Note that we have not determine $\alpha$ yet. If the value of $\alpha$ is set to

$$\alpha = \sqrt{\frac{3}{N}\sigma},$$ \hspace{1cm} (B.26)

Eq. (B.25) becomes

$$W(r, u) = \frac{n_r^2}{2\pi\lambda^2\ell^2 \sigma^2} \exp\left(-\frac{n_r^2(r - r_s - (\lambda/n_r)\ell u)^2}{2\lambda^2\ell^2 \sigma^2}\right),$$ \hspace{1cm} (B.27)

which is the goal formula Eq. (6.4) and the diffusing operator Eq. (B.1) becomes Eq. (6.2). Q.E.D.

### B.2 Correcting the model

The model we derive here has a desirable property that for a longer scattering depth, $\ell$, the Gaussian appears wider. However, setting $\alpha = \sqrt{3/N}\sigma$ is totally arbitrary. This way can achieve convergence of the formula but does not determine the dependence of $\sigma$ on some variables such as $\ell$. If we consider another way to take the number of scattering layers to infinity by controlling the propagation distance $\Delta z \to 0$, the number of pairs in Eq. (B.2) becomes

$$N = \left\lfloor \frac{\ell}{\Delta z} \right\rfloor.$$

We will have Eq. (B.25) becoming

$$W(r, u) = \frac{3n_r^2 \Delta z}{2\pi\lambda^2\ell^3 \alpha^2} \exp\left(-\frac{3n_r^2(r - r_s - (\lambda/n_r)\ell u)^2\Delta z}{2\lambda^2\ell^3 \alpha^2}\right).$$ \hspace{1cm} (B.28)

Here the floor operation is dropped as it has negligible effect after taking the limit $\Delta z \to 0$. In Eq. (B.28), we can set $\alpha$ to

$$\alpha = \sqrt{3\Delta z \bar{\sigma}} = \sqrt{\frac{3\ell}{N}\bar{\sigma}},$$ \hspace{1cm} (B.29)

(using $\bar{\sigma}$ to avoid confusion with $\sigma$), which results in an $\ell$-dependent $\alpha$ and leads to

$$W(r, u) = \frac{n_r^2}{2\pi\lambda^2\ell^3 \bar{\sigma}^2} \exp\left(-\frac{n_r^2(r - r_s - (\lambda/n_r)\ell u)^2}{2\lambda^2\ell^3 \bar{\sigma}^2}\right).$$ \hspace{1cm} (B.30)

This model also has the desirable property of more scattering if source is deeper. It only differs from the previous one by an extra $\ell$ multiplied. Hence the derivation itself is not enough to finalize the formula. We turn to another physical case in order to find out which case, Eq. (B.26) or Eq. (B.29), is correct.
B.2.1 Plane wave case

A plane wave is represented by a delta function in the Wigner function representation [173]. We substitute the delta function with $W_s$ in Eq. (B.2), resulting in

$$W(r, u) = \underbrace{D_\alpha P_\frac{\ell}{N} D_\alpha P_\frac{\ell}{N} \cdots D_\alpha P_\frac{\ell}{N}}_{N \text{ pairs of } DP} \delta(u - u_s)$$

(B.31)

where $u_s$ is the transverse spatial frequency of the incident wave. We substitute $W_s(r, u) = \delta(u - u_s)$ with Eq. (B.5) and obtain

$$\left(D_\alpha P_\frac{\ell}{N}\right)^N W_s = \int \cdots \int \left( \frac{1}{2\pi \alpha^2} \right)^N \exp \left(-\sum_{i=1}^{N} \frac{\|u^{(i+1)} - u^{(i)}\|^2}{2\alpha^2} \right) \delta(u' - u_s) \, d^2u' \cdots d^2u^{(N)}$$

(B.32)

Here $u^{(N+1)}$ is redefined as $u$ as in the previous section. Instead of carrying out the computation ourselves, we find that two unnumbered equations following Eq. (14) of [126]

$$K = \lim_{N \to \infty} \left( \frac{m}{2\pi i \delta} \right)^{N/2} \int \cdots \int dq_1 \cdots dq_{N-1} \exp \left( i \frac{m}{2\delta} \sum_{j=1}^{N} (q_j - q_{j-1})^2 \right)$$

and

$$K = \lim_{N \to \infty} \left( \frac{m}{2\pi i N \delta} \right)^{1/2} e^{im(q' - q)/2N\delta}$$

provide the result of integral. Here $q' = q_N$ and $q = q_0$. Note that the terms inside $\lim_{N \to \infty}$ equal to each other exactly and no simplification due to the limit is applied. After making the following identification,

$$\frac{m}{i\delta} = \frac{1}{\alpha^2}, \quad u_x^{(j)} = q_{j-1}, \quad u_y^{(j)} = q_{j-1},$$

and applying the result from [126] twice (for $u_x$ and $u_y$), Eq. (B.32) becomes

$$\left(D_\alpha P_\frac{\ell}{N}\right)^N W_s = \int \left( \frac{1}{2\pi N \alpha^2} \right) \exp \left(-\frac{\|u - u'\|^2}{2N\alpha^2} \right) \delta(u' - u_s) \, d^2u'$$

(B.33)

Hence the volumetric diffusing operation on a space-independent input Wigner function is **convolving a Gaussian in spatial frequency domain**. However, this equation does not have explicit dependence on the scattering depth! This suggests that

$$\alpha = \alpha(\ell)$$

is indeed a function of scattering depth $\ell$. Fortunately, the resulting formula is still space-independent so we can apply the operation again as if the input wave travels twice as long...
distance.

\[
\left( D_\alpha P_{\frac{\pi}{\pi}} \right)^N \left( D_\alpha P_{\frac{\pi}{\pi}} \right)^N W_s = \int \int \left( \frac{1}{2\pi N\alpha^2} \right)^2 \exp \left( -\frac{\|u - u''\|^2 + \|u'' - u'\|^2}{2N\alpha^2} \right) \delta(u' - u_s) \, d^2u'd^2u''. \tag{B.34}
\]

After completing the square for \( u'' \), we have

\[
\left( D_\alpha P_{\frac{\pi}{\pi}} \right)^N \left( D_\alpha P_{\frac{\pi}{\pi}} \right)^N W_s \nonumber = \int \int \left( \frac{1}{2\pi N\alpha^2} \right)^2 \exp \left( -\frac{2\|u'' - (u + u')/2\|^2}{2N\alpha^2} \right) \exp \left( -\frac{\|u - u'\|^2}{2N\alpha^2 \cdot 2} \right) \delta(u' - u_s) \, d^2u'd^2u'' \nonumber = \int \left( \frac{1}{2\pi N\alpha^2} \right)^2 \left( \frac{\pi N\alpha^2}{\pi\alpha^2} \right) \exp \left( -\frac{\|u - u'\|^2}{2\alpha^2 \cdot 2} \right) \delta(u' - u_s) \, d^2u' \nonumber = \int \left( \frac{1}{2\pi N\alpha^2 \cdot 2} \right) \exp \left( -\frac{\|u - u'\|^2}{2\alpha^2 \cdot 2} \right) \delta(u' - u_s) \, d^2u'. \tag{B.35}
\]

By comparing Eq. (B.33) and Eq. (B.35), we have \( \alpha(2\ell)^2 \) be the part colored red in Eq. (B.35)

\[
\alpha(2\ell)^2 = 2\alpha^2 = 2\alpha(\ell)^2.
\]

Hence we see that Eq. (B.29) satisfies this relation and is the proper formula to use. This suggests that the model associated with the \( \alpha \) in Eq. (B.29), \( \text{i.e.} \) Eq. (B.30), should be used in the place of Eq. (6.4).
Appendix C

Derivation of Error Backpropagation

In this appendix, we provide the derivation of error backpropagation applied to our method. The method essentially computes the gradient of the data-fidelity term. This gradient is a key step of updating the scattering potential in solving the inverse problem. We now present the mathematical derivation of the gradient computation and relate it to Algorithm 3.

The inputs of the error-back propagation are the data mismatch and the intermediate variables ($\{s^k\}, \{\gamma_k\}, \{\mu_k\}, \hat{u} = u^K$) of the forward model computation, and the output is the gradient. Here we follow the differentiation conventions for vectors: $(\frac{\partial u}{\partial f})_{ij} = \frac{\partial u_i}{\partial f_j}$ and $(\nabla_f u)_{ij} = [(\frac{\partial u}{\partial f})^H]_{ij} = \frac{\partial u^*_i}{\partial f_j}$. All boldface lower-case variables are column vectors.

Let us begin with the gradient of $\mathcal{D} = \frac{1}{2}\|z - y\|^2$.

$$
\nabla_f \mathcal{D} = \frac{1}{2} \nabla_f [(z - y)^H(z - y)]
= \frac{1}{2} [\nabla_f z(z - y) + ((z - y)^H(\nabla_f z)^H)^T]
= \text{Re} \{\langle \nabla_f z(z - y) \rangle \}. \tag{C.1}
$$

This can be evaluated by applying the chain rule to $\nabla_f z$ and all the variables composing $z$. The equations leading from the initialization all the way to $z$ are listed below:

$$
\begin{align*}
z &= u_{in} + H \text{diag}(f) u^K \\
s^k &= (1 - \mu_k) u^{k-1} + \mu_k u^{k-2} \\
u^k &= s^k - \gamma_k A^H (A s^k - u_{in}),
\end{align*}
$$

for $k = 1, \ldots, K$, where $A \triangleq I - G \text{diag}(f)$, and $u^{-1} = u^0$. It is worth noting that, while the step-size $\gamma_k$ also depends on $f$, we ignore this dependency to simplify the computation. The rationale for this simplification is that the step-size can be replaced by a fixed one. Furthermore, in practice, $\gamma_k$ attains a stationary value for large enough $k$, which indicates that this simplification has a negligible effect on backpropagation.
C.1 Initialization of backpropagation

The initialization in Algorithm 3 is obtained by differentiating the first of the above equations with respect to \( f \). With \( \text{diag}(f)u = \text{diag}(u)f \), we have

\[
\nabla_f z = \left[ H \frac{\partial f}{\partial f} \text{diag}(u^K) + H \text{diag}(f) \frac{\partial u^K}{\partial f} \right]^H \\
= \text{diag}(u^K)H^H + (\nabla_f u^K)\text{diag}(f)H^H \tag{C.2}
\]

The first term gives the remainder that contributes to the final result while the second term gives the vector that multiplies with \( \nabla_f u^K \). For convenience, we define two sets of vectors:

- \( q^K \): the vector that multiplies with \( \nabla_f u^K \)
- \( r^K \): the remainder before computing \( (\nabla_f u^K)q^K \).

In addition, due to the acceleration step in the forward computation, we expect subsequent \( q^{K-1} \) to have a contribution from \( (\nabla_f u^{K+1})q^{K+1} \) in addition to the contribution from its direct neighbor \( (\nabla_f u^K)q^K \). This leads to the third set of vectors:

- \( p^K \): the explicit contribution of \( (\nabla_f u^{K+1})q^{K+1} \) to \( q^{K-1} \).

Finally, multiplying (C.2) with \( (z - y) \) we identify

\[
r^K = \text{diag}(u^K)H^H(z - y) \tag{C.3} \\
q^K = \text{diag}(f)H^H(z - y). \tag{C.4}
\]

Since there is no term multiplying with \( \nabla_f u^{K-1} \) explicitly (hence nothing to pass to \( q^{K-1} \)), we have

\[
p^K = 0. \tag{C.5}
\]

C.2 Recursive updates for \( u^K \)

The computation of \( (\nabla_f u^K)q^K \) is the key step in error-back propagation. We evaluate the gradient \( \nabla_f u^K \) by taking the Hermitian of the derivative, and the multiplication with \( q^K \) follows. The result should be passed onto another gradient with smaller \( k \). Before we start, let us write out the gradient of \( s^K \) which is straightforward from its definition,

\[
\nabla_f s^K = (1 - \mu_k)\nabla_f u^{k-1} + \mu_k \nabla_f u^{k-2}. \tag{C.6}
\]

The derivative of \( u^K \) is

\[
\frac{\partial u^K}{\partial f} = -\gamma_k \frac{\partial A^H}{\partial f}(As^K - u_{in}) - \gamma_k A^H \frac{\partial A}{\partial f} s^K \\
+ (I - \gamma_k A^HA) \frac{\partial s^K}{\partial f}. \tag{C.7}
\]
The first term becomes
\[-\gamma_k \frac{\partial A^H}{\partial f} (As^k - u_k) = \gamma_k \left( \frac{\partial}{\partial f} \text{diag}(f) \right) G^H(As^k - u_k) \]
\[= \gamma_k \text{diag}(G^H(As^k - u_k)), \]
and the second term becomes
\[-\gamma_k A^H \frac{\partial A}{\partial s^k} = \gamma_k A^H G \left( \frac{\partial}{\partial f} \text{diag}(f) \right) s^k \]
\[= \gamma_k A^H G \text{diag}(s^k). \]

By taking Hermitian transpose of Eq. (C.7), we have
\[\nabla_f u^k = \gamma_k T^k + (\nabla_f s^k) S^k \quad \text{(C.8)}\]
where
\[T^k = \text{diag}(G^H(As^k - u_k))^H + \text{diag}(s^k)^H G^H A \quad \text{(C.9)}\]
\[S^k = (I - \gamma_k A^H A)^H = I - \gamma_k A^H A. \quad \text{(C.10)}\]

By multiplying Eq. (C.8) with \(q^k\) and substituting with Eq. (C.6), we obtain the expression for \((\nabla_f u^k)q^k\),
\[(\nabla_f u^k)q^k = \gamma_k T^k q^k \]
\[+ (\nabla_f u^{k-1}) \left[ (1 - \mu_k) S^k q^k \right] \]
\[+ (\nabla_f u^{k-2}) \left[ \mu_k S^k q^k \right]. \quad \text{(C.11)}\]

Note that because we set \(u^{-1} = u^0\),
\[(\nabla_f u^1)q^1 = \gamma_1 T^1 q^1 + (\nabla_f u^0) S^1 q^1. \quad \text{(C.12)}\]

### C.3 Error backpropagation equations

From equations (C.2) to (C.5), we have
\[(\nabla_f z)(z - y) = r^K + (\nabla_f u^K)q^K + (\nabla_f u^{K-1})p^K \quad \text{(C.13)}\]

Substituting Eq. (C.11) into Eq. (C.13), we have the following expressions
\[(\nabla_f z)(z - y) = r^K + (\nabla_f u^K)q^K + (\nabla_f u^{K-1})p^K \]
\[= r^{K-1} + (\nabla_f u^{K-1})q^{K-1} + (\nabla_f u^{K-2})p^{K-1} \]
\[= \ldots \]
\[= r^1 + (\nabla_f u^1)q^1 + (\nabla_f u^0)p^1 \quad \text{(C.14)}\]
and the recursion relations for \( k = 2 \ldots K \)

\[
\begin{align*}
r^{k-1} &= r^k + \gamma_k T^k q^k \\
q^{k-1} &= p^k + (1 - \mu_k) S^k q^k \\
p_{k-1} &= \mu_k S^k q^k.
\end{align*}
\]

(C.15) (C.16) (C.17)

For the case \( k = 1 \), or namely \( r_0 \) and \( q_0 \) (note that \( p_0 \) does not exist due to \( u^{-1} = u^0 \)), we plug Eq. (C.12) into Eq. (C.14),

\[
(\nabla f z)(z - y) = r^1 + \gamma_1 T^1 q^1 + (\nabla f u^0) [S^1 q^1 + p^1].
\]

(C.18) (C.19)

\[
\begin{align*}
r^0 &= r^1 + \gamma_1 T^1 q^1 \\
q^0 &= p^1 + S^1 q^1.
\end{align*}
\]

Hence we have

In the initialization of our forward model, \( u^0 \) is the incident field and does not depend on \( f \). Therefore \( \nabla f u^0 = 0 \) and the gradient of data-fidelity is

\[
\nabla f D = \text{Re} \{(\nabla f z)(z - y)\} = \text{Re} \{r^0\}.
\]

(C.20)

We summarize these recursion relations of error backpropagation in Algorithm 3 of the main text.
Appendix D

Analytic Solutions to Special Scattering Cases

In this section, our aim is to present the analytic expressions for scalar electric fields resulting from a point source outside a dielectric sphere in 2D and 3D (strictly speaking, the 2D case should be understood as an infinitely long line source illuminating a cylinder parallel to it and looking at the cross-section). A sketch of the derivation is provided after the actual expressions. A more complete description can be found in a number of standard textbooks such as [86].

D.1 Expressions

Consider a sphere of a radius $r_{sph}$ and a refractive index $n = \sqrt{\epsilon}$. The source is located $r_s$ distance away from the center of the sphere and the wavenumber of the source outside the sphere is $k_b$.

2D case:
We consider the polar coordinates $x = (r \cos \theta, r \sin \theta)$, and, without loss of generality, assume that the source is at $\theta_s = 0$. The field can be expressed as

$$E(x; r_s) = \sum_{m=-\infty}^{\infty} R_m(r, r_s) \frac{e^{im\theta}}{2\pi}$$

(D.1)
where \( \rho = k_br \), \( \rho_{\text{sph}} = k_br_{\text{sph}} \) and \( \rho_s = k_br_s \),

\[
R_m(r, r_s) = \begin{cases} 
    a_m J_m(n\rho) H_m^{(1)}(\rho_s), & r < r_{\text{sph}} \\
    (b_m J_m(\rho) + c_m Y_m(\rho)) H_m^{(1)}(\rho_s), & r_{\text{sph}} \leq r < r_s \\
    (b_m J_m(\rho_s) + c_m Y_m(\rho_s)) H_m^{(1)}(\rho), & r_s \leq r 
\end{cases}
\]  

(D.2)

\[
a_m = \frac{-1}{\rho_{\text{sph}} \Delta_m} 
\]  

(D.3)

\[
b_m = \frac{-\pi}{2 \Delta_m} \begin{vmatrix} J_m(n\rho_{\text{sph}}) & nJ_m-1(n\rho_{\text{sph}}) \\
Y_m(\rho_{\text{sph}}) & Y_m-1(\rho_{\text{sph}}) \end{vmatrix} 
\]  

(D.4)

\[
c_m = \frac{\pi}{2 \Delta_m} \begin{vmatrix} J_m(n\rho_{\text{sph}}) & nJ_m-1(n\rho_{\text{sph}}) \\
J_m(\rho_{\text{sph}}) & J_m-1(\rho_{\text{sph}}) \end{vmatrix} 
\]  

(D.5)

\[
\Delta_m = \begin{vmatrix} J_m(n\rho_{\text{sph}}) & nJ_m-1(n\rho_{\text{sph}}) \\
H_m^{(1)}(\rho_{\text{sph}}) & H_m^{(1)}(\rho_{\text{sph}}) \end{vmatrix} 
\]  

(D.6)

and \( J_m \) and \( Y_m \) are the \( m \)’th order Bessel functions of the first kind and the second kind, and \( H_m^{(1)} = J_m + jY_m \) is the \( m \)’th order Hankel’s function of the first kind.

**3D case:**

We consider the spherical coordinates

\[
x = (r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta),
\]

and, without loss of generality, assume that the source has zenith angle \( \theta_s = 0 \) and azimuthal angle \( \phi_s = 0 \). The field then reads

\[
E(x; r_s) = \sum_{l=0}^{\infty} R_l(r, r_s) \left( \frac{2l + 1}{4\pi} \right) P_l(\cos \theta)
\]

(D.7)

where, with \( \rho = k_br \), \( \rho_{\text{sph}} = k_br_{\text{sph}} \) and \( \rho_s = k_br_s \),

\[
R_l(r, r_s) = \begin{cases} 
    A_l j_l(n\rho) h_l^{(1)}(\rho_s), & r < r_{\text{sph}} \\
    (B_l j_l(\rho) + C_l n_l(\rho)) h_l^{(1)}(\rho_s), & r_{\text{sph}} \leq r < r_s \\
    (B_l j_l(\rho_s) + C_l n_l(\rho_s)) h_l^{(1)}(\rho), & r_s \leq r 
\end{cases}
\]  

(D.8)

\[
A_l = \frac{k_b}{\rho_{\text{sph}}^2 D_m} 
\]  

(D.9)

\[
B_l = \frac{-k_b}{D_m} \begin{vmatrix} j_l(n\rho_{\text{sph}}) & n j_{l+1}(n\rho_{\text{sph}}) \\
n_l(\rho_{\text{sph}}) & n_{l+1}(\rho_{\text{sph}}) \end{vmatrix} 
\]  

(D.10)

\[
C_l = \frac{k_b}{D_m} \begin{vmatrix} j_l(n\rho_{\text{sph}}) & n j_{l+1}(n\rho_{\text{sph}}) \\
j_l(\rho_{\text{sph}}) & j_{l+1}(\rho_{\text{sph}}) \end{vmatrix} 
\]  

(D.11)

\[
D_m = \begin{vmatrix} j_l(n\rho_{\text{sph}}) & n j_{l+1}(n\rho_{\text{sph}}) \\
h_l^{(1)}(\rho_{\text{sph}}) & h_{l+1}^{(1)}(\rho_{\text{sph}}) \end{vmatrix} 
\]  

(D.12)
and $j_l$ and $n_l$ are the $l$’th order spherical Bessel function of the first kind and the second kind, $h_l^{(1)} = j_l + j_l$ is the $l$’th order of spherical Hankel function of the first kind, and $P_l(x)$ is the Legendre polynomial defined as

$$P_l(x) = \frac{1}{2^l l!} \frac{d^l}{dx^l}(x^2 + 1)^l. \quad (D.13)$$

### D.2 Helmholtz equation

The Helmholtz equation for a point source is

$$\nabla^2 x E(x, x_s) + k^2(x) E(x, x_s) = -\delta(x - x_s) \quad (D.14)$$

where $E$ is the complex electric field at position $x$ when the point source is at $x_s$ and $k^2(x)$ is defined as

$$k^2(x) = k^2(\|x\|_2) = \begin{cases} n^2 k_b^2, & \text{for } \|x\|_2 < r_{sph} \\ k_b^2, & \text{for } \|x\|_2 > r_{sph}. \end{cases} \quad (D.15)$$

Note that both 2D and 3D cases follow the same form. Their difference is that $x$ and $x_s$ in them are 2D or 3D.

### D.3 Derivation for 2D case

We consider the polar coordinates, assume $\theta_s = 0$ without loss of generality, and use an ansatz for the electric field in Eq. (D.1). With the Laplacian in the polar coordinate and the following expansion of a 2D delta function [86]

$$\delta(x - x_s) = \frac{1}{r} \delta(r - r_s) \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} e^{jm(\theta - \theta_s)}, \quad (D.16)$$

eq. Eq. (D.14) becomes a sequence of equations on $R_m(r, r_s)$

$$\frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} R_m(r, r_s) \right) + \left( rk^2(r) - \frac{m^2}{r} \right) R_m(r, r_s) = -\delta(r - r_s) \quad (D.17)$$

for each $m$. Each equations is a Bessel differential equation so the solution can be composed of Bessel functions of order $m$. The boundary conditions for $R_m$ are as follows

1. finite value at $r = 0$
2. only outgoing component at $r = \infty$
3. continuous and first-derivative-continuous at $r = r_{sph}$
4. continuous at $r = r_s$
5. $\left. \frac{\partial R_m}{\partial r} \right|_{r_s^+} - \left. \frac{\partial R_m}{\partial r} \right|_{r_s^-} = -\frac{1}{r_s}$ (integrate (D.17) around $r_s$)

The above condition and equations lead to Eqs. (D.1)-(D.6).
D.4 Derivation for 3D case

We consider the spherical coordinates and assume that the source lies on the zenith axis. The ansatz for the electric field is Eq. (D.7), the expansion of a 3D delta function is

\[ \delta(x - x_s) = \frac{1}{r^2} \delta(r - r_s) \sum_{l=0}^{\infty} \sum_{m=-l}^{l} Y_l^m(\theta, \phi) Y_l^m(0, 0) \]

\[ = \frac{1}{r^2} \delta(r - r_s) \sum_{l=0}^{\infty} \left( \frac{2l + 1}{4\pi} \right) P_l(\cos \theta) \tag{D.18} \]

and Eq. Eq. (D.14) becomes

\[ \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} R_l(r, r_s) \right) + \left( k^2(r) r^2 - l(l + 1) \right) R_l(r, r_s) = -\delta(r - r_s) \tag{D.19} \]

for each \( l \). These equations are spherical Bessel equations and there are corresponding spherical Bessel functions to compose the solution. The boundary conditions for the solution are the same as listed above except the last one becoming

\[ \left. \frac{\partial R_l}{\partial r} \right|_{r_s^+} - \left. \frac{\partial R_l}{\partial r} \right|_{r_s^-} = -\frac{1}{r_s^2}. \text{ (integrate Eq. (D.19) around } r_s) \]
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