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ABSTRACT

Investigating the Role of Conserved Coding-Region Regulatory RNA Elements in Modulating the Dengue Viral Life Cycle

by

Anna Maria Groat Carmona

Doctor of Philosophy in Infectious Disease and Immunity

University of California, Berkeley

Professor Eva Harris, Chair

Dengue (DENV) is the most important mosquito-borne virus affecting humans and is transmitted by Aedes aegypti and Ae. albopictus mosquitoes. DENV is an enveloped virus in the family Flaviviridae, with a positive-strand RNA genome that contains a single open reading frame, which is flanked by highly structured 5' and 3' untranslated regions (UTRs). Thus far, investigations of cis-acting regulatory RNA elements have focused on those within the UTRs, though we have recently described an RNA element in the DENV coding-region, the capsid-coding hairpin, which has been shown to regulate both viral translation and RNA synthesis. Using sequence alignments and secondary structure prediction algorithms, additional coding-region RNA elements were identified and characterized for their ability to modulate the viral life cycle in mammalian and mosquito cells. Three candidate RNA structure elements were identified in the capsid- and NS5-coding region, termed capsid-1 (C-1), C-2 and NS5-2. Three RNA sequence elements were identified in the capsid-, prM- and NS5-coding region of the genome, termed the prM-coding conserved region 1 (prMCR1), the NS5-coding conserved region 1 (NS5CR1) and the conserved capsid-coding region 1 (CCR1). Mutations were introduced into a DENV2 infectious clone to disrupt either the conserved predicted secondary structures or the primary nucleotide sequence while maintaining reading frame, amino acid R groups, adjacent predicted secondary structures, and codon usage bias in both baby hamster kidney (BHK) and Ae. albopictus mosquito (C6/36) cells. Initial infectivity screens showed that neither C-1, C-2, NS5-2, prMCR1 nor NS5CR1 were critical for the viral life cycle. However, changes to the primary nucleotide sequence of CCR1 were shown to decrease viral titer in both BHK and C6/36 cells, though its effects were shown to have a more critical role in mosquito cells. The defects in viral replication in C6/36 cells were confirmed in vivo, where mutations to CCR1 decrease viral replication in Ae. aegypti mosquito bodies, leading to a defect in viral dissemination to the salivary glands. Furthermore, CCR1 was shown not to regulate viral translation, RNA synthesis or virion retention in BHK or C6/36 cells but rather to modulate viral assembly, as mutations resulted in the release of non-infectious virions. Whereas most of the identified RNA elements in DENV have been shown to regulate RNA synthesis or viral translation, our data has implicated CCR1 as an assembly signal whose function is more important for the mosquito vector rather than the mammalian host. Understanding the role of cis-acting regulatory RNA elements in the DENV coding region will provide insight into viral replication strategies and may uncover novel anti-viral drug targets.
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CHAPTER ONE

INTRODUCTION
THE EPIDEMIOLOGY OF DENGUE

Dengue virus (DENV) is the most prevalent arthropod-borne viral illness affecting humans and is transmitted by the *Aedes aegypti* and *Ae. albopictus* mosquitoes (69). The four DENV serotypes (DENV1-4) are members of the family *Flaviviridae*, which includes other major public health concerns such as yellow fever virus (YFV), hepatitis C virus (HCV) and West Nile virus (WNV) (18, 69). Flaviviruses are grouped into eight antigenic complexes based on reactivity in neutralization assays, including the DENV serogroup, the Japanese encephalitis virus (JEV) serogroup and the tick-borne encephalitis virus (TBEV) serogroup (21). DENV causes a spectrum of clinical disease ranging from an acute debilitating, self-limited febrile illness (dengue fever, DF) to a life-threatening vascular leakage syndrome (dengue hemorrhagic fever, DHF) as well as hypotensive shock and circulatory failure (dengue shock syndrome, DSS). Despite being within the same serogroup and displaying similar disease phenotypes, DENV1-4 only share 62-67% amino acid homology (70), which means that they are four genetically distinct viruses; a fact that must be considered when discussing the epidemiology and immunopathogenesis of DENV. Symptomatic illness due to DENV has been described as the tip of an iceberg (97), given that less than 10% of symptomatic cases are reported (2) and 50-90% of all viral infections are asymptomatic (10, 19, 47, 158). Clinical descriptions of dengue-like syndrome have been recorded as far back as 992 A. D. in China, though the first documented dengue-like epidemics occurred in 1779-1780 (67), indicating that dengue has been a major public health concern for quite some time.

DENV causes an estimated 50 million new cases of DF and 250,000-500,000 cases of DHF/DSS annually worldwide, with a case fatality rate as high as 10-20% depending on availability of supportive care (1, 61). Apparent disease as a result of DENV infection is often immune mediated and the incidence of DHF/DSS varies depending on geographic region. The risk factors for DHF/DSS include a previous infection with a distinct DENV serotype (secondary heterotypic infection) (19, 47, 64, 72, 76, 145, 158), increased time between infections (host immunity), younger age, race, socioeconomic status, host genetics, viral sequence and viral genotype (66, 75). Serotype-specific immunity is believed to last a lifetime, though complete cross-protective immunity only lasts 1-2 months after the primary infection and partial cross-protective immunity only lasts 6-9 months (143). Most symptomatic cases occur as a result of a primary or secondary infection, though a secondary heterotypic infection is the greatest risk factor for DHF/DSS (76).

DENV is associated with explosive urban epidemics, and the incidence of DHF/DSS has increased over 500-fold in the last 50 years, affecting over 100 countries (98), including tropical Asia, Africa, Australia and the Americas, where the *Ae. aegypti* vector is present (30, 48, 163, 164). It has been estimated that in order to sustain DENV transmission within a given population, the mosquito vector needs access to ~10,000 to 1 million susceptible people (96, 150). Based on vector distribution, approximately 3.5 billion of the world’s population is at risk for DENV infection, often as a result of increases in the human population, increased urbanization and greater ease in international shipping and travel (66, 68, 98, 138). Despite vector control methods, dengue remains a major public health concern given the robustness of the mosquito vector, which can recover and adapt to diverse ecological changes in a short period of time, and the emergence of dengue in the continental United States (121). Since 1980, there have been few cases of locally acquired dengue infections along the Texas-Mexico border, which are temporally associated with large outbreaks in the neighboring Mexican cities (22, 23, 25). Recently, a dengue outbreak was described in Key West (2009-2010) and represents the first case of dengue acquired outside of the Texas-Mexico border in the continental United States since 1945 and the first locally acquired outbreak in Florida since 1934 (24). Since the *Ae. albopictus* mosquito is now endemic in the Southeastern United States, DENV has been recognized as a Category A priority pathogen (66, 77) and classified as a domestic re-emerging disease (73).
The Mosquito Vector. *Ae. aegypti* is the primary vector responsible for DENV transmission. Originally from Africa, the spread of the vector to the American continent has been hypothesized to coincide with the slave trade in the 17th to 19th centuries (70, 150). *Ae. aegypti* mosquitoes are efficient viral vectors for many reasons, such as the preference to lay eggs in clean water and in artificial containers in and around human habitations, feeding on humans principally during the daytime and remaining indoors (70). Since *Ae. aegypti* mosquitoes commonly exhibit interrupted feeding behavior, most female mosquitoes feed multiple times between egg laying, which contributes to the explosive nature of dengue epidemics (147, 154). Furthermore, *Ae. aegypti* eggs can withstand desiccation for several months until the next rainfall or flooding induces hatching, but their eggs are not as adapted for colder climates as those of the secondary DENV vector, *Ae. albopictus* (79, 137) and less easily infected (70, 88, 119, 141). The low susceptibility of *Ae. aegypti* to oral infection results in the requirement for high DENV titers in the blood of infected human hosts in order to contract the virus (exceeding $10^5$/mL) (18). Thus, it is likely that the *Ae. aegypti* vector is an important selection mechanism for DENV strains with higher viremia and possibly for maintenance of virulent strains within a population. Genetic differences between mosquitoes may also account for the varying susceptibilities to DENV infection (18, 70, 98, 119). In the absence of *Ae. aegypti*, *Ae. albopictus* has been identified as the primary vector in several dengue epidemics (65).

*Ae. albopictus* is a peridomestic tree-hole dwelling mosquito, which serves as the secondary vector for DENV and is believed to be an important means for carrying the virus through the interepidemic period. *Ae. albopictus* is indigenous to South East Asia and has spread to Africa, the Middle East, Europe, the Caribbean, as well as South and North America (65). Within the continental United States, *Ae. aegypti* is predominantly found in the southern and southeastern states, however, since its introduction in 1985, *Ae. albopictus* has also spread throughout the southeastern states. Though *Ae. albopictus* feeds predominantly on mammalian hosts (136), the host-feeding pattern of this mosquito is a significant limiting factor in its vector potential for arboviral transmission since it predominately feeds on non-human mammals (65, 136). While the opportunistic feeding behavior of *Ae. albopictus* reduces its ability to acquire or transmit DENV, it also allows the mosquito to take advantage of available hosts (136). *Ae. albopictus* was found to be responsible for a dengue outbreak in Hawaii in 2001, but this outbreak most likely occurred because the virus was introduced by a Hawaii resident who had returned from Tahiti (44). Indeed, many travelers who are still viremic, return to the United States, and the potential to introduce DENV into a community that has the mosquito vector is a major concern (24).

DENV infections show a seasonality in tropical and subtropical climates, which peaks in rainy season, indicating that the virus must be maintained in either infected mosquitoes or asymptomatic hosts during the interepidemic period (52, 70, 74). Vertical transmission of DENV in *Aedes* species has been experimentally documented. DENV has been isolated from field collected larvae of *Ae. aegypti* and male *Ae. furcifer-taylori* mosquitoes in West Africa, and vertical transmission is believed to be an important mechanism for overwinter survival for certain mosquito- and tick-borne flaviviruses (18, 139). Though described as vertical transmission, flaviviruses actually infect the genital tract of the female mosquitoes and enter the fully developed egg through the micropyle at the time of fertilization and oviposition (18, 139). Sexual transmission can also occur in male *Aedes* species with inherited infections to susceptible females, which may subsequently pass the virus to their progeny (18, 139) though *Ae. aegypti* is not as efficient at vertical transmission as *Ae. albopictus* (142). Additionally, there is evidence for a DENV sylvatic cycle whereby jungle primates and mosquito vectors perpetuate the virus, a well known mechanism for maintenance of YFV within a population (37). However, DENV transmission requires viral adaptation to the vector rather that to the host to change from a sylvatic cycle to an urban cycle (37).

Currently, there are no effective antiviral therapies or vaccines available for dengue, and treatment is largely supportive; therefore, decreasing the mosquito population in order to reduce
transmission is the best defense. While non are currently available, there are several candidate vaccines in various stages of advanced development, with clinical trials currently in Phase Ib and recruitment for Phase III is underway. As with YFV, DENV introductions from a sylvatic cycle may require future vaccine programs continue indefinitely (37). Despite the worldwide morbidity and mortality associated with DENV infection, neither the molecular virology or pathogenesis is completely understood; both of which are necessary to develop effective vaccines and novel targets for antivirals.

THE DENGUE VIRUS LIFE CYCLE

DENV is a small (~50 nanometer), enveloped virus with a positive-strand RNA genome of ~11 kilobases that encodes ~3300 amino acids in one open reading frame (ORF) (Fig. 1.1). Its genome is structured much like a host cellular mRNA, containing a 5' type 1 7-methyl-G cap and an ORF that is flanked by highly structured 5' and 3' untranslated regions (UTRs), though unlike cellular mRNAs, DENV lacks a poly(A) tail (27) (Fig. 1.1). The 5' UTR is approximately 100 nucleotides in length, starting with a conserved AG, while the 3' UTR ends with a conserved CU and is of variable length (~450-600 nucleotides) (Fig. 1.1). The ORF is translated as a single polyprotein that is cleaved co- and posttranslationally by both viral and host proteases (8). The virus encodes three structural (capsid-C, premembrane/membrane-prM/M and envelope-E) and seven nonstructural (NS) proteins (NS1, NS2A, NS2B, NS3, NS4A, NS4B and NS5) (Fig. 1.1).

Host Infection. Infection begins when the mosquito vector takes a blood meal and the virus is introduced into the human host. It is the general consensus that cells of the mononuclear phagocyte lineage (monocytes, macrophages and dendritic cells-DC) are the primary targets of DENV (11, 40, 87, 175), specifically Langerhans cells (skin-resident DCs) (175). DENV gains entry into the target cell by receptor-mediated endocytosis (RME) (102), and a number of low-affinity receptors have been proposed to be involved, including DC-specific intercellular adhesion molecule 3 (ICAM-3)-grabbing nonintegrin (DC-SIGN) (109, 123, 157) (Fig. 1.2). DC-SIGN is an attachment factor that can facilitate infection of all four DENV serotypes, and the ectopic expression of DC-SIGN confers permissiveness to non-permissive cell lines (157). In a DENV infection, RME involves an additional high-affinity receptor that mediates entry after the low-affinity receptor captures the virus at the cell surface (34). Recent work has implicated the stage of the cell cycle as a factor contributing to determination of cellular tropism (82, 133). Human hepatocyte-derived cells have been shown to be more permissive to DENV and produce higher viral titers when stalled in the G2 phase of the cell cycle, resulting in increased infectivity (133). On the other hand, viral assembly in Ae. albopictus mosquito (C6/36) cells is enhanced when the cells are stalled in the S phase of the cell cycle, causing a 30-fold increase in viral titers (82). The viral E protein mediates virus attachment, and once inside the endosome, low pH conditions induce the E protein to undergo an irreversible trimerization (118) that exposes the fusion peptide, which mediates endosomal fusion of the viral envelope and vesicular membranes (80, 81, 118). After fusion, the nucleocapsid enters the cytoplasm and the viral genome is uncoated (80, 81) (Fig. 1.2).

Much like with poliovirus (128), flavivirus translation is coupled to RNA synthesis (91, 92, 128), and viral RNAs must be translated in order to be replicated. Translation of the input strand takes place (early) until the replication complex has been assembled in association with the endoplasmic reticulum (ER)-derived membranes and the viral polyprotein is processed by the viral serine protease NS3/NS2B as well as host proteases (8) (Fig. 1.2). The small viral hydrophobic proteins NS2A, NS4A and NS4B are not well characterized but have been implicated in localizing the replication complex to the sites of replication (103). According to a model that has been proposed for the flavivirus Kunjin (KUN), the replication complex is initiated during translation when NS3 and NS2A bind to conserved regions in the
NS5 protein, the RNA-dependent RNA polymerase (RdRp) (89). After translation takes place, the partially assembled replication complex binds to the 3'UTR of the genome via NS2A (110), NS3 and NS5, and is transported to the replication sites in the ER (92). Electron tomography (ET) experiments have shown that DENV-induced membrane structures are a part of the ER-derived network containing vesicle pores that could enable the release of newly synthesized viral RNA (173). Given that the vesicle pores were found to be directly opposed to budding DENV particles on ER membranes, it is likely that the DENV-induced modifications to the ER membrane structure coordinate viral replication and efficient assembly (173). Once at the ER, the structural proteins and NS1 undergo co-translational translocation and membrane-associated cleavage, whereas the remaining NS proteins remain in the cytoplasm (49, 113). Besides the ER-resident form that co-localizes with the viral replication complex, NS1 exists as a membrane anchored form and a secreted form (4, 9). Interestingly, flavivirus translation can occur even in conditions where cellular translation is inhibited (43).

After early translation and assembly of the viral replication complex, the virus switches from translation to synthesis of a negative-strand intermediate that serves as a template for the production of positive-strand viral RNA (vRNA) (Fig. 1.2). NS3 exhibits the nucleoside triphosphatase and helicase functions required for replication as well as the 5' triphosphatase activity that is necessary for 5' 7mG capping (12, 13, 100). NS5 acts as the RdRp as well as the methyl transferase, which is also necessary for 5' capping (45, 127, 155). The positive-strand vRNA is produced in excess with respect to the negative-strand intermediate and serves as template for negative-strand synthesis, RNA translation and viral packaging. Successive rounds of translation (late) produce high levels of the viral structural proteins (C, prM/M and E), which are required for the assembly of the virion. NS3 has been shown to interact with nuclear receptor binding proteins, which implicates it in the intracellular trafficking of the progeny noninfectious virions between the ER and the Golgi compartment (31), where they undergo maturation before being exocytosed via the secretory pathway (80) (Fig. 1.2). The virion consists of a nucleocapsid core containing the vRNA, surrounded by an ER-derived lipid bilayer that includes the viral E and prM/M proteins. During maturation in the trans Golgi compartment, the prM/M protein is processed to the mature M protein by the host protease furin, a necessary step in order to expose the E receptor binding domain that confers viral infectivity (152, 184) (Fig. 1.2). As infection proceeds, virus-induced hypertrophy of intracellular membranes continues, and vesicle packets that are thought to be sites of viral replication accumulate (173, 174).

Vector Infection. Biological transmission of flaviviruses by arthropods depends on ingesting a blood meal with sufficient virus to establish an infection in the epithelial cells lining the mesenteron (midgut) (18, 140) (Fig. 1.3). The virus must escape from the midgut epithelium into the hemocoel (body cavity) in order to spread to the brain, fat body and salivary glands of the infected mosquito (18, 140) (Fig. 1.3). Additional replication occurs in the salivary glands, and the virus is secreted in the saliva to be spread to a susceptible host (18, 140) (Fig. 1.3). Viral transmission to a susceptible host occurs during feeding, and salivary virus is deposited principally in the extravascular tissues of the host (18).

Many flaviviruses exhibit a high degree of specificity in their ability to infect and be transmitted by arthropod species (18, 141), though maintenance of the virus within the mosquito population can be achieved via a number of mechanisms. Female mosquitoes lay their eggs on the inner, wet walls of containers that are filled with water, and the larvae hatch when inundated with water (Fig. 1.4). Once hatched, larvae begin to feed until they reach sufficient size, at which point metamorphosis is triggered and the larvae transform into pupae (Fig. 1.4). Pupae do not feed, but gradually molt into the body of an adult mosquito, which emerges from the water after breaking the pupal skin (Fig. 1.4). The entire life cycle lasts 8-10 days at room temperature, depending on the level of feeding. Unlike mosquitoes infected with alphaviruses, there are no detectable pathologic changes that can be found in flavivirus-
infected mosquitoes (18). Additionally, infected mosquitoes remain infectious for life (1-2 weeks to ~174 days); a fact that contributes to the persistence of dengue within a population (70).

RNA ELEMENTS IN THE DENV UTRS

As with other positive-strand RNA viruses, the 5' and 3' UTRs play a key role in regulating viral translation and RNA synthesis (102). Both the 5' and 3' UTRs contain several conserved RNA elements (sequences and secondary structures) that have various regulatory roles in the DENV viral life cycle. The 5' UTR nucleotide sequence is homologous among DENV1-4 and contains the conserved secondary structures stem loop (SL) A (SLA) and SLB, the latter of which terminates in the first translation initiator AUG (Fig. 1.1). SLB contains within it the 5' upstream AUG region (UAR) sequence, which has a complementary sequence, termed the 3' UAR, located within the 3' UTR (Fig. 1.1). While the 5' UAR sequence is required for RNA synthesis, the SLB structure is not required and may be conserved in DENV1-4 because the structure is conserved (6). The 5' conserved sequence (CS) is located within the capsid-coding sequence and also has a complementary sequence in the 3' UTR, called the 3' CS (Fig. 1.1). Recently, an additional set of complementary sequences, termed the 5' downstream AUG region (DAR) was identified just downstream of the initiating AUG within the capsid-coding region with a complementary sequence in the 3' UTR, termed the 3' DAR (55, 56) (Fig. 1.1). Despite the fact that the 5'/3' CS and 5'/3' DAR contain a 5' sequence located within the coding-region, they are still considered when discussing the RNA elements in the UTRs.

The 5'/3' DAR acts together with the 5'/3' CS and 5'/3' UAR in order to circulate the viral genome, which is a requirement for efficient RNA synthesis but is not involved in translation (5-7, 29, 55, 56, 90) (Fig. 1.5). It is known that many viral RNA genomes circulate in order to coordinate the switch between the initiation of translation and RNA synthesis at the 5' and 3' ends of the genome mediated by protein-RNA and/or RNA-RNA interactions, though in DENV, replication is mediated solely by RNA-RNA interactions (42, 90) (Fig. 1.5). Complementarity between the 5'/3' CS, 5'/3' UAR and 5'/3' DAR is required but is not sequence-specific since changing the primary nucleotide sequence while maintaining base pairing rescues defects in RNA synthesis though not always to wild type (WT) levels (6, 7, 55, 90). Recently, it has been shown that viral replication requires a balance between the linear and circular conformations since shifting the equilibrium towards either the linear or circular conformation results in decreased viral infectivity (168, 169). The oscillation between alternative conformations may act as a mechanism for organizing multiple functions of the viral genome, although to date, no mechanism for coordinating the molecular switch between viral translation and RNA synthesis has been described (168).

The SLA stem structure rather than the primary nucleotide sequence has been shown to be vital for RNA synthesis (20, 51) (Fig. 1.1 and 1.5). Two helical regions were identified in the SLA, a side stem loop, a top loop and a U bulge (108). While the SLA loop sequence and a conserved oligo(U) track present downstream of SLA were shown to be important for RNA synthesis, the disruption of the SLA side loop, or bulge, had no effect (20, 51, 108). It is believed that when the genome circularizes as a result of RNA-RNA interactions (5'/3' CS, 5'/3' UAR and 5'/3' DAR), the SLA acts as the promoter element by providing the RdRp access to the 3' end after it binds to the SLA secondary structure and directs the synthesis of the negative-strand intermediate (7, 51) (Fig. 1.5). In WNV, an RNA secondary structure at the 3' end of the negative-strand has been shown to be important in the subsequent asymmetric amplification of vRNA from the negative-strand template (46, 148).

RNA elements in the 3' UTR are involved in modulating 5'-end dependent initiation of RNA translation (5, 29, 84, 171) and RNA synthesis (5, 41) (Fig. 1.1). The 3' UTR also contains a number of RNA elements, including the 3' stem loop (SL), dumbbell structures (DB) 1 and 2, the variable region (VR)
as well as the aforementioned 3′ CS, 3′ UAR and 3′ DAR (Fig. 1.1). In the context of a DENV replicon, deleting the 3′ UTR altogether had no effect on early translation events (5, 41) despite the role of the 3′ SL in enhancement of translation in reporters and replicons (84, 85). More recently, it was found that RNA elements in the 3′ UTR can positively and negatively regulate translation, potentially explaining the differences observed between these studies (171). Additional RNA elements in the 3′ UTR include DB1 and DB2, which contain the sequences CS2 and repeated CS2 (RCS2) respectively (Fig. 1.1). Also present is the VR, which is not conserved among flaviviruses or even among viruses within the same DENV serotype and varies in sequence and length, unlike the CS2 and RCS2 (Fig. 1.1). Deleting DB1, DB2 and the VR significantly decreases DENV translational activity in both C6/36 and baby hamster kidney (BHK-21, clone 15; hereafter BHK) cells (5, 29). Additionally, deleting the 3′ UTR, DB1, DB2 or both DB1/2 abolishes RNA synthesis in C6/36 and BHK cells (5). However, the functions of the dumbbells are most likely redundant since the deletion of both DB1 and DB2 has a more deleterious effect than the deletion of either structure alone (5). The DB structures have the ability to form two potential pseudoknots between the identical five-nucleotide terminal loops 1 and 2 (TL1 and TL2) and their complementary pseudoknot motifs (PK2 and PK1), which are proximally located in the 3′ UTR (112). All four motifs as well as and CS2 are important for viral replication but only TL2 has a modest effect on viral translation (112). Since viral translation is only reduced by ~60% when TL1 and TL2 are mutated, it is possible that TL1 exhibits a cooperative synergy with TL2, however, complementarity between TL1/PK2 and TL2/PK1 can maintain WT levels of viral translation even when noncanonical translation initiation is inhibited (112). Recently, small structured non-coding RNAs derived from the flavivirina WNVI 3′UTR (sfRNAs) were shown to accumulate within the cell (101, 111, 134) and have been implicated in virus-induced cytopathic effects in cell culture and in influencing viral pathogenicity in mice (134). Overall, studies have demonstrated that mutations in the DENV 5′ and 3′ UTRs reduce viral replication in cell culture and mosquitoes, neurovirulence in mice and viremia in monkeys (20, 116, 182).

Interestingly, deleting the VR reduces RNA synthesis in BHK cells but slightly amplifies RNA synthesis in C6/36 cells, indicating that this sequence has differential effects depending on the cell type (5). Similarly, changes to the bottom stem structure of the 3′ SL were also shown to have cell type-associated differential effects, resulting in WT replication levels in BHK cells but not in C6/36 cells (182). To date, the VR and the bottom portion of the 3′ SL are the only known RNA elements that have differential effects on the viral life cycle in a cell-type dependent manner. Elucidating of host-specific protein interactions is vital in understanding how DENV differentially modulates its life cycle in the human host and the mosquito vector, though more research is necessary in order to elucidate these global molecular regulatory mechanisms.

Protein-RNA Interactions. While the flavivirus 5′ UTRs are longer and more structured than many cellular capped 5′ UTRs, they are shorter and less structured than the uncapped internal ribosome entry site (IRES)-containing 5′ UTRs characteristic of the other members of the Flaviviridae family like the hepacivirus or pestiviruses. It is presumed that most flavivirus translation is cap-dependent and the DENV 5′ UTR does not appear to contain IRES activity, although DENV can replicate under noncanonical mechanisms when cellular cap-dependent translation is inhibited (42, 43). In cap-dependent translation, the m7G cap associates with elongation initiation factor 4F (eIF4F); the cap-binding protein eIF4E, the scaffold protein eIF4G, and eIF4A, which functions as a helicase in conjunction with eIF4B (59, 144, 156). Several other mammalian proteins that have been shown to interact with the DENV 3′ UTR include the poly(A) binding protein (PABP), poly-pyrimidine tract binding protein (PTB), Y-box binding protein 1 (YB-1), and heterogenous nuclear ribonucleoproteins (hnRNP A1, hnRNP A2/B1 and hnRNP Q) (14, 15, 35, 36, 131, 135, 178, 179).

YB-1 binds to the terminal loop of the 3′ SL and has an anti-viral effect on DENV infection, mediated in part by inhibiting input strand translation (131). YB-1-mediated translational repression is
not observed with reporter constructs in vitro or in cultured cells (131) and is not affected by providing DENV proteins in trans, implying that translational repression requires genomic sequences and/or viral proteins provided in cis. The mosquito and human La autoantigen (La) has been shown to interact with both the DENV UTRs (60, 178, 179), as well as with the negative-strand 3’UTR, suggesting it might play a role in RNA synthesis (36, 60, 178, 179). The T-cell intracellular antigen-related (TIAR) protein and T-cell intracellular antigen-1 (TIA-1) have been shown to interact with the 3’ SL on the WNV RNA negative-strand (46, 148) and the TIAR binding sites have been mapped to short AU sequences (UAAUU) located in two internal loops of the 3’ SL RNA structure (46). Based on studies with WNV, KUN and JEV, the 3’ SL has been shown to mediate binding of NS5, NS3 (28), NS2A (110), eLF1A (15), and other host proteins (14). Binding of NS5 and cellular GAPDH to the 3’ end of the negative-strand has been shown in JEV (176). All in all, much is known about the roles of RNA elements in the UTRs in regulating the viral life cycle by either RNA-RNA or RNA-protein interactions, but there is a great deal less information available as to the roles of putative RNA elements located within the DENV coding-region.

CODING-REGION RNA ELEMENTS

The DENV start codon is located in a poor initiation context and is conserved among DENV1-3, as well as members of the JEV serogroup. To compensate for the poor initiation context, it was hypothesized that a downstream (~14nts) RNA secondary structure stalled the ribosome in order to enhance the selection of the first AUG (94, 95). This structure, termed the capsid-coding region hairpin (cHP), was found to enhance selection of the first AUG in a position-dependent, sequence-independent manner proportional to its stability (33) (Fig. 1.1). Further work has shown that the cHP additionally functions in RNA synthesis and that these effects are independent of sequence for both DENV and WNV (32). Thus far, little is known about the existence of potential coding-region RNA elements in DENV. Based on structure prediction algorithms that have been published, the DENV coding-sequence has been reported to be somewhat unstructured (83, 159), although no functional proof exists that there are no additional putative coding-region RNA sequence elements.

Coding-Region RNA Elements in Other Viruses. There are a number of animal and plant viruses with known coding-region RNA elements that modulate various aspects of the viral life cycle including viral translation, RNA synthesis and viral assembly as well as other less well characterized replication intermediates (106, 117).

With respect to mediating viral replication, one of the most well characterized is the cis-acting replicating element (CRE), which is a 61-nt stem-loop found within the coding sequence of poliovirus (PV) protein 2C (63). Within the Picornaviridae family, the CREs can vary in length though they are preferentially located within the coding-region, the only exception being the foot-and-mouth disease virus (FMDV) in which the CRE is located in the 5’ nontranslated region (NTR) (114, 132, 153). Adenosines in the loop of the CRE RNA structure function as the template for the uridylylation of the viral protein Vpg, which in turn serves as the primer for the PV RdRp. It has been shown that inhibiting CRE mediated uridylylation can inhibit the synthesis of the positive-strand but not the negative-strand vRNA (120, 122). HCV contains several evolutionarily conserved secondary structures within the viral coding-region, including the SLV and SLVI within the core protein that are thought to be required for translation and replication (115, 166), as well as the SL9266 within the NS5B-coding sequence, which is involved in RNA synthesis (54, 99, 180, 181). It has been proposed that the SLV and SLVI might stimulate HCV IRES function by reducing inhibitory interactions between the 5’ NTR and the core region (86, 170) though an interaction between SLVI and the 24-38 nt of the 5’ NTR are predicted to be detrimental to IRES dependent translation (93). The SL9266 has been implicated in a kissing loop interaction with a
conserved SL in the 3’ NTR (54, 180) as well as with an upstream RNA sequence located at position 9110 in the NS5B coding-region, which is involved in viral replication (38). This cooperative binding of SL9266 with both its 5’ and 3’ sequences increases its stability by creating a pseudoknot, though it is presently unknown if the functions of these kissing loops are connected (38).

A 34-nt sequence located within the ORF7 of the porcine reproductive syndrome virus is required for negative-strand synthesis and while it is predicted to form a hairpin (167) the kissing loop interaction with the 7-nt sequence in the loop of this structure with the loop of a hairpin in the 3’ NTR is more important for its function (167). In cardioviruses, Theiler’s murine encephalomyelitis virus and mengovirus encode a 9-nt RNA sequence element located in a bulge structure within the VP2 capsid-coding sequence, which has been implicated in RNA synthesis (107). The RNA sequence and bulge structure were both found to be conserved amongst various cardioviruses and potentially throughout the Picornaviridae family, although its location within the genome varies (107). In the bovine coronavirus (BCoV), there are two stem loops (SLV and SLVI) in the nsp1-coding sequence that are required for replication of the full-length viral genome (17, 71). The CRE element of hepatitis A virus was recently identified, consisting of a large 53-nt stem-loop structure located near the end of the 3Dpol coding-region, which appears to be vital for the replication of a subgenomic (sg) replicon (177). Likewise in mediating synthesis of a sgRNA, in the alphavirus Sindbis (SIN) coding-region, there lies an RNA element in the “junction region” of the genomic RNA preceding and including the beginning of the 265 nt SGRNA. However, its functions as the promoter for the synthesis of the sgRNA is in the context of the negative-strand (129). The promoter for the sgRNA on the negative-strand of the rubella virus is at the junction UTR (J-UTR) separating the two ORFs in the viral genome (162). A stem-loop located in the negative-strand just 6-nt upstream from the transcription site of the sgRNA in all caliciviruses acts as a promoter element for the synthesis of the sgRNA, functioning in a sequence-independent but structure-dependent manner (149).

Translation of different overlapping ORFs can also be mediated by coding-region RNA elements. Consider that the two replicate proteins of the SARS-CoV are produced by ribosomal frameshifting mediated by a heptanucleotide sequence (UUUAAAAC) and a closely spaced pseudoknot located in the replicase ORF (16, 39). ORF1b translation in arteriviruses requires a ribosomal frameshift just before termination of ORF1a and the sequence (GUUAAC) and downstream pseudoknot structure that promote this function are located within the overlap region (62, 151).

The functional role of coding-region RNA elements is not limited to viral translation and RNA synthesis, but rather can be involved in cellular localization of the vRNA as well as mediate viral assembly. Tombusviruses code for two overlapping replication proteins, the p33 auxiliary protein and the p92 polymerase, but in the cucumber necrosis virus, p33 recruitment of the positive- and negative-strand to peroxisomal membranes is mediated via binding to a coding-region RNA element (130). In flocks house viruses an element in RNA1 (position 68-205) is predicted to form two stem-loops with nearly identical sequences that are required both for the recruitment of RNA1 to the outer mitochondrial membranes and for positive- and negative-strand RNA synthesis (165). In retroviruses, the packaging signal (designated Ψ') is usually located in the 5’ end between the 5’ UTR and the Gag ORF (26, 105). However, in the case of SIN, the 132-nt long segment of the nsp1-coding sequence (position 944-1076) is predicted to form four stem loop structures (58, 104, 172) but only two purine rich loops were found to be essential for vRNA encapsidation (104). In the ORF1b of group 2 CoV mouse hepatitis virus there is a 69-nt bulged stem-loop that is required for viral packaging (53). In nodaviruses, the packaging signal for RNA2 is located within a 32-nt region of RNA2 (nt 186-217) (183).

Other less conventional aspects of the viral life cycle that are mediated by coding-region RNA elements can be observed in coxsackie A viruses (78). It has been observed that PV is more resistant to degradation by RNase L, a latent endoribonuclease in an interferon-regulated, double stranded RNA-activated pathway, compared to other positive-strand RNA viruses like HCV. Inhibition of RNase L
degredation is mediated by stem-loops 1 (position 5742–5824) and 4 (position 5906–5967) located in the 3C coding-region of the genome (78, 160), which are predicted to be involved in a putative “kissing loop” interaction (160). RNA elements can also explain cell type-specific interactions, which are of particular importance when discussing differential regulation of the arboviral life cycle within the mammalian host and the viral vector. Within the SIN genome, there exists a 51-nt long conserved sequence element (CSE) in the nsp1-coding sequence (position 155-205) that is predicted to form two smaller stem-loop structures (SL3 and SL4). These structures act as replication enhancers though these effects are more important in mosquito cells than in mammalian cells (50, 57, 126).

Studies such as these provide evidence that RNA elements located within the coding-region can have diverse regulatory roles in the viral life cycle. Thus far, there have not been many efforts to elucidate the roles of coding-region RNA elements within the DENV genome.

**NOVEL ANTIVIRAL THERAPIES**

Conventional drugs are often specifically directed against the viral proteins though for most viruses, resistances can develop quickly. Therefore it is important to expand our knowledge of possible therapeutic compounds and approaches by targeting the vRNA and potentially using known RNA elements to our advantage. RNA interference based strategies have been successfully developed for many viruses, including DENV (125, 161). The antiviral use of phosphorodiamidate morpholino oligomers and ribozyme in knocking down DENV replication has been demonstrated (85, 124). The effective use of aptamers as antivirals has been demonstrated to interfere with HCV replication (146). Alternatively, RNA decoys or compounds that bind to viral RNA element can out-compete natural binding partners and have been implicated as useful antiviral tools (3, 146). Since most RNA based antiviral therapies depend on a high complementarity to the viral target sequence, coding-region RNA elements provide ideal targets because conserved motifs are also required for amino acid conservation. If there are no additional restrictions responsible for the conservation of the primary nucleotide sequence, viral escape mutants are likely to emerge, however, coding-region RNA elements minimize this possibility. Thus far, only the 5' CS, 5' DAR and the cHP have been identified as known RNA elements within the DENV coding-region, but in this study we hope to identify other putative coding-region RNA regulatory elements that modulate the viral life cycle.

**OBJECTIVES**

Despite the fact that a number coding-region RNA regulatory elements have been identified in other RNA viruses, the cHP is the only known DENV coding-region RNA element -- given that current research has focused on those elements located in the UTRs. As discussed in Chapter 2, the goal of this study is to identify and characterize additional cis-acting RNA regulatory elements in the DENV coding-region that regulate the viral life cycle in mammalian and mosquito cells. In Chapter 3, we describe the role of a novel coding-region regulatory RNA element, termed the conserved capsid-coding region 1 (CCR1), in modulating infectious particle production in both mammalian and mosquito cells, though its effects are shown to be more dramatic in the mosquito vector both in vitro and in vivo. In Chapter 4, we discuss the possible mechanism of action through which CCR1 might act as an assembly signal for DENV and propose how future studies might be pursued. The identification and characterization of novel RNA regulatory elements in the DENV coding region will improve our understanding of the viral life cycle and provide possible targets for novel therapeutics, since the evolution of such sequences towards resistance is constrained by both their RNA regulatory function and amino acid coding capacity.
Figure 1.1: Schematic diagram of the DENV genome. Outline of the DENV RNA genome, including the viral proteins encoded in the single open reading frame (ORF) and the known cis-acting regulatory RNA elements located in the 5’ and 3’ untranslated region (UTR), as well as in the capsid-coding sequence. SLA, stem-loop A; SLB, stem-loop B; UAR, upstream AUG region; CS, conserved sequence; DAR, downstream AUG region; cHP, capsid-coding hairpin; VR, variable region; DB, dumbbell; 3’ SL, 3’ stem-loop; CS2, conserved sequence 2; RCS2, repeated conserved sequence 2; C, capsid protein; prM/M, premembrane/membrane protein; E, envelope protein; NS1-5, nonstructural proteins 1-5. Adapted from Dr. Charlotta Polacek (Dr. Eva Harris’ Laboratory, 2008).

Figure 1.2: Schematic representation of the DENV intracellular life cycle (34). DENV (1) binds and (2) enters target cells by receptor-mediated endocytosis through an as yet unknown receptor(s). (3) Acidification of the endosome allows for a conformational change in the viral E protein, which allows for fusion and release of the nucleocapsid core into the cytoplasm. Once uncoated, the vRNA is trafficked to the ER where (4) the viral genome is translated and the viral replication complex is assembled. (5) DENV replication occurs through a negative-strand intermediate and (6) subsequent rounds of viral translation and RNA synthesis lead to the assembly of immature virions. (7) Virion maturation occurs during transit through the trans Golgi compartment where prM/M is cleaved by the host protease furin and mature infectious virions are secreted from the cell via the exocytic pathway. Copyright 2006 by American Society for Microbiology; reprinted with permission.
Figure 1.3: **The DENV infection cycle in Aedes mosquitoes.** *Aedes* mosquitoes become infected with DENV during (1) the ingestion of a blood meal where sufficient quantities of virus establish an infection in the epithelial cells lining the mesenteron (midgut). The virus must (2) escape from the midgut epithelium and (3) replicate in the hemocoel (body cavity) to eventually (4) disseminate to the brain, fat body and salivary glands. (5) The virus will undergo another round of replication in the salivary glands so that (6) sufficient amounts of virus can be secreted in the saliva to be transmitted to a susceptible host. Adapted from Pasteur Institute, http://www.institutpasteur.nc/spip.php?article80.

---

Figure 1.4: **The life cycle of Aedes mosquitoes.** The *Aedes* mosquito life cycle has two stages, an aquatic and a terrestrial form. Female mosquitoes (1) lay their eggs on the wet walls of water-filled containers and (2) the larvae hatch when the eggs are inundated with water. Larvae feed on microorganisms and particulate inorganic matter for several days and after three separate moltings, they grow from first to fourth instars. In the fourth instar, (3) metamorphosis is triggered and the larvae transform into pupae. Pupae do not feed and instead (4) change in form until the body of the adult, flying mosquito is formed. The newly formed adult emerges from the water after breaking the pupal skin. Reprinted from CDC, http://www.cdc.gov/dengue/entomologyEcology/m_lifecycle.html.
Figure 1.5: Schematic diagram of the synthesis of negative-strand vRNA during DENV replication (51). The DENV genome circularizes due to RNA-RNA interactions, independent of protein binding. The process of circularization is mediated by the basepairing interaction of the 5'/3' UAR, 5'/3' CS and 5'/3' DAR. The viral protein NS5 is the RNA-dependent RNA polymerase (RdRp), which binds to SLA and gains access to the 3' end of the genome during circularization to initiate synthesis of the negative-strand intermediate, which in turn serves as the template for synthesis of the positive-strand RNA. Copyright 2006 by Cold Spring Harbor Laboratory Press; reprinted with permission.
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CHAPTER TWO

IDENTIFICATION AND CHARACTERIZATION OF CODING-REGION RNA ELEMENTS
INTRODUCTION

Dengue virus (DENV) is a member of the family Flaviviridae (5, 21) and causes a spectrum of clinical disease, ranging from an acute febrile illness known as dengue fever (DF) to the more severe forms of the illness, dengue hemorrhagic fever (DHF) and dengue shock syndrome (DSS). DENV is an enveloped positive-sense RNA virus whose genome is ~11 kilobases and encodes 10 viral proteins in a single open reading frame (ORF) that is flanked by highly structured 5' and 3' untranslated regions (UTRs) (7, 11, 32). While the DENV genome contains a 5' type 1 7-methyl-G cap, unlike cellular mRNAs, DENV lacks a poly(A) tail (7). The ORF is translated as a single polyprotein that is cleaved co- and post-translationally by both viral and host proteases (4) into three structural (capsid-C, premembrane-membrane-prM/M and envelope-E) and seven nonstructural (NS) proteins (NS1, NS2A, NS2B, NS3, NS4A, NS4B and NS5).

As with other positive-sense RNA viruses, the 5' (16) and 3' UTRs play a key role in regulating viral translation (1, 8, 14, 24, 47) and RNA synthesis (1-3). In the 5' UTR, stem-loop A (SLA) acts as the promoter element for synthesis of the negative-strand by providing the RNA-dependent RNA polymerase (RdRp) access to the 3' end of the genome during circularization (2, 3, 16). The panhandle structure that forms during viral replication is mediated by three pairs of circularization sequences, the 5′/3′ conserved sequence (CS), 5′/3′ upstream AUG region (UAR) and 5′/3′ downstream AUG region (DAR), which are required for RNA synthesis though they have no effect on viral translation (2, 3, 8, 18, 19, 27). Recently it has been shown that viral replication requires a balance between the linear and circular conformations (45, 46), which could act as a mechanism for coordinating the molecular switch between viral translation and RNA synthesis (45). Both the 3′ stem-loop (SL) and the 3′ UTR are required for efficient RNA synthesis (1, 14, 15), and RNA elements in the 3′ UTR have been shown to positively and negatively regulate viral translation (8, 14, 24, 47). Recently, small structured non-coding RNAs derived from the flavivirus 3′UTR (sfRNAs) were shown to accumulate in cells (31, 39), causing virus-induced cytopathic effects in cell culture and contribute to viral pathogenicity in mice (39). The importance of the regulatory RNA elements present within the UTRs is best demonstrated by the fact that mutations in either the 5' and 3' UTR can reduce viral replication in cell culture and mosquitoes, neurovirulence in mice, and viremia in monkeys (6, 36).

Published structure prediction algorithms have shown that the DENV coding-sequence is rather unstructured (23, 43), though there has been no functional proof that there are no putative coding-region RNA sequence elements. To date, only one RNA element has been identified in the DENV coding-region, an RNA secondary structure known as the capsid-coding hairpin (cHP), which regulates both viral translation and RNA synthesis (9, 10). Though the cHP is the only known DENV coding-region RNA element, there are several coding-region RNA elements in other animal and plant viruses that modulate various aspects of the viral life cycle including viral translation, RNA synthesis, vRNA intracellular trafficking, and viral assembly, as well as other less well characterized stages in viral replication (33, 37). The most well characterized coding-region RNA element is the cis-acting replicating element (CRE), which is a 61-nt stem-loop found within the 2C-coding sequence of poliovirus (PV) (20). Within the Picornaviridae family, the CREs can vary in length, and with the exception of the foot-and-mouth disease virus, the CREs are preferentially located within the coding-region (35, 38, 41). Hepatitis C virus contains several conserved secondary structures within the viral coding-region, including the SL9266 within the NSSB-coding sequence, which is involved in RNA synthesis (17, 30, 48, 49) and has been implicated in a kissing loop interaction with a conserved SL in the 3' UTR (17, 48) as well as with an upstream RNA sequence located at position 9110 in the NS5B coding-region (13). The cooperative binding of SL9266 with both its 5' and 3' complementary sequences increases genomic stability by creating a pseudoknot, though it is presently unknown if the functions of these two kissing loops are connected (13). Thus far, there have not been many efforts to elucidate the roles of coding-region RNA elements within the DENV
genome, though evidence from other positive-strand RNA viruses suggests that coding-region RNA elements can have diverse regulatory roles in the viral life cycle.

This study sought to identify whether additional RNA elements were located within the DENV coding region with the goal of expanding our knowledge of how the intracellular viral life cycle is regulated. Using sequence alignments and secondary structure conservation algorithms as a platform for the identification of novel RNA elements, three candidate RNA structural elements and three candidate RNA sequence elements were identified in the DENV capsid-, prM- and NS5-coding regions. Initial screening was conducted in mammalian and mosquito cells in order to assess the mutant constructs for their impact on viral infectivity, though only one of the original six putative RNA elements was shown to modulate the viral life cycle. The novel RNA sequence element identified in these early screens was called the conserved capsid-coding region 1 (CCR1), and preliminary evidence indicates that minor nucleotide changes to CCR1 impact viral spread in mammalian cells to some degree but can significantly delay viral replication in mosquito cells. Studies such as these are important for improving our understanding of cis-acting determinants that differentially regulate the viral life cycle in both the human host and mosquito vector, which could help in the design of attenuated vaccine strains or serve as candidate targets for antiviral agents.

**MATERIALS AND METHODS**

**Sequence conservation and secondary structure prediction algorithms.** For conserved sequence prediction, sequences were aligned using the Clustal W2 web software (42) from the European Bioinformatics Institute. Portions of the Clustal W2 alignments were processed by the RNAlifold web server (22) from the Institute of Theoretical Chemistry at the University of Vienna in order to generate the phylogenetically conserved secondary structure predictions. Individual RNA secondary structures were predicted using the mfold 3 web server (50) from the RNA Institute at the University at Albany. Reported ΔG values reflect enf refinement (the mfold free-energy computation incorporating coaxial stacking and the Jacobson-Stockmeyer theory for multibranched loops) (50).

**Construction of mutant DNA constructs.** Mutations were introduced into either the capsid-, prM- and NS5-coding region or the 3’ UTR of an infectious clone (IC) of the DENV2 Thai strain 16681 (pD2/IC-30P, hereafter pD2/IC; a gift of R. Kinney, Centers for Disease Control and Prevention, Fort Collins CO) using overlap extension-PCR (SOE-PCR). For mutations introduced into either the capsid- or prM-coding sequence, the T7 promoter and the first 1,391 nucleotides (nts) of DENV2 were amplified, whereas for mutations introduced into the NS5-coding sequence or the 3’ UTR, the last 1,867 nts of DENV2 were amplified. Resulting products were either digested with Sacl/Sphl (for mutations in capsid and prM) and ligated into a Sacl/Sphl-digested pD2/IC as previously described (9, 10) or digested with BsrGI/Xbal (for mutations in NS5 and the 3’ UTR) and ligated into a BsrGI/Xbal-digested pD2/IC. For the Renilla luciferase reporter constructs, the T7 promoter and the first 167 nts (for mutations in the first 72 nts of capsid) were amplified and resulting products were digested with NotI/MluI and ligated into a NotI/MluI-digested pDRrep as previously described (9). For mutations in NS5 and the 3’ UTR, the last 5,298 nts of the mutant IC were digested with Xhol/Xbal and ligated into a Xhol/Xbal-digested pDRrep. Primer sequences are provided in Table 2.1.

**Generation of RNA templates.** For all DNA templates (pD2/IC, pDRrep and pDRrep-RdRpmu (9)), linearized templates were generated by digestion with Xbal and purified using a 25:24:1 phenol/chloroform/isoamyl alcohol extraction (pH 6.7 ± 0.2, Fischer Scientific). RNA templates were generated via *in vitro* transcription using the RiboMax Large Scale RNA Production System (T7, Promega)
with the following modifications to the manufacturer’s protocol: 5 mM each GTP, CTP and UTP; 1 mM ATP; 5 mM m’G(5’)ppp(5’)A cap analog (New England Biolabs) were incubated for 4 hours (h) at 30°C with the addition of 2 mM ATP after 30 minutes (min). RNAs were subsequently treated with 80 U/mL TURBO DNase (Ambion) for 15 min at 37°C and unincorporated nucleotides were removed from DENV RNAs by size exclusion chromatography using Micro Bio-Spin P-30 Tris columns (BioRad Laboratories).

**Cell culture.** Baby hamster kidney (BHK-21, clone 15; hereafter BHK) cells were grown in minimal essential medium-alpha (MEMα, Gibco) with 5% fetal bovine serum (FBS; HyClone) at 37°C in 5% CO₂. For infections and preliminary transfections in Ae. albopictus mosquito (C6/36, ATCC #CRL-1660) cells were grown in Leibovitz’s medium (L-15, Gibco) with 10% FBS at 28°C without CO₂. For more efficient transfections in C6/36 cells, a high temperature (HT) variant was utilized (gift from A. Garmanik, Fundación Instituto Leloir, Buenos Aires Argentina) and grown in L-15 medium with 10% FBS at 33°C without CO₂. All media was supplemented with 10 mM HEPES (pH 7.5), 100 units/mL penicillin and 100 µg/mL streptomycin.

**Virus titration by plaque assay.** Plaque assays using BHK cells for virus titration were conducted as described previously (9, 10, 12). Viral titer was calculated as plaque forming units (pfu) per mL. For transfections, viral titers were normalized to either the amount of viral RNA (vRNA) in the cells at 2 h post-transfection (hpt, relative transfection efficiency) or at the time that the virus-containing supernatants were harvested, as determined by quantitative reverse transcription (qRT)-PCR. p-values relative to the WT control were derived by Wicoxon rank sum test in Mstat.

**RNA transfections.** BHK cells were seeded in 24-well plates, grown to 50% confluence, and transfected with 0.5 µg IC or replicon RNA using 4X Lipofectamine 2000 (Invitrogen), followed by a 2-h incubation at 37°C in 5% CO₂. BHK cells were washed 3X in MEMα medium and incubated at 37°C with 5% CO₂ until harvest at indicated timepoints. C6/36 cells were seeded in 12-well plates, grown to 70% confluence and transfected with 1 µg IC RNA using 8X TransMessenger (Qiagen), followed by a 3-h incubation at 28°C without CO₂. C6/36 cells were washed 1X in L-15 media and incubated at 28°C without CO₂ until harvest at indicated timepoints. C6/36 HT cells were seeded in 12-well plates, grown to 95% confluence, and transfected with 1 µg IC or replicon RNA using 6X Lipofectamine 2000 (Invitrogen), followed by a 3-h incubation at 33°C without CO₂. C6/36 HT cells were washed 1X in L-15 media and incubated at 33°C without CO₂ until harvest at indicated timepoints. Virus-containing supernatants were collected at the indicated timepoints and viral titer was assessed by plaque assay. Cellular RNA was harvested from a duplicate well at either 2 hpt or at the same time as the virus-containing supernatants and purified using the Mini RNA Isolation II Kit (Zymo Research) so that vRNA concentrations could be determined using qRT-PCR.

**Viral infections.** Virus-containing supernatants were harvested at 72 hpt from IC-transfected BHK cells. Virus-containing supernatants were concentrated by ultracentrifugation at 89,500 g for 2 h, and viral titer was assessed by plaque assay. BHK and C6/36 cell monolayers were infected at an MOI of 0.01, as determined by plaque assay. Infections were incubated at 37°C with 5% CO₂ (BHK) or 28°C without CO₂ (C6/36), and at 2 (BHK) or 3 (C6/36) hours post infection (hpi), cells were washed 1X with MEMα (BHK) or L-15 (C6/36) medium and incubated at 37°C with 5% CO₂ (BHK) or 28°C without CO₂ (C6/36) until harvest at indicated timepoints. Virus-containing supernatants were collected, and viral titer was assessed by plaque assay.

**Luciferase assay.** BHK cells transfected transfected with the Renilla luciferase reporter constructs were harvested at the indicated timepoints, and samples were analyzed with the Renilla Luciferase Assay.
System (Promega) according to the manufacturer’s instructions on a GloMax-96 Microplate Luminometer (Promega) with the following modifications to the manufacturer’s instructions: 50 µL cell lysate and 40 µL of 1X Renilla Luciferase Assay Substrate was used for each sample. Translation levels were normalized to the relative transfection efficiency at 2 hpt as determined by qRT-PCR. p-values relative to the WT control were derived by Wilcoxon rank sum test in Mstat.

**Quantitative RT-PCR.** Cellular RNA was harvested at indicated timepoints from duplicate wells and purified using the Mini RNA Isolation II Kit (Zymo Research). qRT-PCR was first conducted using a modification to the method of Houng et al. (26), which uses a FAM-TAMRA labeled probe and primer set that is directed against the 3’ UTR (Table 2.2). Due to the discovery of sferas (39), the qRT-PCR procedure was modified using the Laue et al. (29) method, which employs a FAM-TAMRA labeled probe and primer set that is directed against the viral protein NS5 (Table 2.2). qRT-PCR was conducted using the TaqMan One-Step Master Mix (Applied Biosystems) system with the following modifications to the protocol: the RT step was conducted at 48°C for 30 min, one denaturation cycle was included at 95°C for 10 min, annealing temperature was set at 60°C, and the reaction volume was fixed at 20 µL. For the purposes of determining transfection efficiency (2 hpt or at the time of virus-containing supernatants), target vRNA was first normalized to the cellular 18S RNA using the TaqMan VIC-MGB Primer Limited Eukaryotic 18S rRNA Endogenous Control (Applied Biosystems) in a parallel reaction. qRT-PCR was conducted on a Sequence Detection System 7300 (Applied Biosystems).

**Statistical analysis.** Wilcoxon rank sum test were performed in Mstat. Statistical significance was defined as p<0.05.

**RESULTS**

**The identification of novel RNA elements in the DENV coding-region based on sequence and secondary structure conservation.** The selection of candidate coding-region RNA sequence elements was based on an alignment of sequences from the representative genomes of DENV1-4, generated using Clustal W2 (42). Putative RNA secondary elements were defined by comparing the level of homology within a given stretch to that of the background sequences, which were defined as 30 nucleotides upstream and downstream of the putative element, requiring at least 70% homology in the region of interest. As a control, the 5’ and 3’ conserved sequence (CS, Fig. 2.1A and 2.1B) were analyzed for comparison, demonstrating 87% sequence homology in the 5’ region (~67% background, Fig. 2.1A) and 100% homology in its 3’ complementary sequence (~90% background, Fig. 2.1B). Based on the DENV1-4 sequence alignment, two novel RNA sequence elements were identified. In the prM-coding sequence, a region termed the prM-coding conserved region 1 (prMCR1) was identified with 73% sequence homology (~59% background, Fig. 2.1C), whereas in the NS5-coding sequence, a region called the NS5-coding conserved region 1 (NS5CR1) was found with 83% sequence homology (~58% background, Fig. 2.1D). When an alignment of sequences from the representative genomes of viruses in the closely-related Japanese encephalitis virus (JEV) serogroup was examined using Clustal W2 (42), the same candidate RNA sequence elements were identified, though the levels of sequence homology were reduced even among the control sequences. In the JEV serogroup alignment, the 5’ CS showed 73% homology (~32% background, Fig. 2.1E), while the 3’ CS had 56% homology (~42% background, Fig. 2.1F). Likewise, the candidate RNA sequence element prMCR1 displayed 60% homology (~40% background, Fig. 2.1G), which was only slightly lower than the candidate RNA sequence element NS5CR1, which showed 69% homology (~45% background, Fig. 2.1H). Although the putative RNA sequence elements were less conserved in the JEV serogroup than they were in the DENV serogroup,
they had comparable levels of homology when compared to the 5’ and 3’ CS control sequences. Based on the high degree of sequence conservation identified in both the DENV and JEV serogroups, prMCR1 and NS5CR1 were chosen as candidates RNA sequence elements (Fig. 2.1C and 2.1D).

Since the function of viral RNA elements can be structure-dependent rather than sequence-dependent, analyzing the sequence alignments was not sufficient to identify novel coding-region RNA elements. To this end, the sequence alignments were modified and examined for structural conservation using a prediction algorithm called RNAalifold (22). The closely-related DENV, JEV and tick-borne encephalitis virus (TBEV) sergroup alignments were modified so as to include either the 5’ UTR and a portion of the capsid-coding region or a portion of the NS5-coding region and the 3’ UTR to generate phylogenetically-conserved structure predictions using RNAalifold (22). The conserved secondary structure predictions showed that within the DENV serogroup, there were two candidate RNA structural elements in the capsid-coding region, termed capsid-1 (C-1) and C-2 (Fig. 2.2A). Interestingly, both C-1 and C-2 were found to be conserved amongst members of the JEV (Fig. 2.2B) and TBEV (Fig. 2.2C) serogroups. Much like with the known RNA structure element cHP, the primary nucleotide sequence of C-1 and C-2 is not well conserved in either the DENV or JEV serogroups, despite the fact that the predicted secondary structures are conserved (data not shown). There was one candidate RNA structural element identified in the NS5-coding region, called NS5-2 (Fig. 2.2D), though it was not found to be conserved in either the JEV or TBEV serogroups (data not shown). The predicted secondary structures of C-1, C-2 and NS5-2 showed the same level of covariance as the predicted secondary structures of cHP and to a lesser extent than the SLA (Fig. 2.2). Amino acid (aa) conservation alone is not sufficient to explain the observed sequence and structure conservation of all the identified candidate RNA elements in the DENV, JEV and TBE serogroups. Taken together, it is likely that the novel RNA elements that were identified are conserved in either their sequence or secondary structure because they may have a regulatory role in mediating the viral life cycle.

**Designing mutant constructs and optimizing the transfection protocol in BHK cells.** To determine whether the chosen candidate RNA elements regulate the viral life cycle, various mutations were introduced into an infectious clone (IC) of the DENV2 Thai strain 16681 (28). To disrupt the predicted secondary structure of C-1 with minimal changes to the primary nucleotide sequence, nine sequence changes were introduced into either side of the predicted stem structure, which created a side bulge as predicted by the *mfold* prediction software (50), however, these mutations also introduced conserved aa changes (“C1aa mut,” Fig. 2.3A, Table 2.3). Since even conserved aa changes will alter the protein-coding sequence, it is possible that changes to the aa sequence could mask an effect that the altered secondary structure may have on the viral life cycle. Therefore, eight nucleotide mutations were introduced into C-1 so as to restore the wild-type (WT) stem-loop structure and maintain the aa changes that were introduced into the parental “C1aa mut” construct (“C1aa cmut,” Fig. 2.3A, Table 2.3). By restoring the WT structure but maintaining the mutant aa sequence, it was possible to complement the structural defect to determine if the aa changes in "C1aa mut" are important for the viral life cycle. To determine whether the predicted secondary structure rather than the aa sequence of C-1 is important for the viral life cycle, silent point mutations were introduced to disrupt the predicted secondary structure (“C1sil cmut” and “C1sil mut,” Fig. 2.3A, Table 2.3). However, one mutant construct was designed so it would have the same mutant structure as the parental “C1aa mut” construct (“C1sil cmut”) in order to complement the aa changes in the original mutant "C1aa mut" while examining the structural changes for their impact on the viral life cycle. The second structure mutant was designed so as to determine whether different structural changes in C-1 would have different impacts on its role, if any, on the viral life cycle ("C1sil mut").

To disrupt the predicted secondary structure of C-2 with minimal changes to the primary nucleotide sequence, ten mutations were introduced to minimize the predicted stem-structure, though
these sequence changes also introduced conserved aa changes ("C2aa mut," Fig. 2.3B, Table 2.4). Since C-2 is directly downstream of another predicted stem-loop, the "C2aa mut" construct was designed so that the mutations would not affect neighboring RNA elements but would stably disrupt the C-2 structure as predicted by mfold (50). For NS5-2, thirteen nucleotide changes were introduced to disrupt its predicted secondary structure by creating two smaller stem-loops that share a common stem, though these changes also introduced conserved aa changes ("NS5-2aa mut," Fig. 2.3C, Table 2.5). Much like with C-1, to determine whether the aa sequence rather than the predicted structure of NS5-2 was important for the viral life cycle, eleven nucleotide changes were made in a complementary mutant, which restored the WT structure while maintaining the aa changes that were introduced into the parental "NS5-2aa mut" construct ("NS5-2aa cmut," Fig. 2.3C, Table 2.5). To examine whether the predicted secondary structure of NS5-2 is important for the viral life cycle, five silent point mutations were introduced to disrupt the predicted secondary structure without affecting the aa sequence ("NS5-2sil mut," Fig. 2.3C, Table 2.5).

For the putative RNA sequence element, prMCR1, three nucleotide changes were introduced so as to disrupt the primary nucleotide sequence while introducing conserved aa changes ("prMaa mut," Table 2.6). However, to examine the effect that conserved aa changes would have on the prM-coding sequence, an additional mutant construct was designed with nine silent point mutations ("prMsil mut," Table 2.6). A similar approach was taken with the putative RNA sequence element NS5CR1. However, there were eleven sequence changes introduced in the "NS5aa mut" construct, which contained conserved aa changes (Table 2.7) and thirteen silent point mutations in the "NS5sil mut" construct (Table 2.7). A series of control constructs were designed for these studies, introducing mutations into either the 5' or 3' CS. While three nucleotide changes were intended to be introduced into the 5' CS so as to disrupt the 5' and 3' CS interaction ("5'CSmut," Table 2.8), due to technical difficulties, two of these mutations occurred in a portion of the capsid-coding sequence that is just downstream of the 5' CS. Since none of the mutations affected the aa sequence of capsid, a mutant construct was designed with one nucleotide change in the 3' CS, which would restore basepair complementarity with the "5'CS mut" ("3'CSmut," Table 2.8). A third mutant construct was created that contained the mutations from both the "5'CSmut" and "3'CSmut" constructs, which would restore the 5'/3' CS-mediated circularization interaction ("CSmut comp," Table 2.8). An additional mutant was created that contained the two nucleotide changes that were introduced downstream of the 5' CS in the "5'CSmut" construct ("CCR1orig mut," Table 2.8). For all the designed mutant constructs used in this study, reading frame and codon usage bias in baby hamster kidney (BHK) and Ae. albopictus mosquito (C6/36) cells were maintained while preserving the surrounding secondary structures as predicted by the mfold (50).

RNA transcripts derived from the WT IC were transfected into BHK cell monolayers, and virus-containing supernatants were harvested at 24, 48 and 72 hours post-transfection (hpt) to be assayed for viral infectivity using plaque assays. Initially, the viral titers (pfu/mL) generated in the plaque assays were normalized to the relative transfection efficiency by extracting cellular RNA from BHK cells at 2 hpt. The cellular RNA extract was then purified and the amount of viral RNA (vRNA) in the cells quantified via qRT-PCR using a primer/probe set directed against the 3' UTR (1-3, 9, 10). However, recent studies have shown that small structures RNAs derived from the 3'UTR (small flaviviral RNAs, sRNAs) accumulate over time, which can lead to cytopathic effects in cells (39). While vRNA samples are harvested at 2 hpt, which is before RNA synthesis occurs (1), to avoid the possibility that normalizing viral titers using a primer/probe set directed against the 3' UTR could skew results, a pilot study was conducted that compared the 3' UTR primer/probe set (26) with a primer/probe set directed against the viral NS5 gene (29). We determined that there is no difference in viral titers that have been normalized using a primer/probe set directed against either the 3' UTR or the viral protein NS5 at 2 hpt (Fig. 2.4A), which implies that either primer/probe set could be used to normalize the transfection data in this study.
During the course of the normalization study, we found that there were minor inconsistencies in the calculated viral titer in independent experiments when normalizing the plaque assays to the relative transfection efficiency at 2 hpt regardless of which primer/probe set was utilized (Fig. 2.4B). While the variation was minor when compared to the raw viral titers (Fig. 2.4B), it is possible that small significant differences in viral titer could be obscured by the variability introduced by the normalization method. At the time of this study, there were four possible methods to normalize transfection experiments of this nature, including normalizing to the transfection efficiency at 2 hpt, normalizing to the amount of vRNA in the cells at the time that the virus-containing supernatant is harvested, normalizing the viral titer to the amount of vRNA in the supernatant at the time of harvest, or making comparisons based off the raw viral titers. Raw viral titers were used as a standard ("Raw Titer") with which to compare the variability inherent to each of the different normalization techniques. We chose to compare raw viral titer to the standard normalization technique ("2 hpt") as well as to the technique that examined how much virus is actively being replicated by the cells at the time of supernatant harvest ("vRNA in Cells"). The alternate method of normalizing the viral titer to the amount vRNA in the virus-containing supernatant at the time of harvest is used to calculate a particle-to-plaque forming unit (pfu) ratio, which is often used to determine how much of the viral supernatant is infectious rather than reflect the amount virus being produced. For this reason, this technique was not considered as a possible normalization technique. While normalizing viral titer to the transfection efficiency at 2 hpt did not display a significant difference compared to the other normalization method tested, it did slightly amplify the viral titers at all the timepoints tested. On the other hand, normalizing the viral titers to the amount of vRNA in the cells at the time that the viral supernatants are harvested showed less variability across all experiments and was therefore chosen as the new standard (Fig. 2.4B).

Candidate RNA elements are examined for viral infectivity in BHK cells. RNA transcripts for the WT and mutant ICs were transfected into BHK cell monolayers, and virus-containing supernatants were harvested at 24, 48 and 72 hpt to be assessed for viral infectivity using plaque assays. All mutant C-1 constructs that had conserved aa changes ("C1aa mut" and "C1aa cmut") had either a no-plaque phenotype or a viral titer that was barely above the limit of detection (Fig. 2.5A). On the other hand, both mutant constructs where the predicted secondary structure was disrupted without affecting the protein-coding sequence ("C1sil cmut" and "C1sil mut") resulted in WT levels of replication (Fig. 2.5A), indicating that the predicted secondary structure of C-1 is not important for the viral life cycle in BHK cells. However, these results indicate that even minor conserved aa changes in this region of the capsid-coding sequence can have drastic consequences on the viral life cycle. In contrast, changes to both the aa sequence and the predicted secondary structure of C-2 ("C2aa mut") had no effect on viral titer, which implies that while the C-2 stem structure is not a putative RNA element and that this portion of the capsid-coding sequence is not as sensitive to aa changes as C-1 (Fig. 2.5B). NS5-2 behaved much like C-1, in that the protein-coding sequence of NS5-2 was shown to be more important for the viral life cycle than its predicted secondary structure, since both the "NS5-2aa mut" and "NS5-2aa cmut" constructs had a no-plaque phenotype and while the "NS5-2sil mut" construct had no effect on viral titer (Fig. 2.5C). Similar results were observed when aa changes were introduced into the prMCR1 ("prMaamut," Fig. 2.5D) and NS5CR1 ("NS5aamut," Fig. 2.5E) regions of the genome, where mutations to the aa sequence resulted in a no-plaque phenotype and this defect in viral titer was restored to WT levels when silent point mutations were introduced instead ("prMsil mut," Fig. 2.5D; "NS5sil mut," Fig. 2.5E), indicating that neither prMCR1 or NS5CR1 are putative RNA sequence elements in BHK cells.

Changes to the 5’ CS had the expected result of producing a no-plaque phenotype ("5’CSmut," Fig. 2.5F), though the changes to the 3’ CS were not sufficient to completely diminish viral titer in BHK cells ("3’CSmut," Fig. 2.5F), which supports the hypothesis that the 3’ circularization sequence is more forgiving to sequence changes than its 5’ complementary sequence (2, 3, 19, 27). As expected, when
the 5’ and 3’ mutant CS sequences were combined in one complementary mutant construct that restored base-pair complementarity (“CSmut comp”), the viral titer was restored to close to WT levels (Fig. 2.5F) though unexpectedly, the resulting virus had a small plaque phenotype (Fig. 2.5G). Given that the 5’/3’ CS have been studied extensively (1, 27) and none of the associated mutants displayed a small plaque phenotype, it was thought that the diminished plaque size could be due to the two sequence changes that were introduced into the region just downstream of the 5’ CS. Analysis of the region just downstream of the 5’ CS showed a high degree of sequence and secondary structure conservation in both the DENV and TBEV serogroups (addressed in Chapter 3), so it was termed the conserved capsid-coding region 1 (CCR1). The two nucleotide changes that were outside of the 5’ CS region in the “5’CSmut” construct were isolated in separate mutant construct, termed “CCR1orig mut” (Table 2.8). While the “CCR1orig mut” construct had no effect on viral titer (Fig. 2.5F), it demonstrated the same small plaque phenotype observed with the “CSmut comp” construct (Fig. 2.5G), indicating that CCR1 might be a putative RNA sequence element, though these small sequence changes only affected plaque morphology in BHK cells.

Examining whether the putative RNA elements play a role in the viral life cycle in C6/36 cells. As transfections bypass key steps in viral replication, such as entry and uncoating, the mutant constructs were examined in the context of viral infections. Since the "C2aa mut" construct did not affect the viral titer, despite having aa changes in the capsid-coding region, it was not used for further investigation since it was not likely to be a putative RNA sequence element. Instead, only the candidate RNA structure elements (C-1 and NS5-2) that had mutant constructs with silent point mutations were examined. The "CCR1orig mut" construct was included in these studies since it was the only candidate RNA sequence element that showed a distinct phenotype in IC-transfected BHK cells. Virus-containing supernatants were harvested from IC-transfected BHK cells at 72 hpt, concentrated, titered and used to infect BHK cell monolayers at an MOI of 0.01. Virus-containing supernatants were harvested at 48 hours post-infection (hpi) before being assayed for viral infectivity by plaque assay. Given the technical difficulties that existed at the time with respect to transfecting C6/36 cells, the infection experiments provided an opportunity to examine the effect of the putative RNA elements on the viral life cycle in mosquito cells. As DENV replication kinetics are slower in C6/36 cells, virus-containing supernatants derived from infected C6/36 cells were assessed for viral infectivity at 120 hpi. While the “CCR1orig mut” virus maintains a small plaque phenotype in infected BHK cells, none of the remaining mutant viruses showed a significantly lower viral titer as compared to the WT in infected BHK cells (Fig. 2.6), implying that neither C-1 or NS5-2 plays a role in entry and uncoating. The infections in C6/36 cells confirm that NS5-2 is not important for the viral life cycle in any of the tested cell lines, though the C-1 results were conflicting (Fig. 2.6). The “C1sil cmut” virus had a significantly lower viral titer in infected C6/36 cells but the “C1sil mut” mutant virus had WT levels of replication (Fig. 2.6), indicating that this RNA element may have minor effects on viral titer in C6/36 cells. Since both mutant constructs (“C1sil mut” and “C1sil cmut”) have distinct structural changes but vary slightly in their ability to replicate in C6/36 cells, C-1 may have a sequence-dependent rather than structure-dependent effect on early steps in the viral life cycle. In contrast, the “CCR1orig mut” mutant virus displayed a small plaque phenotype and a significantly lower viral titer that was barely above the limit of detection in infected C6/36 cells, implying that this region of the capsid-coding sequence has a far more significant effect in mosquito cells (Fig. 2.6).

As stated earlier, C-1, NS5-2, and CCR1 were examined for their effect on the viral life cycle in mosquito cells using infections due to technical difficulties associated with conducting transfections in C6/36 cells. During the course of this study, the procedure for transfecting BHK cells was successfully adapted for use in C6/36 cells (Fig. 2.7A), though this initial procedure was inconsistent and detectable virus could only be measured after 96 hpt. Infected C6/36 cells produced detectable viral titers at 48 hpi.
though the levels are only slightly higher than the limit of detection at this time (data not shown), so the transfected C6/36 should produce detectable virus by 48 or 72 hpt. Furthermore, viral titers in the transfected C6/36 cells were ~2-3 logs lower than the titers achieved during viral infections at the same time point (data not shown), indicating that viral production after the procedure was inefficient. A high temperature (HT) variant of the C6/36 cell line was shown to be more easily and efficiently transfected with ICs (40), though the transfection reagent caused massive cell death at 24 hpt, which resulted in inability to consistently reproduce the transfections. After additional modifications, the C6/36 HT cell line was transfected with the WT IC, producing detectable high quantities of viral titer at 72 hpt (Fig. 2.7A). Once the protocol was more efficient and reproducible, the remaining mutant constructs, “prMsil mut” and “NS5sil mut,” could be examined for their effect on the viral life cycle in C6/36 cells since they had not been tested in infected mosquito cells. prMCR1 and NS5CR1 were examined alongside the “CCR1orig mut” construct, which had showing promising results in the infected C6/36 cells. While neither the “prMsil mut” and “NS5sil mut” constructs had an effect on viral titer in the transfected C6/36 HT cells, the “CCR1 orig mut” construct showed a significantly lower viral titer at all timepoints tested (Fig. 2.7B) as well as a small plaque phenotype whenever detectable virus was measured. These results confirmed the infection experiments, indicating that CCR1 is a putative RNA sequence element though it effects are more significant in C6/36 cells.

**CCR1 and NS5-2 have no effect on viral translation or RNA synthesis in BHK cells.** The majority of the known DENV RNA elements regulate viral translation (1, 8, 10) or RNA synthesis (2, 3, 9, 16, 18, 19). Other than the 5′/3′ CS controls, CCR1 was the only candidate RNA element that was shown to modulate the viral life cycle, so it was of interest to determine whether its effect on plaque phenotype was due to defects in viral translation or RNA synthesis. Since the C-1, C-2 and prMCR1 regions are not found on the currently available *Renilla* luciferase reporter construct (9), only CCR1, the 5′/3′ CS controls and the NS5-2 mutant construct that had no aa changes in the protein-coding sequence were subcloned into the replicons. Neither the “NS5-2sil mut” not the “NS5sil mut” construct were shown to modulate viral titer in BHK or C6/36 cells, so only one (“NS5-2sil mut”) was examined for its effects on viral translation and RNA synthesis, serving as an internal control. Another negative control that was utilized in this assay was the pDRrep-RdRpmut construct (“GVD”), which is unable to replicate due to a mutation in the active site of the viral RdRp (9). As with other DENV and WNV replicons, the replication kinetics are slower compared to the infectious clone (1, 25, 34, 44).

RNA transcripts were transfected into BHK cell monolayers and assayed for luciferase activity at 4, 8, 12, 24, 48 and 72 hpt. All constructs had WT levels of luciferase counts at early timepoints post-transfection, indicating that input viral translation is not affected by the introduced mutations (Fig. 2.8). Aside from the GVD negative control, the only mutant construct that had a significantly lower luciferase count at later timepoints was the “5′CSmut” construct, indicating that this construct has a defect in RNA synthesis. This is not unexpected given that the "5′CSmut" mutant construct demonstrated a no-plaque phenotype in IC-transfected BHK cells (Fig. 2.8) and it is know that disruption of the 5′/3′ CS interaction can inhibit RNA synthesis (1, 27). The "3′CSmut," “CSmut comp” and “NS5-2sil mut” constructs behaved as expected, displaying WT levels of luciferase counts throughout the assay, indicating that they have no significant effect on viral translation or RNA synthesis (Fig. 2.8). Interestingly, the “CCR1orig mut” construct also had no significant difference in luciferase counts as compared to the WT at all timepoints tested, implying that CCR1 has no effect on viral translation and RNA synthesis in BHK cells (Fig. 2.8) despite the effect on plaque morphology in IC-transfected BHK cells.
DISCUSSION

Sequence and structure conservation was used as a platform for identifying putative RNA elements in the DENV coding-region, since RNA elements are more likely to perform a function in the viral life cycle if they are conserved. All three candidate RNA structure elements (C-1, C-2 and NS5-2) and the two candidate RNA sequence elements (prMCR1 and NS5CR1) were shown not to play a role in the viral life cycle in either BHK or C6/36 cells. However, this does not exclude the possibility that additional RNA elements exist within the DENV coding-region. Continuation of the current study should include re-examining the sequence alignments and phylogenetically conserved structure predictions and identifying additional candidate RNA elements that could be tested using the tools outlined in this study (discussed in Chapter 4), though it would be best if all mutant constructs were designed with silent point mutations since altering the protein-coding sequence can have drastic effects on viral replication. It should be noted that while the C-1, NS5-2, prMCR1 and NS5CR1 protein-coding sequences were shown to be important for virus production, the C-2 aa sequence is dispensable. This is important when considering the effect that sequence changes may have on protein folding, implying that this portion of the capsid-coding sequence can tolerate aa changes without affecting the role of capsid in viral replication.

The “C1sil mut” and “C1sil cmut” constructs had distinct structural changes to C-1, however, they varied slightly in their ability to replicate in C6/36 cells. Differences in viral replication could indicate that C-1 has a sequence-dependent rather than structure-dependent effect on the viral life cycle in C6/36 cells. However, given the lack of sequence homology in this region of the genome in both the DENV and JEV serogroups (discussed in Chapter 4), it is unlikely that C-1 would be a candidate RNA sequence element. It would be of interest to test this theory by introducing more specific sequence changes in C-1, focusing on altering the primary nucleotide sequence rather than the predicted secondary structure and testing its effects on the viral life cycle in C6/36 cells.

While it has been shown that C-1, C-2, NS5-2, prMCR1 and NS5CR1 are not important cis-acting regulatory RNA elements, aa changes introduced into C-1, NS5-2, prMCR1 and NS5CR1 did impact viral titer, which provides some insight into the requirement for their protein coding-sequence in the viral life cycle, though these observations are outside the scope of this study. However, initial testing of the 5′/3′ CS control mutant constructs identified a putative RNA sequence element, termed CCR1. CCR1 is further analyzed in Chapter 3; however, preliminary characterization of the “CCR1orig mut” construct indicates that CCR1 may act as a cell-type specific RNA element since it has a more dramatic phenotype in C6/36 cells. Considering that DENV is an arbovirus with distinct replication strategies in the mammalian host and mosquito vector, cell-type dependent cis-acting determinants can help explain how viral replication is differentially regulated. However, while two nucleotide changes were enough to significantly reduce viral titer in C6/36 cells, the “CCR1orig mut” construct only influenced plaque morphology in BHK cells. It is possible that CCR1 is important for viral replication in BHK cells, but that additional sequence changes need to be introduced to observe a more dramatic phenotype. Further investigation should explore which aspects of the primary nucleotide sequence for CCR1 are important for the viral life cycle in C6/36 cells, as well as further characterize the effect of CCR1 on mammalian cells.

It is known from other positive-strand RNA viruses that multiple coding-region RNA elements can have important regulatory roles in modulating various aspects of the viral life cycle (33). Studies such as these can help identify additional RNA elements located within the coding-region, which may provide insight into novel replication strategies, help elucidate the regulation of other stages in the viral life cycle besides viral translation and RNA synthesis, and potentially explain the differential regulation of the viral life cycle in the mammalian host and mosquito vector. Thus far, few efforts have been undertaken to elucidate the roles of coding-region RNA elements within the DENV genome, which limits
our understanding of DENV replication. However, the potential role of CCR1 in modulating the viral life cycle in mosquito cells might provide insight into the viral replication strategies within the mosquito vector.
Figure 2.1: Putative RNA sequence elements identified in the capsid, prM/M- and NS5-coding region based on sequence conservation in the DENV and JEV serogroups. Partial alignment of the representative genomes for the DENV serogroup (accession codes DENV1 U88535, DENV2 NC_001474, DENV3 AY099336 and DENV4 GU289913) for the (A) 5' CS (position 118-177, numbering based on DENV2 Thai strain 16681), (B) 3' CS (position 10572-10630), (C) prMCR1 (position 598-657) and (D) NS5CR1 (position 9108-9227). Partial alignment of the representative genomes for the JEV serogroup (accession codes JEV M18370, Murray Valley encephalitis virus AF161266, WNV NC_001563, Kunjin virus AY274505, St. Louis encephalitis virus DQ525916 and YFV U17067) for the (E) 5' CS (position 108-159, numbering based on JEV), (F) 3' CS (position 10840-10889), (G) prMCR1 (position 639-695) and (H) NS5CR1 (position 9217-9336). Alignments were generated using Clustal W2 (42). Positions of sequence homology are indicated by asterisks; the 5' CS is underlined with a solid line; the 3' CS is underlined with a dashed line and the candidate RNA sequence elements prMCR1 and NS5CR1 are boxed.
Figure 2.2: Putative RNA structural elements identified in the capsid- and NS5-coding region based on structure conservation in the DENV, JEV and TBEV serogroups. Phylogenetic consensus structure based on (A) the 5' UTR and the entire capsid-coding sequence of DENV1-4, (B) the 5' UTR and portions of the capsid-coding sequence from the JEV serogroup (position 1-273, numbering based on JEV) or (C) the 5' UTR and portions of the capsid-coding sequence from the TBEV serogroup (position 1-302, numbering based on TBEV; accession codes TBEV U27495, Powassan virus NC_003687 and Omsk hemorrhagic virus AY193805). (D) Phylogenetic consensus structure based on the 3' UTR and portions of the NS5-coding sequence from the DENV serogroup (position 9647-10159, numbering based on DENV2 Thai strain 16681). Consensus structures were computed with RNAalifold (22). Covariance is depicted as a colored spectrum ranging from red, to dark pink, light pink, yellow and then green. Major known RNA elements are indicated as follows: stem-loop A (SLA), capsid-coding hairpin (cHP), conserved capsid-coding region 1 (CCR1), variable region (VR), dumbbells 1 and 2 (DB1/2) and 3' stem-loop (3' SL). Putative RNA structure elements C-1 (red), C-2 (black) and NS5-2 (blue) are indicated by colored circles.
\[ \Delta G_{\text{WT}} = -24.6 \]
\[ \Delta G_{\text{C1aa mut}} = -13.9 \]
\[ \Delta G_{\text{C1sil mut}} = -20.4 \]

\[ \Delta G_{\text{C1aa cmut}} = -16.1 \]
\[ \Delta G_{\text{C1sil cmut}} = -15.1 \]

\[ \Delta G_{\text{WT}} = -13.3 \]
\[ \Delta G_{\text{C2aa mut}} = -6.5 \]
Figure 2.3: Generation of mutant constructs for the putative RNA structural elements. *mfold* predictions (50) of the mutant constructs designed to disrupt the predicted secondary structures of putative RNA structural elements (A) C-1, (B) C-2 and (C) NS5-2. The stem-loop structure of C-1 was first mutated with conserved amino acid changes (“C1aa mut”) and then restored with a complementary mutant that had a WT structure but mutant amino acid sequence (“C1aa cmut”). Two additional mutants were designed with silent point mutations that disrupted the predicted structure of C-1 (“C1sil cmut” and “C1sil mut”). The predicted stem-loop of C-2 was disrupted with conserved amino acid changes (“C2aa mut”), as was the stem loop of NS5-2 (“NS5-2aa mut”). The amino acid changes in “NS5-2aa mut” were maintained in a complementary mutant that restored the WT structure of NS5-2 (“NS5-2aa cmut”). The predicted secondary structure of NS5-2 was also mutated with silent point mutations (“NS5-2sil mut”). The positions of introduced mutations are indicated by boxes. Major known RNA elements are indicated as follows: CCR1, conserved capsid-coding region 1.
Figure 2.4: Optimization of viral infectivity analysis. Virus-containing supernatants from IC-transfected BHK cells were assessed for viral titer (pfu/mL) by plaque assay. (A) The normalization protocol was optimized by harvesting vRNA from IC-transfected cells at 2 hpt and analyzed using qRT-PCR with primer/probe sets directed against either the 3' UTR or the viral protein NS5. (B) The normalization protocol was modified to examine whether viral titers are better reflected by the transfection efficiency at 2 hpt ("2 hpt") or the amount of vRNA in the cells at the time that the virus-containing supernatants were harvested ("vRNA in Cells") as they compare to the raw viral titers ("Raw Titer"). Results were obtained from 3 independent experiments, conducted in duplicate. The limit of detection is shown by a dashed line (1.9 pfu/mL). *p<0.05 relative to the WT. Errors bars indicate standard deviation.
Figure 2.5: Examination of the putative RNA elements in BHK cells. Virus-containing supernatants from IC-transfected BHK cell monolayers were assessed for viral titer (pfu/mL) by plaque assay. The role of (A) C-1, (B) C-2, (C) NS5-2, (D) prMCR1, (E) NS5CR1, and (F) the control mutant constructs 5’/3’ CS were examined by comparing the WT and mutant IC constructs. (G) Photographic representation of the small plaque phenotype observed with the “CSmut comp” and “CCR1orig mut” mutant constructs. Viral titers were normalized to the amount of vRNA present in the cells at the time of harvest as measured by qRT-PCR using the primer/probe set directed against the viral NS5 gene. Results were obtained from 3 independent experiments, conducted in duplicate. Plaque phenotypes are indicated (SP, small plaque). The limit of detection is shown by a dashed line (1.9 pfu/mL). *p<0.05 relative to the WT. Errors bars indicate standard deviation. Note: prMCR1 and NS5CR1 transfections in BHK cells were conducted by Dipti Banerjee, UC Berkeley Senior Thesis 2011.
Figure 2.6: Infection of BHK and C6/36 cells with mutant viruses demonstrates a role for CCR1 in C6/36 cells. Mutant viruses were harvested from IC-transfected BHK monolayers, concentrated, titered and used to infect BHK and C6/36 cell monolayers at an MOI of 0.01, and the viral titer was assessed by plaque assay at 48 (BHK cells) and 120 (C6/36 cells) hours post-infection. Results were obtained from 3 independent experiments, conducted in duplicate. Plaque phenotypes are indicated (SP, small plaque). The limit of detection is shown by a dashed line (1.9 pfu/mL). *p<0.05 relative to the WT. Errors bars indicate standard deviation.
Figure 2.7: Examination of the putative RNA elements in C6/36 cells. (A) C6/36 and C6/36 HT cells were analyzed for their ability to be transfected with ICs. (B) Virus-containing supernatants from IC-transfected C6/36 HT cell monolayers were assessed for viral titer (pfu/mL) by plaque assay in order to determine the role of CCR1, prMCR1 and NS5CR1 in the viral life cycle. Viral titers were normalized to the amount of vRNA present in the cells at the time of harvest as measured by qRT-PCR using the primer/probe set directed against the viral protein NS5. Results were obtained from 3 independent experiments, conducted in duplicate. Plaque phenotypes are indicated (SP, small plaque). The limit of detection is shown by a dashed line (1.9 pfu/mL). *p<0.05 relative to the WT. Errors bars indicate standard deviation. Note: prMCR1 and NS5CR1 transfections in C6/36 HT cells were conducted by Dipti Banerjee, UC Berkeley Senior Thesis 2011.
Figure 2.8: CCR1 shows no effect on viral translation or RNA synthesis in BHK cells. Mutations were subcloned into *Renilla* luciferase replicons and the mutant replicons were transfected into BHK cell monolayers. Cellular lysates were harvested at the indicated timepoints and assayed for luciferase activity. Results were obtained from 3 independent experiments, conducted in duplicate. *p<0.05 relative to the WT replicon. Errors bars indicate standard deviation.
Table 2.1: SOE-PCR cloning primers for the generation of DNA mutant constructs. For cloning into the IC, the mutant forward (FWD) primers (listed) were used in conjunction with the WT reverse (REV) primer to generate the “A” fragment. The mutant REV primers are the reverse complement of the mutant FWD primer, and used in conjunction with the WT FWD to generate the “B” fragment. The “A” and “B” fragments were spliced together using the WT FWD and REV primers (“C” fragment), which was used to generate the inserts. Certain mutant constructs required two rounds of SOE-PCR; primers used in the second round of SOE-PCR are indicated by asterisks. Codons where mutations were introduced are in lower case. WT flanking primers are underlined.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Construct</th>
<th>Primer Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 (FWD)</td>
<td>C1aa mut (FWD)</td>
<td>5’-AACGACAGGAGCACGATGCATGC-3’</td>
</tr>
<tr>
<td></td>
<td>C1aa mut (FWD)*</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>C1aa cmut (FWD)</td>
<td>5’-GACCAAtcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>C1sil cmut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>C1sil cmut (FWD)*</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>C1sil mut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>C1sil mut (FWD)*</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>C2aa mut (FWD)</td>
<td>5’-CGCGAGAGACCCCGGCTGacettccGTGAAAagattccAAAGAGATTCTCAGTGG-3’</td>
</tr>
<tr>
<td></td>
<td>5’CSmut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>prMaa mut (FWD)</td>
<td>5’-CTTCTCACTTGGAATGCTGaatGGACGAGGACCAataAAACTGTTCATGGCCCTGG-3’</td>
</tr>
<tr>
<td></td>
<td>prMsil mut (FWD)</td>
<td>5’-CTTCTCACTTGGAATGCTGaatGGACGAGGACCAataAAACTGTTCATGGCCCTGG-3’</td>
</tr>
<tr>
<td></td>
<td>prMsil mut (FWD)*</td>
<td>5’-CTTCTCACTTGGAATGCTGaatGGACGAGGACCAataAAACTGTTCATGGCCCTGG-3’</td>
</tr>
<tr>
<td>IC</td>
<td>proSfil mut (FWD)*</td>
<td>5’-TTTTCCGACTCTGCACTGCTCTT-3’</td>
</tr>
<tr>
<td></td>
<td>ESphiR (REV)</td>
<td>5’-GAAGCAGGCTTGATAGAAGGAAG-3’</td>
</tr>
<tr>
<td></td>
<td>BrsGI (REV)</td>
<td>5’-TTTTCCGACTCTGCACTGCTCTT-3’</td>
</tr>
<tr>
<td></td>
<td>NS5-2aa mut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>NS5-2aa mut (FWD)*</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>NS5-2aa cmut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>NS5-2aa cmut (FWD)*</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>NS5-2sil mut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>NS5-2sil mut (FWD)*</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>NS5aa mut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>NS5aa mut (FWD)*</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td>Replicon</td>
<td>NS5sil mut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>3’CSmut (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>XbalR (REV)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>SacI7RepF (FWD)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>MluICrepR (REV)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
<tr>
<td></td>
<td>CCR1orig mutR (REV)</td>
<td>5’-GACCAatcAAACTGTTCAATGgcatcggAGCCGGTTCTCTCTTCTAAAC-3’</td>
</tr>
</tbody>
</table>
### Table 2.2: qRT-PCR primer/probe sets directed against the 3’ UTR or the viral NS5 gene.

<table>
<thead>
<tr>
<th>Directed Against</th>
<th>Construct</th>
<th>Primer or Probe Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>3’ UTR</td>
<td>DV10621F (FWD)</td>
<td>5’-CATATTGACGCTGGGAAAGA-3’</td>
</tr>
<tr>
<td></td>
<td>DV10723R (REV)</td>
<td>5’-AGAACCTGTTGATCCACACGACC-3’</td>
</tr>
<tr>
<td></td>
<td>DV-3UTR-F/T (Probe)</td>
<td>5’-FAM-CTGCTCTCAGCATATCCAGGCA-TAMRA-3’</td>
</tr>
<tr>
<td>NS5</td>
<td>DV9944F (FWD)</td>
<td>5’-ACAAAGTCGAACACTGCTGGCAAT-3’</td>
</tr>
<tr>
<td></td>
<td>DV10121R (REV)</td>
<td>5’-GCCGCACCATGCTCTTCT-3’</td>
</tr>
<tr>
<td></td>
<td>DV-NS5-F/T(Probe)</td>
<td>5’-FAM-TGGGATTTCTCCCATGATTCCACTGG-TAMRA-3’</td>
</tr>
</tbody>
</table>

### Table 2.3: Sequences for the WT and mutant C-1 constructs. Mutations are in lower case and amino acid changes are underlined.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Nucleotide Sequence</th>
<th>Amino Acid Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>5’-CTTGGAATGCTGCAGGGACGAGGACCATTA AAACGTGTTCATGGGACATGCACAAACATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-LGMLQGRGPLKLFMALVAFL-3’</td>
</tr>
<tr>
<td>C1aa mut</td>
<td>5’-CTTGGAATGCTGCAGGGACGAGGACCATTA AAACGTGTTCATGGGACATGCACAAACATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-LGMLQGRGPLKLFMALVAFL-3’</td>
</tr>
<tr>
<td>C1aa cmut</td>
<td>5’-CTTGGAATGCTGCAGGGACGAGGACCATTA AAACGTGTTCATGGGACATGCACAAACATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-LGMLQGRGPLKLFMALVAFL-3’</td>
</tr>
<tr>
<td>C1sil cmut</td>
<td>5’-CTTGGAATGCTGCAGGGACGAGGACCATTA AAACGTGTTCATGGGACATGCACAAACATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-LGMLQGRGPLKLFMALVAFL-3’</td>
</tr>
<tr>
<td>C1sil mut</td>
<td>5’-CTTGGAATGCTGCAGGGACGAGGACCATTA AAACGTGTTCATGGGACATGCACAAACATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-LGMLQGRGPLKLFMALVAFL-3’</td>
</tr>
</tbody>
</table>

### Table 2.4: Sequences for the WT and mutant C-2 constructs. Mutations are in lower case and amino acid changes are underlined.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Nucleotide Sequence</th>
<th>Amino Acid Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>5’-GTGTCGACTGTGCAACAGCTGACAAAG-3’</td>
<td>5’-VSTVQQLTK-3’</td>
</tr>
<tr>
<td>C2aa mut</td>
<td>5’-GTGTCGACTGTGCAACAGCTGACAAAG-3’</td>
<td>5’-VSTVQQLTK-3’</td>
</tr>
</tbody>
</table>

### Table 2.5: Sequences for the WT and mutant NS5-2 constructs. Mutations are in lower case and amino acid changes are underlined.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Nucleotide Sequence</th>
<th>Amino Acid Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>5’-ACGGCCTGTTTGGGGAGAAGTCTTACGCCCAAATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-TACLGKSYAQMWSLMYFHRRDL-3’</td>
</tr>
<tr>
<td>NS5-2aa mut</td>
<td>5’-ACGGCCTGTTTGGGGAGAAGTCTTACGCCCAAATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-TACLGKSYAQMWSLMYFHRRDL-3’</td>
</tr>
<tr>
<td>NS5-2aa cmut</td>
<td>5’-ACGGCCTGTTTGGGGAGAAGTCTTACGCCCAAATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-TACLGKSYAQMWSLMYFHRRDL-3’</td>
</tr>
<tr>
<td>NS5-2sil mut</td>
<td>5’-ACGGCCTGTTTGGGGAGAAGTCTTACGCCCAAATG TGGAGCTTGATGTACTTCCACAGACGCGACCTC-3’</td>
<td>5’-TACLGKSYAQMWSLMYFHRRDL-3’</td>
</tr>
</tbody>
</table>

### Table 2.6: Sequences for the WT and mutant prMCR1 constructs. Mutations are in lower case and amino acid changes are underlined.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Nucleotide Sequence</th>
<th>Amino Acid Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>5’-GACGGCGAGGACATGCTGGTGCTCAAC-3’</td>
<td>5’-EPEIDDCWCN-3’</td>
</tr>
<tr>
<td>prMaa mut</td>
<td>5’-GACGGCGAGGACATGCTGGTGCTCAAC-3’</td>
<td>5’-EPEIDDCWCN-3’</td>
</tr>
<tr>
<td>prMsil mut</td>
<td>5’-GACGGCGAGGACATGCTGGTGCTCAAC-3’</td>
<td>5’-EPEIDDCWCN-3’</td>
</tr>
</tbody>
</table>
Table 2.7: Sequences for the WT and mutant NS5CR1 constructs. Mutations are in lower case and amino acid changes are underlined.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Nucleotide Sequence</th>
<th>Amino Acid Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>5′-ATGTATGCCGATGACACCGCA</td>
<td>5′-MYADDTAGWDTRIT-3′</td>
</tr>
<tr>
<td></td>
<td>GGATGGGATACAAGAATCACA</td>
<td></td>
</tr>
<tr>
<td>NS5aa mut</td>
<td>5′-ATGTAcGgCGAcGAACACGgc</td>
<td>5′-MYGGDTGGWDSRIS-3′</td>
</tr>
<tr>
<td></td>
<td>GGATGGGATccAgGATccTcc</td>
<td></td>
</tr>
<tr>
<td>NS5sil mut</td>
<td>5′-ATGTAcGctGCACgATcGcc</td>
<td>5′-MYADDTAGWDTRIT-3′</td>
</tr>
<tr>
<td></td>
<td>GCtGcGGGAcAcATcGcAc</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.8: Sequences for the WT and mutant 5′/3′ CS controls, and the putative RNA sequence element CCR1. The 5′ CS is highlighted. The "CSmut comp" construct contains the mutations that were introduced in the "5′CSmut" and "3′CSmut" constructs. Mutations are in lower case and amino acid changes are underlined.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Nucleotide Sequence</th>
<th>Amino Acid Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT 5′ CS</td>
<td>5′-TTCAATATGCTGAAACGCGAG</td>
<td>5′-FNMLKRE-3′</td>
</tr>
<tr>
<td>5′CSmut</td>
<td>5′-TTCAAcATGCTGAAgCGgGAG</td>
<td>5′-FNMLKRE-3′</td>
</tr>
<tr>
<td>WT 3′ CS</td>
<td>5′-AGCATATTGA</td>
<td>5′-AGCATgTTGA-3′</td>
</tr>
<tr>
<td>3′CSmut</td>
<td>5′-AGCATgTTGA-3′</td>
<td></td>
</tr>
<tr>
<td>CSmut comp</td>
<td>5′-TTCAcATGCTGAAgCGgGAG</td>
<td>5′-FNMLKRE-3′</td>
</tr>
<tr>
<td></td>
<td>5′-AGCATcTTGA</td>
<td></td>
</tr>
<tr>
<td>CCR1orig mut</td>
<td>5′-TTCAATATGCTGAAgCGgGAG</td>
<td>5′-FNMLKRE-3′</td>
</tr>
</tbody>
</table>
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CHAPTER THREE

A NOVEL CODING-REGION RNA ELEMENT MODULATES INFECTIOUS DENGUE VIRUS PARTICLE PRODUCTION IN BOTH MAMMALIAN AND MOSQUITO CELLS

INTRODUCTION

Dengue virus (DENV) is a small, enveloped positive-sense RNA virus whose 5' and 3' untranslated regions (UTR) contain several conserved RNA elements that regulate various aspects of viral translation and RNA synthesis. During the later stages of viral replication, large quantities of the viral structural proteins (C, prM/M and E) and the viral RNA (vRNA) are synthesized and subsequently assembled into immature noninfectious virions. The fully assembled flavivirus virion consists of a nucleocapsid core containing the vRNA, surrounded by a lipid bilayer derived from the endoplasmic reticulum (ER), which includes the viral E and prM/M proteins (36). Flavivirus virions are assembled in association with intracellular membranes (42), and mature virions are first observed in the ER lumen in vitro (20, 27, 31, 35, 40, 44, 47, 51) and in vivo (21, 52). However, while virions accumulate within membrane-bound vesicles clear budding intermediates and naked nucleocapsids have not been observed (3, 58), indicating that viral assembly is rapid. Assembly is localized to the membranous sites of replication by the hydrophobic segments of the anchored capsid protein (46), and nucleocapsids acquire an envelope by budding into the ER lumen.

The viral NS3 protein has been implicated in the intracellular trafficking of the progeny noninfectious virions from the ER through the Golgi compartment (6). During virion maturation in the trans Golgi compartment, the prM/M protein is processed to the mature M protein by the host protease furin, which exposes the E receptor binding domain that confers viral infectivity (53, 66). Intracellular M-containing virions have not been detected, suggesting that prM/M cleavage occurs just before the release of mature virions (36, 43, 60). Virion transport from the sites of replication to the cell surface involves vesicles derived from the ER (9) and other components of the exocytic pathway (20, 22, 51). Despite the information available on viral assembly, the mechanism by which the vRNA is recognized by the capsid protein to form the nucleocapsid precursor is still unknown. Thus far, no candidate assembly signals have been identified within the DENV genome, and the ability of subgenomic replicons lacking the structural protein-coding sequence to be assembled in trans (28, 29) suggests that the signal does not reside in this area of the genome.

Much of what is known about RNA elements located in the UTRs has been shown to be equally important for viral replication in mammalian cells and mosquito cells, with few exceptions. Deleting the variable region (VR), which is located within the 3' UTR, reduces RNA synthesis in the mammalian baby hamster kidney cell line (BHK), but slightly amplifies RNA synthesis in an Ae. albopictus mosquito cell line (C6/36) (1). On the other hand, changes to the bottom stem structure of the 3' stem-loop (SL), located at the 3' end of the viral genome, were shown to have wild-type (WT) replication levels in BHK cells but not in C6/36 cells (61). To date, these are the only regions within the DENV genome that display cell type-associated differential effects on the viral life cycle, likely due to interactions with host-dependent factors. Indeed, host-specific protein interactions are vital for our understanding of how the virus differentially modulates its life cycle in the human host and the mosquito vector, though more research is necessary to elucidate these molecular regulatory mechanisms.

There is little information available with respect to RNA elements located within the coding region, though recently an RNA secondary structure, termed the capsid-coding hairpin (cHP), was found to regulate both viral translation and RNA synthesis (7, 8). Based on the structure prediction algorithms that have been published, the DENV coding sequence has been reported to be rather unstructured (25, 55), though no functional proof exists that the coding-region lacks putative RNA sequence elements. While none have been identified in DENV, coding-region RNA elements in a number of animal and plant viruses modulate various aspects of the viral life cycle besides viral translation and RNA synthesis, including trafficking the vRNA to the membrane sites of replication, viral assembly, and other less well characterized steps in viral replication (38, 41).
This study sought to identify additional RNA elements in the DENV coding region in order to expand our knowledge of how the viral life cycle is regulated. We describe a novel coding-region regulatory RNA element termed the conserved capsid-coding region 1 (CCR1), which regulates the viral life cycle in both mammalian and mosquito cells, though it displays a more prominent role in mosquito cells. Consistent with our in vitro data, CCR1 mutant viruses do not replicate as well as WT DENV2 in Aedes aegypti mosquitoes, resulting in a reduction of viral transmission to the salivary glands. We demonstrate that CCR1 plays a role in post-RNA replication events, possibly acting as an assembly signal for DENV in a sequence-dependent and cell type-specific manner. These studies are important for improving our understanding of cis-acting determinants that differentially regulate the viral life cycle in the human host and mosquito vector, potentially serving in the design of attenuated vaccine strains or as candidate targets for antiviral agents.

MATERIALS AND METHODS

Sequence conservation and secondary structure prediction algorithms. For conserved sequence prediction, sequences were aligned using the Clustal W2 web software (54) from the European Bioinformatics Institute. Portions of the Clustal W2 alignments were processed by the RNAalifold web server (24) from the Institute of Theoretical Chemistry at the University of Vienna to generate the phylogenetically conserved secondary structure predictions. Individual RNA secondary structures were predicted using the mfold 3 web server (65) from the RNA Institute at the University at Albany. Reported ΔG values reflect enf refinement (the mfold free-energy computation incorporating coaxial stacking and the Jacobson-Stockmeyer theory for multibranched loops) (65).

Construction of mutant DNA constructs. Mutations were introduced into the capsid-coding region of an infectious clone (IC) of the DENV2 Thai strain 16681 (pD2/IC-30P, hereafter pD2/IC; a gift from R. Kinney, Centers for Disease Control and Prevention, Fort Collins, CO) using splicing overlap extension-PCR (SOE-PCR), where the T7 promoter and the first 1,391 nucleotides (nts) of DENV2 were amplified and cloned into a pCR®2.1-TOPO vector (Invitrogen). Resulting DNA constructs were digested with SacI/SphI and the inserts purified with NucleoSpin Extract II (Macherey-Nagel) before being ligated into a SacI/SphI-digested pD2/IC or a SacI/SphI-digested pD2/IC-RdRpmut (“GVD”), as previously described (7, 8). For the Renilla luciferase reporter constructs, the T7 promoter and the first 167 nts from the IC constructs were amplified, and resulting products were digested with NotI/MluI and ligated into a NotI/MluI-digested pDRrep as previously described (7). For the “delta” replicon, CCR1 was removed from pDRrep using PCR. Primer sequences are listed in Table 3.1.

Generation of RNA templates. For all DNA templates (pD2/IC, pD2/IC-RdRpmut, pDRrep and pDRrep-RdRpmut), linearized templates were generated by digestion with XbaI and purified using a 25:24:1 phenol/chloroform/isoamyl alcohol extraction (pH 6.7 ± 0.2, Fischer Scientific). RNA templates were generated via in vitro transcription using the RiboMax Large Scale RNA Production System (T7, Promega) with the following modifications to the manufacturer’s protocol: 5 mM each GTP, CTP and UTP; 1 mM ATP; 5 mM m7G(5')ppp(5')A cap analog (New England Biolabs) were incubated for 4 hours (h) at 30°C with the addition of 2 mM ATP after 30 minutes (min). RNAs were subsequently treated with 80 U/mL TURBO DNase (Ambion) for 15 min at 37°C, and unincorporated nucleotides were removed from DENV RNAs by size exclusion chromatography using Micro Bio-Spin P-30 Tris columns (BioRad Laboratories).

Cell culture. Baby hamster kidney cells (BHK-21, clone 15; hereafter BHK) were grown in minimal essential medium-alpha (MEMα, Gibco) with 5% fetal bovine serum (FBS; HyClone) at 37°C in 5% CO2.
For infections in *Ae. albopictus* mosquito cells (C6/36, ATCC #CRL-1660), cells were grown in Leibovitz’s medium (L-15, Gibco) with 10% FBS at 28°C without CO₂. For transfections in C6/36 cells, a high temperature (HT) variant was utilized (gift from A. Garmanik, Fundación Instituto Leloir, Buenos Aires, Argentina) and grown in L-15 medium with 10% FBS at 33°C without CO₂. All media was supplemented with 10 mM HEPES (pH 7.5), 100 units/mL penicillin, and 100 µg/mL streptomycin.

**Virus titration by plaque assay.** Plaque assays using BHK cells for virus titration were conducted as described previously (7, 8, 10). The viral titers in *Ae. aegypti* mosquito bodies and salivary glands were determined by plaque assay on African green monkey kidney cells (Vero, ATCC #CCL-81) as previously described (48). Viral titer was calculated as plaque forming units (pfu) per mL, and the limit of detection was defined as the lowest titer of virus that could be accurately measured in BHK (1.9 pfu/mL) and Vero (1.4 pfu/mL) cells. For transfections, viral titers were normalized to the amount of viral RNA (vRNA) in the cells at the time that the virus-containing supernatants were harvested, as determined by qRT-PCR. *p*-values relative to the WT control were derived by Wilcoxon rank sum test in *Mstat*.

**RNA transfections.** BHK cells were seeded in 24-well plates, grown to 50% confluence, and transfected with 0.5 µg IC or replicon RNA using 4X Lipofectamine 2000 (Invitrogen), followed by a 2-h incubation at 37°C in 5% CO₂. BHK cells were washed 3X in MEMα medium and incubated at 37°C with 5% CO₂ until harvest at indicated timepoints. C6/36 HT cells were seeded in 12-well plates, grown to 95% confluence, and transfected with 1 µg IC or replicon RNA using 6X Lipofectamine 2000, followed by a 3-h incubation at 33°C without CO₂. C6/36 HT cells were washed 1X in L-15 media and incubated at 33°C without CO₂ until harvest at indicated timepoints. Virus-containing supernatants and intracellular virus were collected, and viral titer was assessed by plaque assay. Cellular RNA was harvested from a duplicate well, purified using the Mini RNA Isolation II Kit (Zymo Research), and vRNA concentrations were determined using quantitative reverse transcriptase (qRT)-PCR. vRNA in the virus-containing supernatants was isolated using the ZR Viral RNA kit (Zymo Research) and quantified using qRT-PCR.

**Viral infections.** Virus-containing supernatants were harvested at 72-h post-transfection (hpt) from IC-transfected BHK cells. Virus-containing supernatants were concentrated by ultracentrifugation at 89,500 g for 2-h using a 5% cold sucrose column, and viral titer was assessed by plaque assay. vRNA in the concentrated virus-containing supernatants was isolated using the ZR Viral RNA kit and quantified using qRT-PCR. BHK and C6/36 cell monolayers were infected at an MOI of 0.01, as determined by plaque assay or with approximately 2.5 genome equivalents (G-Eq)/cell, as determined by qRT-PCR. Infections were incubated at 37°C with 5% CO₂ (BHK) or 28°C without CO₂ (C6/36) and at 2 (BHK) or 3 (C6/36) h post-infection (hpi), cells were washed 1X with MEMα (BHK) or L-15 (C6/36) medium and incubated at 37°C with 5% CO₂ (BHK) or 28°C without CO₂ (C6/36) until harvest at indicated timepoints. Virus-containing supernatants were collected, and viral titer was assessed by plaque assay. The vRNA in the virus-containing supernatants was isolated using the ZR Viral RNA kit and quantified using qRT-PCR.

**Ae. aegypti mosquitoes.** The *Ae. aegypti* colony originated from eggs collected in Panama by J. Loaiza and were received at the Arbovirus Laboratory (Wadsworth Center) in 2007. Colonized mosquitoes were maintained on defibrinated rabbit blood with 10% sucrose (for egg laying) and given 10% sucrose *ad libitum*. Larvae were reared and adults maintained at 27°C with 70% relative humidity (RH) and under a 16:8 light:dark diurnal cycle in 30.5-cm³ cages.

**Infections in *Ae. aegypti***. Virus-containing supernatants were harvested at 72 hpt from IC-transfected BHK cells. Virus-containing supernatants were concentrated by ultracentrifugation at 89,500 g for 2-h using a 5% cold sucrose column, and viral titer was assessed by plaque assay. Viruses were diluted to a
titer of $10^5$ pfu/mL in mosquito diluent (MD; 20% heat-inactivated FBS in PBS (Dulbecco), supplemented with 50 µg/mL penicillin/streptomycin, 50 µg/mL gentamicin, and 2.5 µg/mL fungizone). Two-to-five day-old mosquitoes were inoculated intrathoracically (IT) with 0.1-1 pfu under CO₂ anesthesia using the FemtoJet microinjection system (Eppendorf) and held at 30°C with a 16:8 light:dark photoperiod for up to 20 days post-inoculation (dpi). Mosquito bodies were placed into 1 mL MD, and samples were stored at −70°C until they were homogenized in a mixer mill (Qiagen) and clarified by centrifugation at 1,200 rpm for 3 min. Body titer was evaluated at indicated timepoints, and the viral load in infected mosquitoes was determined by plaque assay. Salivary glands were dissected from infected mosquitoes at day 10 post-inoculation and placed into 0.3 mL MD, while the mosquito remnants were placed in 1 mL MD; samples were stored at −70°C. Viral load in the salivary glands was determined by plaque assay.

**Luciferase assay.** BHK cells transfected transfected with the *Renilla* luciferase reporter constructs were harvested at the indicated timepoints, and samples were analyzed with the *Renilla* Luciferase Assay System (Promega) according to the manufacturer’s instructions on a GloMax-96 Microplate Luminometer (Promega) with the following modifications to the manufacturer’s instructions: 50 µL cell lysate and 40 µL of 1X *Renilla* Luciferase Assay Substrate was used for each sample. Translation levels were normalized to the relative transfection efficiency at 2 hpt as determined by qRT-PCR. *p*-values relative to the WT control were derived by Wilcoxon rank sum test in *Mstat*.

**Quantitative RT-PCR.** Cellular RNA was harvested at indicated timepoints from duplicate wells and purified using the Mini RNA Isolation II Kit, and the vRNA in the virus-containing supernatants was isolated using the ZR Viral RNA kit. qRT-PCR was performed using a modification to the method of Laue et al. (34), which uses a FAM-TAMRA labeled probe and primer set that is directed against the viral protein NS5 (Table 3.2). The TaqMan One-Step Master Mix (Applied Biosystems) system was used with the following modifications to the protocol: the RT step was conducted at 48°C for 30 min, the initial denaturation step was performed at 95°C for 10 min, the annealing temperature was set at 60°C, and the reaction volume was fixed at 20 µL. For the purposes of determining transfection efficiency, target vRNA was first normalized to the cellular 18S RNA using the TaqMan VIC-MGB Primer Limited Eukaryotic 18S rRNA Endogenous Control (Applied Biosystems) in a parallel reaction. qRT-PCR was conducted on a Sequence Detection System 7300 (Applied Biosystems).

**Determination of vRNA half-life.** Total cellular RNA was harvested from BHK cells transfected with pD2/IC-RdRp constructs (“GVD”) at 2, 4, 8, 24, 48 and 72 hpt, treated with DNase and quantified by NS5 qRT-PCR as described above. Values were graphed, and an exponential trendline was fit to the data in Microsoft Excel 2007. The half-life of each variant in each experiment was determined from the exponential trendline equation, averaged and shown in Fig. 3.5C. *p*-values relative to the GVD control were derived by Wilcoxon rank sum test in *Mstat*.

**Intracellular virus extraction.** Virus-containing supernatants were harvested from IC-transfected BHK and C6/36 HT cell monolayers at indicated timepoints and assessed by plaque assay to determine the extracellular viral titers. To obtain the intracellular viral titers, cells were washed 1X in PBS and then incubated for 3 min at 4°C with an alkaline/high-salt solution of 1 M NaCl plus 50 mM sodium bicarbonate, pH 9.5, to remove the surface-bound virus (11, 23). Cells were washed 2X in PBS before the addition of 0.25% Trypsin-EDTA (Gibco) to detach cells from the plates. Cells were harvested in MEMα (BHK) or L-15 (C6/36) medium and lysed during a single freeze-thaw cycle. Cellular debris was pelleted by centrifugation at 3,200 g for 5 min, and the intracellular virus-containing supernatant was removed and assessed for viral titer by plaque assay. Extra- vs. intracellular viral concentrations were calculated as ratios, where a ratio greater than one indicates that there was no accumulation of
infectious virus within the cell and ratios less than one indicated that there was more intracellular infectious virus than what was being released into the supernatant. $p$-values relative to the WT control were derived by Wilcoxon rank sum test in Mstat.

**Statistical analysis.** Wilcoxon rank sum test were performed in Mstat. Statistical significance was defined as $p<0.05$.

**RESULTS**

A novel RNA element is predicted to be conserved both in sequence and secondary structure in the DENV and TBEV serogroups. Candidate selection of coding-region RNA elements was based on an alignment of sequences from the representative genomes of DENV1-4, generated using Clustal W2 (54). Putative RNA sequence elements were identified by comparing the level of homology within a given stretch to that of the surrounding sequences, which was defined as 30 nucleotides upstream and downstream of the putative element. Putative RNA sequence elements required at least 70% homology in the region of interest as compared to the background sequences. Preliminary screening (discussed in Chapter 2) and further investigation of the DENV1-4 sequence alignment revealed that within the capsid-coding region, the 5’ conserved sequence (CS) is located at the 5’ end of a short stretch of sequence that contains a greater degree of sequence homology (~89%) than that of the surrounding sequences (~64%) (Fig. 3.1A). While the 5’ CS is a highly conserved sequence in the capsid-coding region, it was included in the calculation of the surrounding background sequence for the putative region of interest, though this did not change the observed sequence homology in the region of interest. When an alignment of sequences from the representative genomes of viruses in the tick-borne encephalitis virus (TBEV) serogroup was examined using Clustal W2 (54), the same stretch of sequence was identified downstream from the initiator AUG, which contains a greater degree of sequence homology (100%) than that of the surrounding sequences (65%) (Fig. 3.1B). However, neither the sequence nor the predicted secondary structure of CCR1 could be identified in members of the Japanese encephalitis virus (JEV) serogroup (data not shown). Based on this high level of sequence conservation, the putative RNA sequence element was termed the conserved capsid-coding region 1 (CCR1).

Since the function of viral RNA elements can be dependent on the primary nucleotide sequence as well as secondary structure, CCR1 was examined for structural conservation that might explain the high degree of sequence homology observed in both the DENV and TBEV serogroups. The DENV1-4 and TBEV serogroup alignments were modified so as to include the 5’ UTR as well as the entire capsid-coding region to generate phylogenetically-conserved structure predictions using RNAalifold (24). These secondary structure predictions showed that the putative RNA element CCR1 is contained entirely within a small hairpin structure that is maintained by covariation in both the DENV and TBEV serogroups (Fig. 3.1C and 3.1D). While the predicted secondary structure of CCR1 shows a high degree of covariance, it is not as highly conserved as the predicted secondary structures of other known elements such as the cHP (Fig. 3.1C and 3.1D), indicating that the predicted secondary structure may not be as important as the primary nucleotide sequence. Since the nucleotide sequence of the 5’ CS and CCR1 is highly conserved, the amino acid sequence in this region of capsid is also conserved in DENV1-4 though amino acid conservation alone is not sufficient to explain the observed sequence and structure conservation of CCR1 in both the DENV and TBEV serogroups. Taken together, it is likely that CCR1 is conserved both in sequence and secondary structure because it plays a putative role in modulating the viral life cycle.
**CCR1 modulates the viral life cycle in both BHK and C6/36 cells.** To determine whether CCR1 regulates the viral life cycle, silent point mutations were introduced into an infectious clone of the DENV2 Thai strain 16681, termed pD2/IC (30). To disrupt the predicted secondary structure with minimal changes to the primary nucleotide sequence, two nucleotide changes were introduced into either side of the predicted stem structure (“5’/3’ flank mut,” Fig. 3.2A, Table 3.3), which linearized the stem-loop and eliminated competing structure predictions in the mfold prediction software (65). Next, the primary nucleotide sequence was mutated without affecting the predicted secondary structure by introducing six nucleotide changes into CCR1 (“seq mut,” Fig. 3.2A, Table 3.3) in such a way that the predicted free energy is similar to that of the wild-type (WT). Thus, despite minor changes to the stem, the overall structure of CCR1 is maintained in this mutant construct, as predicted by mfold (65). A third mutant, termed the “center mut” construct, contains only the nucleotide changes that were introduced in the predicted loop of the “seq mut” construct (Fig. 3.2A, Table 3.3). As a complement to the “center mut” mutant construct, the mutations that were introduced in the 5’ and 3’ portions of the predicted stem structure of the “seq mut” mutant construct were also isolated (“5’ flank mut” and “3’ flank mut,” Table 3.3). For all designed mutant constructs, amino acid coding-sequence, reading frame, and codon usage bias in baby hamster kidney (BHK) and Aedes albopictus mosquito (C6/36) cells was maintained while preserving the surrounding secondary structures as predicted by the mfold (65) (Fig. 3.2A).

RNA transcripts were transfected into BHK or C6/36 cell monolayers, and virus-containing supernatants were harvested at various timepoints (indicated as hours post-transfection, hpt) to be assayed for viral infectivity via plaque assays. As DENV replication kinetics are slower in C6/36 cells, virus-containing supernatants were assayed for viral infectivity at later times post-transfection than in BHK cells (BHK: 24, 48 and 72 hpt; C6/36: 72, 96, 120 and 144 hpt). Interestingly, all mutant constructs demonstrated a small plaque phenotype (Fig. 3.2B), but only the mutations that disrupted the primary nucleotide sequence (“seq mut”) rather than the predicted secondary structure (“5’/3’ flank mut”) significantly reduced the viral titer in BHK cells at all timepoints tested (Fig. 3.2C). Since the primary nucleotide sequence of CCR1 is important in BHK cells, an additional mutant construct was designed with nine sequence changes, termed “seq mut v2” (Table 3.3). When transfected into BHK cells, both sequence mutants (“seq mut” and “seq mut v2”) displayed a no-plaque phenotype at 24 hpt, and at later timepoints both showed a significantly lower viral titer in comparison to the WT (Fig. 3.2C). While the “seq mut” construct showed a small plaque phenotype, the “seq mut v2” construct demonstrated an extra small plaque phenotype (Fig. 3.2B) at all timepoints yielding detectable virus. Altering the primary nucleotide sequence decreased viral titer in BHK cells, which was influenced in part by the central sequences since the “center mut” construct had a significantly lower viral titer in comparison to the WT at all timepoints tested and the “5’ flank mut” construct displayed WT replication levels (Fig. 3.2C).

In contrast to BHK cells, changes to the primary nucleotide sequence (“seq mut” and “seq mut v2”) as well as changes to the predicted secondary structure (“5’/3’ flank mut”) significantly decreased the viral titer in C6/36 cells at all timepoints tested (Fig. 3.2D). The “seq mut” construct did not result in any infectious virus at early timepoints, and viral titers barely exceeded the limit of detection at later times post-transfection, while the “seq mut v2” construct maintained a no-plaque phenotype at all timepoints tested (Fig. 3.2D). Unlike in BHK cells, the effect on viral titer in C6/36 cells appears to be primarily mediated by the 5’ and 3’ flanking sequences since the “center mut” construct had slightly higher titers at later timepoints than the “5’/3’ flank mut” and “5’ flank mut” constructs although the “center mut” construct displayed a significantly lower titer than the WT at all timepoints tested (Fig. 3.2D). In transfected C6/36 cells, all mutant constructs tested that produced detectable infectious virus displayed a small plaque phenotype. Taken together, these results indicate that CCR1 functions primarily as an RNA sequence element in both BHK and C6/36 cells, though these effects are more dramatic in C6/36 cells. Furthermore, the structure of CCR1 may also be required for efficient
replication in C6/36 cells since the “5′/3′ flank mut” construct replicated less efficiently than the “center mut” construct.

As transfections bypass key steps in viral replication, such as entry and uncoating, we assayed the mutant constructs in the context of viral infections. To determine if CCR1 has an effect on early steps in the viral life cycle, virus-containing supernatants were harvested from transfected BHK cells at 72 hpi, concentrated, titered, and used to infect BHK and C6/36 cell monolayers at an MOI of 0.01. Virus-containing supernatants from these infected cells were harvested at various timepoints (indicated as hours post-infection, hpi; BHK: 24, 48 and 72 hpi; C6/36: 72, 96, 120 and 144 hpi) and assayed for viral infectivity by plaque assay. In BHK cells, all mutant viruses displayed a significantly lower viral titer at 24 hpi, though the “5′/3′ flank mut,” “5′ flank mut” and “seq mut v2” mutant viruses acquire WT levels by 72 hpi (Fig. 3.3A), implying that these viruses can accumulate after serial passage in BHK cells. In contrast, the “seq mut” and “center mut” mutant viruses maintained a significantly lower titer in BHK cells at all timepoints tested (Fig. 3.3A), which supports the conclusion that the primary nucleotide sequence rather than the predicted secondary structure of CCR1 is important for replication in BHK cells. Despite displaying WT levels of replication in the transfected BHK cells and at later timepoints during the infections in BHK cells, the “5′/3′ flank mut” mutant virus has a low viral titer at 24 hpi (Fig. 3.3A), possibly indicating that there is an underlying replication defect that delays viral output early in infection. Alternatively, it is possible that the observed increase in viral titer in all mutant viruses over the course of the assay reflects the buildup of viral revertants. The likelihood that serial passage of mutant viruses in BHK cells can lead to the accumulation of reversion is supported by the observation that the “center mut” mutant virus demonstrates an intermediate plaque phenotype (Fig. 3.2B) in the infected BHK cells whereas the remaining mutant viruses continue to demonstrate a small plaque phenotype.

In contrast, the infected C6/36 cells displayed the same growth kinetics and plaque phenotypes as the transfected C6/36 cells (Fig. 3.2D and 3.3B). The “seq mut” and “seq mut v2” mutant viruses never exceeded the limit of detection at all timepoints tested, whereas the “5′/3′ flank mut” mutant virus displayed a no-plaque phenotype at early timepoints and a significantly lower viral titer throughout the assay (Fig. 3.3B). The “center mut” construct, however, displayed an intermediate growth curve, consistent with the results obtained in the transfection experiments in C6/36 cells (Fig. 3.3B). To determine whether normalizing the infections using plaque forming units (pfu) could skew viral titers, the infections were repeated by normalizing to the amount of vRNA (measured as genome equivalents, G-Eq) in the supernatant at the time of infection, as determined by qRT-PCR. While normalizing the BHK infections using G-Eq did not alter the phenotypes observed by normalizing the infections to pfu (Fig. 3.3C), the delayed replication kinetics observed in infected C6/36 cells were even more pronounced when normalizing to G-Eq (Fig. 3.3D). Since the transfected vRNA behaved similarly to the infectious virus in both BHK and C6/36 cells, it is unlikely that early steps of the viral life cycle (i.e. entry/uncoating) are mediated by CCR1.

**Altering CCR1 impairs viral replication in Ae. aegypti mosquitoes.** Since changes to the CCR1 primary nucleotide sequence were shown to have more drastic effects in mosquito cells (Fig. 3.2D, 3.3B and 3.3D), *Ae. aegypti* mosquitoes were infected with CCR1 mutant viruses to determine whether the results obtained in the in vitro experiments could be observed in an in vivo model of DENV infection. Biological transmission of flaviviruses by arthropods depends on ingesting a blood meal that contains sufficient virus to establish an infection in the epithelial cells lining the mesenteron (midgut) (49). However, since the mutant viruses were shown to have a delayed replication rate in infected C6/36 cells when compared to WT DENV2, *Ae. aegypti* mosquitoes were inoculated intrathoracically (IT) so that all the viruses would begin their replication cycle at the same time in the parenteral tissues. Virus-containing supernatants were collected in the same manner as for the in vitro infections and used to infect *Ae.*
*Aegypti* mosquitoes IT with approximately 10⁴ pfu/mL. All inoculated mosquitoes showed 75-100% infection by day 20 post-inoculation by plaque assay (data not shown), indicating that all viruses were able to infect the parentral tissues of *Ae. aegypti* mosquitoes after IT inoculation. The mosquito bodies were assessed for infectious virus at various timepoints (indicated as days post-inoculation, dpi; days 5, 10 and 20) by plaque assays. All mutant viruses displayed a significantly lower viral titer than the WT at all timepoints tested, though the “mut seq v2” and “5'/3' flank mut” mutant viruses did not replicate as well as the “seq mut” and “center mut” mutant viruses (Fig. 3.4A). Thus, the replication defects observed in the in vitro experiments are reflected in reduced replication in the mosquito vector for all mutant viruses at all timepoints tested. Overall, the in vivo infections in *Ae. aegypti* mosquitoes support the in vitro results that CCR1 functions predominately as an RNA sequence element, mediated in part by the 5’ and 3’ flanking sequences.

During viral replication in the orally infected mosquito, the virus must escape from the midgut epithelium into the hemocele (body cavity) in order to disseminate to the brain, fat body and salivary glands of the infected mosquito (49). Once in the salivary glands, the flaviviruses must undergo another round of replication to generate enough virus to be secreted in the saliva and transmitted to a susceptible host (49). To assess whether the replication defects observed in vivo could affect viral transmission in the mosquito vector, the salivary glands were dissected from infected mosquitoes on day 10, and viral titer was assessed by plaque assay. Only 30% of the mosquitoes infected with the “5'/3' flank mut” mutant virus were capable of transmitting the virus, as compared to 100% of the WT-infected mosquitoes (Fig. 3.4B). In addition, there was a 2.6-fold decrease in the amount of virus present in the salivary glands of the “5'/3' flank mut”-infected mosquitoes as compared to the mosquitoes infected with the WT virus (Fig. 3.4B). This implies that changes to the CCR1 sequence not only affect viral replication in the mosquito vector for up to 20 dpi, but that the effect on viral replication could have a major impact on viral transmission by day 10 post-inoculation. Despite the fact that both the in vitro and in vivo experiments support the conclusion that CCR1 is an important RNA sequence element, the question remains as to how it regulates the viral life cycle.

**Mutating CCR1 has no effect on viral translation or RNA synthesis in either BHK or C6/36 cells.** Most of the known RNA elements in DENV modulate the viral life cycle by affecting translation (1, 5, 8) or RNA synthesis (1, 2, 7, 14-16). To determine whether the decreased viral titer in CCR1 mutants were due to effects on either viral translation or RNA synthesis, all mutations were subcloned into a *Renilla* luciferase reporter construct, termed pDRrep (7). Since the first 72 nucleotides of the capsid-coding sequence present in the DENV2 reporter constructs contain the CCR1 sequence, it was not necessary to introduce additional changes into pDRrep for this study. The pDRrep-RdRpmut construct was used as a negative control (“GVD”) because this replicon cannot replicate due to a mutation in the active site of the RNA-dependent RNA polymerase (RdRp) (7). As with other DENV and WNV replicons, the replication kinetics are slower compared to the infectious clone (1, 26, 39, 56).

RNA transcripts were transfected into BHK cell monolayers and assayed for luciferase activity at 4, 8, 12, 24, 48, 72 and 96 hpt. In BHK cells, none of the mutant constructs showed a significant difference in luciferase counts at early timepoints post-transfection when compared to the WT and GVD controls, indicating that CCR1 does not influence viral translation (Fig. 3.5A). Likewise, there was no significant difference in luciferase levels at later timepoints when compared to the WT, indicating that there is also no effect on RNA synthesis in BHK cells (Fig. 3.5A). Deleting CCR1 from the *Renilla* luciferase replicon (“delta”) also had no significant effect on luciferase counts at either early or late timepoints, which confirms the observation that CCR1 is dispensable for viral replication in BHK cells (Fig. 3.5A). Unfortunately, the full panel of mutant constructs could not be tested in C6/36 cells due to technical difficulties with transfecting this particular cell line. Nonetheless, the “5'/3' flank mut” construct was transfected into C6/36 cell monolayers and assayed for luciferase activity at 4, 8, 72, 96,
120 and 144 hpt. While the WT did not behave as expected at later timepoints post-transfection, the preliminary experiments showed that the “5′/3′ flank mut” construct displayed luciferase counts similar to the WT and GVD constructs at early timepoints and significantly higher luciferase levels compared to the GVD replicon later in the assay (Fig. 3.5B). Taken together, altering the predicted stem structure of CCR1 has no effect on viral translation or RNA synthesis in C6/36 cells, despite displaying delayed replication kinetics in transfected and infected C6/36 cells. These results suggest that CCR1 influences a stage of the viral life cycle that occurs after viral translation and RNA synthesis in both mammalian and mosquito cells, which has not yet been observed with the other DENV RNA elements identified thus far.

**Observed effects of CCR1 mutant constructs on viral titer are not due to RNA instability.** To determine whether the introduction of silent point mutations into the primary nucleotide sequence of CCR1 destabilized the RNA, all mutations were subcloned into a GVD variant of the infectious clone, termed pD2/IC-RdRpmut (7), which is unable to replicate due to a mutation in the active site of the RdRp. RNA transcripts derived from this backbone will persist within the cell after transfection, and the rate of RNA degradation for each construct can be measured using qRT-PCR to derive the RNA half-life, as compared to the GVD control. For all constructs tested, none of the introduced changes significantly altered the RNA half-life in comparison to the GVD control (Fig. 3.5C), which implies that RNA instability is not a cause for the observed effects of CCR1 on viral titer in BHK cells.

**CCR1 regulates infectious particle production in BHK and C6/36 cells.** Though infectious virus production can be measured by plaque assay, it does not account for non-infectious viral particles that are routinely released during infection or infectious particles that do not plaque. In order to determine the amount of assembled viral particles in the virus-containing supernatants from IC-transfected BHK and C6/36 cells, the amount of vRNA was quantified using qRT-PCR. For all the mutant constructs, there was no significant decrease in the amount of vRNA present in the supernatant for all the timepoints tested in BHK cells (Fig. 3.6A). In C6/36 cells, the “seq mut” and “seq mut v2” constructs displayed significantly lower amounts of vRNA as compared to the WT (Fig. 3.6B), though these levels (~10^6 G-Eq/ml) were still high considering that they had a no-plaque phenotype during transfections and infections in C6/36 cells (Fig. 3.2D and 3.3B). The “5′ flank mut” construct also showed significantly low levels of vRNA as compared to the WT, however, at the early timepoints this mutant construct also displayed a no-plaque phenotype in transfected and infected C6/36 cells (Fig. 3.2D and 3.3B). However, the amount of vRNA released from these IC-transfected C6/36 cells was significantly higher than a GVD control (data not shown). This result indicates that there are similar amounts of viral particles being released from WT and mutant IC-transfected BHK and C6/36 cells but they differ in their infectivity as determined by plaque assay.

To determine the efficiency of infectious particle production during transfections, the amount of vRNA present within the virus-containing supernatants was measured using qRT-PCR and compared to the viral titer, generating a particle-to-pfu ratio for each mutant construct. In BHK cells, the “5′/3′ flank mut” construct displayed the same particle:pfu ratio as the WT whereas the “seq mut,” ”seq mut v2" and “center mut” constructs displayed a significantly greater particle:pfu ratio at all timepoints tested (Fig. 3.6C), indicating that more noninfectious viral particles are being released into the supernatant for these constructs. Interestingly, all the mutant constructs that showed lower replication kinetics in BHK cells had a significantly higher particle:pfu ratio (Fig. 3.2C and 3.6C). Similarly, in transfected C6/36 cells, both the “seq mut” and “seq mut v2” constructs have an increased particle:pfu ratio as compared to the WT, demonstrating that mutating the primary sequence of CCR1 impacts infectious particle production in both BHK and C6/36 cells (Fig. 3.6D). The “5′/3′ flank mut” and “5′ flank mut” constructs also showed a significantly higher particle:pfu ratio than the WT, indicating that the 5′/3′ flanking sequences may contribute more to the observed phenotype in transfected C6/36 cells (Fig. 3.6D).
In infected BHK cells, the particle:pfu ratio for all mutant constructs displayed no significant difference from the WT at all timepoints tested (Fig. 3.6F), supporting the conclusion that sustained passage of the mutant viruses in this cell line could generate revertant viruses. The only exception was the “5’ flank mut” construct at 24 hpi (Fig. 3.6E). In infected C6/36 cells, the “5'/3’ flank mut” and “seq mut” constructs showed a significantly higher particle:pfu ratio than the WT, indicating that the 5'/3’ flanking sequences contribute substantially to the observed phenotype (Fig. 3.6F). This is confirmed by the observation that the “center mut” construct demonstrated an intermediate though significant effect on particle:pfu ratio at all timepoints tested in infected C6/36 cells (Fig. 3.6F), consistent with its influence on viral titer in infected C6/36 cells (Fig. 3.3B). Given that the “5’ flank mut” construct showed a lower particle:pfu level at later timepoints post-infection implies that the 5’ flanking sequences may not be as important than the 3’ flanking sequences (Fig. 3.6F). The overall trend does not change if the infections are normalized using G-Eq in both BHK (Fig. 3.6G) and C6/36 cells (Fig. 3.6H) though the differences between the mutants and the WT become more pronounced in the infected C6/36 cells (Fig. 3H). Taken together, this evidence suggests that specific portions of the CCR1 sequence have a cell-type dependent effect on a post-replication stage of the viral life cycle that modulates infectious particle production.

Thus far, experimental evidence suggests that mutating CCR1 interferes with post-replication events such as viral assembly, virion processing/maturation or virion release. To examine virion release, the amount of infectious particles outside the cell was compared to the amount of infectious particles within cells in both BHK and C6/36 cells. At various timepoints post-transfection (BHK: 24, 48 and 72 hpt; C6/36: 72, 96, 120 and 144 hpt), cell monolayers were stripped of extracellular virus using a high-pH, high-salt solution and subjected to a single freeze/thaw cycle in order to release intracellular infectious virus, which was then assayed via plaque assay alongside supernatants containing extracellular virus. None of the mutant constructs showed a significant effect on the ratio of extra- to intracellular virus in BHK cells, except for the “seq mut” and “seq mut v2” constructs at 24 hpt, though at this timepoint both constructs displayed a no-plaque phenotype (Fig. 3.7A). Similar observations were seen in C6/36 cells, where those constructs capable of producing detectable infectious virus showed no significant retention of intracellular infectious virus as compared to the WT (Fig. 3.7B). Since the decreases in viral titer are not due to accumulation of infectious virus within the cell, it is likely that mutating CCR1 results in a virion assembly or processing/maturation defect.

DISCUSSION

Sequence and structure conservation was used as a platform for identifying putative RNA elements in the DENV coding-region, as RNA elements are more likely to perform a function in the viral life cycle if they are conserved. CCR1 was identified as a putative RNA element since it is conserved both in primary nucleotide sequence and predicted secondary structure in both the DENV and TBEV serogroups. In this study, we have shown that CCR1 functions as an RNA sequence element in BHK and C6/36 cells, though its effects on viral titer and infectious virus production are more pronounced in mosquito cells after both transfection and infection. Furthermore, mutations to CCR1 reduce viral replication in infected Ae. aegypti mosquitoes and decrease viral dissemination to the salivary glands. Additionally, CCR1 functions primarily through its central sequences in BHK cells, whereas in C6/36 cells its effects are mediated by both the 5’ and 3’ flanking sequences as well as the central sequences.

RNA elements that act in cell-type specific manner can help explain how viral replication is differentially regulated, which is of particular relevance to understanding differences in arboviral replication within the mammalian host and the mosquito vector. For example, within the Sindbis (SIN) viral genome, there is an 51-nucleotide long conserved sequence element in the nsP1-coding sequence
that is predicted to form two smaller stem-loop structures that act as replication enhancers whose effects are more important in mosquito cells than in mammalian cells (13, 17, 45). The fact that different portions of the CCR1 sequence are implicated in mediating viral titer and infectious virus production in BHK and C6/36 cells implies the involvement of cell-type specific factors in its function. Though CCR1 has been shown to function as an RNA sequence element, the fact that the “5'/3' flank mut” construct had a more severe phenotype in C6/36 cells compared to the BHK cells could imply that the predicted secondary structure of CCR1 is more important to the viral life cycle in mosquito cells, possibly due to the lower temperature at which these cells are grown in vitro and in vivo. Alternatively, it is possible that CCR1 also functions predominantly as an RNA sequence element in C6/36 cells and that the 5’ and 3’ flanking sequences are more important irrespective of the predicted secondary structure.

Infection of C6/36 cells confirms the observed phenotypes obtained with transfected C6/36 cells though the infection of BHK cells raises the possibility of revertant viruses. Alternatively, it is possible that mutant viruses derived from transfected BHK cells may contain defects that result in low viral infectivity at early timepoints post-infection and that these effects can be compensated over time. However, whether the increased viral titer in the “center mut” and “seq mut v2” constructs over time in infected BHK cells is mediated by revertant viruses is addressed in Chapter 4. The ability to generate mutant viruses in BHK cells provided a unique opportunity to determine whether the defects observed in the in vitro experiments reflect the complexity of an in vivo infection by inoculating Ae. aegypti mosquitoes. Many flaviviruses exhibit a high degree of specificity in their ability to infect and be transmitted by arthropod species (36, 50); however, infected mosquitoes remain infectious for life (1-2 weeks to ~174 days) (19). We show that mutating CCR1 not only affects viral replication in vitro but significantly lowers viral replication in the predominant DENV mosquito vector Ae. aegypti, providing an in vivo model to support our in vitro data. Sustained flavivirus transmission in arthropods requires that sufficient amounts of virus are ingested to establish an infection in the epithelial cells lining the mesenteron (midgut) (49). To spread to secondary amplification tissues such as the brain, fat body and salivary glands of the infected mosquito, the virus must then escape from the midgut epithelium into the body cavity (49). Changes to the 5’ and 3’ flanking sequences of CCR1 significantly decreased viral dissemination to the salivary glands, with a 2.6-fold decrease in the amount of virus that could be potentially transmitted by the mosquito vector as compared to the WT by day 10. This implies that altering CCR1 could have dramatic effects on viral transmission by the arthropod vector. While the data indicate that the mutant viruses do not replicate at the same rate as the WT once within the body cavity, it would be of interest to investigate how well the mutant viruses can disseminate in Ae. aegypti mosquitoes when they are infected orally and virus must infect and escape from the midgut.

Unlike other known RNA elements in DENV, CCR1 has been shown to have no effect on viral translation, RNA synthesis or stability in BHK cells. While not shown, it is unlikely that RNA transcripts that are stable in one cell line would be unstable in another, so it is improbable that the effects on viral titer and infectious particle production observed in C6/36 cells are due to RNA instability. Altering either the primary nucleotide sequence or the predicted secondary structure of CCR1 had no effect on viral translation and RNA synthesis in BHK cells. Due to technical difficulties with the transfection of replicons in C6/36 cells, the entire series of mutant replicons could not be completed in this cell line. However, preliminary evidence suggests that changes to the predicted secondary structure of CCR1 (“5'/3' flank mut”) have no effect on viral translation and RNA synthesis in C6/36 cells despite decreasing viral titer and increasing the particle:pfu ratio in this cell line. Thus, it is likely that viral translation and RNA synthesis are not regulated by CCR1 in C6/36 cells, similar to what was observed in BHK cells.

It is possible that CCR1 could serve as a putative assembly signal for DENV; for instance, in retroviruses (4, 33) and SIN (18, 37, 57), the packaging signal is located close to or within the coding region. Since infection of BHK and C6/36 cells confirmed the results obtained by transfection of these
cells, it is unlikely that early stages of the viral life cycle, such as entry and uncoating, are influenced by changes in CCR1 in either cell line. Likewise, CCR1 does not regulate early steps in the replication cycle such as viral translation and RNA synthesis. We have shown that altering CCR1 results in an increased particle:pfu ratio in BHK and C6/36 cells, demonstrating a defect in production of infectious virions. The effect of CCR1 on the particle:pfu ratio in C6/36 cells can be observed in both transfections and infections, and normalizing the infections by G-Eq rather than by pfu magnifies the differences observed in both cell lines. Furthermore, the same amount of vRNA is released from WT and CCR1 mutants in BHK and C6/36 cells, but much less of the CCR1 mutants are in the form of infectious particles. Lastly, the amount of extracellular infectious virus is equivalent or greater to the amount of intracellular infectious virus in the WT and all CCR1 mutants, indicating that mutating CCR1 does not result in the retention of virus inside the cell. Together, the data suggests that CCR1 plays a role in viral assembly and/or virion processing/maturation.

Flavivirus infectious particle production is achieved during maturation in the trans Golgi compartment, where the prM/M protein is cleaved into the mature M form. Although inhibiting prM/M cleavage does not impair virion release, studies on prM-containing particles suggest that furin cleavage (53, 59) or a major structural alteration in prM/M (12) is required to generate highly infectious virus. It would be of interest to determine whether the observed effects of mutations to the CCR1 sequence on noninfectious particle production could result from a lack of prM/M cleavage due to decreased accessibility of prM/M to furin during virion maturation, which could explain the overproduction of noninfectious virions in both cell lines tested.

Many studies using electron microscopy have shown that unlike alphaviruses, neither mature (32, 63) nor immature (63) flavivirus particles appear to have a capsid structure surrounding the vRNA, resulting from a lack of icosahedral symmetry in the nucleocapsid core (64). The fact that there is little specific interaction between the glycoprotein ectodomain and the capsid protein molecules implies that flavivirus particles are assembled as they acquire their envelopes from the ER membrane (62, 63). If CCR1 acts as an assembly signal, CCR1 mutations may lead to disruptions in the nucleocapsid core, which nonetheless permit low levels of viral particle production since flaviviruses do not have a structured symmetrical nucleocapsid core but increase the number of assembled noninfectious particles released (64). Unfortunately, direct testing of CCR1 interaction with the DENV capsid protein by electrophoretic mobility shift assays is complicated by the fact that capsid associates nonspecifically with RNA and also spontaneously forms protein aggregates in vitro. Nonetheless, sequence changes to CCR1 may render more viral particles noninfectious but not necessarily halt the assembly of infectious viral particles given that the nucleocapsid core does not have a defined structure.

Here we have identified a novel RNA sequence element located within the DENV capsid-coding sequence, which functions in a sequence-dependent, cell-type specific manner to regulate post-replication production of infectious viral particles. Whether CCR1 serves as a putative assembly signal for DENV is still under investigation but studies such as these provide evidence that RNA elements located within the coding-region can have diverse roles in regulating the viral life cycle in the mammalian host and mosquito vector. In addition, the identification of mutations affecting late steps in DENV replication will yield valuable information about the final stages in the viral life cycle, which are still poorly understood. The observation that CCR1 is more important in the mosquito vector both in vitro and in vivo allows for exploration into viral replication strategies in mosquito cells and the requirements for efficient viral transmission. Finally, conserved RNA elements in the coding-region could serve as targets for novel therapeutics since development of resistance is constrained by both their RNA regulatory function and amino acid coding capacity.
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DEN1  ACGGGTCGACCGTCTTTCAATATGCTGAAACCGCGAGAAACCGCGTGTCAACTGTTTCA
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Figure 3.1: A conserved RNA element is identified in the capsid coding-region of the DENV and TBEV serogroups. Partial alignment of the representative genomes for the (A) DENV serogroup (position 118-177, numbering based on DENV2 Thai strain 16681; accession codes DENV1 U88535, DENV2 NC_001474, DENV3 AY099336 and DENV4 GU289913) and (B) TBEV serogroup, including the TBEV, Powassan and Omsk hemorrhagic fever viruses (position 121-180, numbering based on TBEV; accession codes TBEV U27495, Powassan NC_003687 and Omsk AY193805), generated using Clustal W2 (63). Positions of sequence homology are indicated by asterisks. The 5’ CS is underlined in the DENV serogroup, the initiator AUG is underlined in the TBEV serogroup, and the putative RNA sequence element CCR1 is boxed. Phylogenetic consensus structure based on the (C) DENV serogroup (position 1-274, numbering based off DENV2) and (D) TBEV serogroup (position 1-302, numbering based on TBEV) as computed by RNAalifold (31), where covariance is depicted as a colored spectrum ranging from purple (0) to red (1). CCR1 and other known RNA elements, such as the capsid-coding hairpin (cHP), capsid-2 (C-2) and stem-loop A (SLA), are indicated.
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Figure 3.2: CCR1 acts as an RNA sequence element mediating the viral life cycle in BHK and C6/36 cells. (A) mfold predictions of the mutant constructs designed to disrupt the primary nucleotide sequence ("seq mut") or the predicted secondary structure ("5'/3' flank mut"). The sequence changes introduced into the predicted loop region of the "seq mut" construct were isolated in the "center mut" without altering the predicted secondary structure of CCR1 as predicted by mfold (74). The positions of introduced mutations are indicated by boxes. Known RNA elements are indicated (cHP, capsid-coding hairpin; C-2, capsid-2). (B) Plaque phenotype in BHK cells obtained by transfecting BHK or C6/36 cell monolayers with the described mutant constructs (SP, small plaque; IP, intermediate plaque; ESP, extra small plaque). (C) BHK and (D) C6/36 cells were transfected with IC-based mutant constructs and assayed for viral titer (pfu/mL) by plaque assay. Viral titers were normalized to the amount of vRNA present in the cells at the time of harvest as measured by qRT-PCR. Results were obtained from 4 independent experiments, conducted in duplicate. Plaque phenotypes are indicated for each construct. The limit of detection is shown by a dashed line (1.9 pfu/mL). *p<0.05 relative to the WT. Error bars indicate standard deviation.
Figure 3.3: Infecting BHK and C6/36 cells with mutant viruses confirms that CCR1 plays a greater role in C6/36 cells. Mutant viruses were harvested from IC-transfected BHK monolayers and used to infect (A) BHK and (B) C6/36 cell monolayers at an MOI of 0.01, and the viral titer was assessed by plaque assay. The infections in (C) BHK and (D) C6/36 cells were then normalized to the amount of vRNA (G-Eq) in the mutant virus stock, and the viral titer was assessed by plaque assay. Results were obtained from 6 (pfu normalization) or 3 (G-Eq normalization) independent experiments, performed in duplicate. Plaque phenotypes are indicated for each construct (SP, small plaque; IP, intermediate plaque; ESP, extra small plaque). The limit of detection is shown by a dashed line (1.9 pfu/mL). *p<0.05 relative to the WT. Error bars indicate standard deviation.
Figure 3.4: CCR1 modulates viral replication and dissemination to the salivary glands in *Ae. aegypti* mosquitoes. (A) Colonized Panamanian *Ae. aegypti* mosquitoes were inoculated intrathoracically with mutant viruses and infected mosquitoes were processed at the indicated timepoints to determined viral titer using plaque assays. (B) Salivary glands from mosquitoes infected with WT and “5'/3' flank mut” mutant viruses were dissected on day 10 and viral titer was assessed by plaque assay. Results were obtained from 3 independent mosquito infections. The limit of detection is shown by a dashed line (1.4 pfu/mL). *p<0.05* relative to the WT. Error bars indicate standard deviation.
Figure 3.5: CCR1 has no effect on viral translation, RNA synthesis or RNA stability in BHK and C6/36 cells. Mutations were subcloned into Renilla luciferase replicons, and the mutant replicons were transfected into (A) BHK and (B) C6/36 cell monolayers. Cellular lysates were harvested at the indicated timepoints and assayed for luciferase activity. An additional mutant, termed "delta," was created where the entire CCR1 sequence was removed from the replicon. *p<0.05 relative to the WT replicon. (C) Mutations were subcloned into a GVD variant of the IC and transfected into BHK cells. Cells were harvested at 4, 8, 24, 48 and 72 hpt, and the amount of vRNA present was quantified using qRT-PCR in order to calculate the RNA half-life in BHK cells. Results were obtained from 3 independent experiments, conducted in duplicate. Error bars indicate standard deviation.
Figure 3.6: CCR1 mediates infectious viral particle production. vRNA found in virus-containing supernatants from IC-transfected (A) BHK or (B) C6/36 cell monolayers was extracted at the indicated timepoints and measured by qRT-PCR. Particle:pfu ratios were generated by comparing vRNA concentrations (G-Eq/mL) in the supernatant to the viral titers (pfu/mL) obtained at the same timepoint in IC-transfected (C) BHK or (D) C6/36 cell monolayers. Particle:pfu ratios were also determined for the pfu-normalized infections in (E) BHK and (F) C6/36 cells as well as the G-Eq-normalized infections in (G) BHK and (H) C6/36 cells. Results were obtained from 4 (transfections), 6 (pfu-normalized infections) or 3 (G-Eq-normalized infections) independent experiments, conducted in duplicate. *p<0.05 relative to the WT. Error bars indicate standard deviation.
**Figure 3.7: CCR1 has no effect on virion retention in BHK and C6/36 cells.** The amount of extracellular infectious virus was compared to the amount of intracellular infectious virus from IC-transfected (A) BHK and (B) C6/36 cell monolayers at the indicated timepoints. A ratio of extra- to intracellular virus greater than 1 was used to indicate that more virus was released from the cells, whereas a ratio of less than 1 implies that more infectious virus was located within the cell. Results were obtained from 3 independent experiments, conducted in duplicate. A ratio of extra- to intracellular virus of 1 is indicated by a dashed line. *p<0.05 relative to the WT. Error bars indicate standard deviation.
### Table 3.1: SOE-PCR cloning primers for the generation of DNA mutant constructs.

For cloning into the IC, the mutant forward (FWD) primers (listed) were used in conjunction with the WT reverse (REV) primer to generate the “A” fragment. The mutant REV primers are the reverse complement of the mutant FWD primer, and used in conjunction with the WT FWD primer to generate the “B” fragment. The “A” and “B” fragments were spliced together using the WT FWD and REV primers (“C” fragment), which was used to generate the inserts. Codons where mutations were introduced are in lower case. WT flanking primers are underlined.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Construct</th>
<th>Primer Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC</td>
<td>F1 (FWD)</td>
<td>5’-AACGACAGGAGGACAGATCATGC-3’</td>
</tr>
<tr>
<td></td>
<td>5’/3’ flank mut (FWD)</td>
<td>5’-GCCCTTCAATATGCTGAAAacgaGAGAAGAACggaGTTGACTGAGTCAGACG-3’</td>
</tr>
<tr>
<td></td>
<td>seq mut (FWD)</td>
<td>5’-GCCTTCAATATGCTGAAAacgaGAGAAGAACggaGTTGACTGAGTCAGACG-3’</td>
</tr>
<tr>
<td></td>
<td>5’ flank mut (FWD)</td>
<td>5’-CTCTTCAATATGCTGAAAacgaGAGAAGAACggaGTTGACTGAGTCAGACG-3’</td>
</tr>
<tr>
<td></td>
<td>center mut (FWD)</td>
<td>5’-CTCTTCAATATGCTGAAAacgaGAGAAGAACggaGTTGACTGAGTCAGACG-3’</td>
</tr>
<tr>
<td></td>
<td>3’ flank mut (FWD)</td>
<td>5’-CAATATGCTGAAAacgaGAGAAGAACggaGTTGACTGAGTCAGACG-3’</td>
</tr>
<tr>
<td></td>
<td>seq mut v2 (FWD)</td>
<td>5’-CACGCCCCATATGCTGAAAacgaGAGAAGAACggaGTTGACTGAGTCAGACG-3’</td>
</tr>
<tr>
<td></td>
<td>ESpfIR (REV)</td>
<td>5’-TTTCCGACTGCATGCTCTTC-3’</td>
</tr>
<tr>
<td>Replicon</td>
<td>SaciT7RepF (FWD)</td>
<td>5’-CGAGCTCGCGCGCCGCAAATTAAATACGACTCAC-3’</td>
</tr>
<tr>
<td></td>
<td>MluICrepR (REV)</td>
<td>5’-CATACGCGTGGACACGCGGTTTCTCGCGTTTC-3’</td>
</tr>
<tr>
<td></td>
<td>5’/3’ flank mutR (REV)</td>
<td>5’-CATACGCGTGGACACGCGGTTTCTCGCGTTTC-3’</td>
</tr>
<tr>
<td></td>
<td>seq mutR (REV)</td>
<td>5’-CATACGCGTGGACACGCGGTTTCTCGCGTTTC-3’</td>
</tr>
<tr>
<td></td>
<td>5’ flank mutR (REV)</td>
<td>5’-CATACGCGTGGACACGCGGTTTCTCGCGTTTC-3’</td>
</tr>
<tr>
<td></td>
<td>center mutR (REV)</td>
<td>5’-CATACGCGTGGACACGCGGTTTCTCGCGTTTC-3’</td>
</tr>
<tr>
<td></td>
<td>3’ flank mutR (REV)</td>
<td>5’-CATACGCGTGGACACGCGGTTTCTCGCGTTTC-3’</td>
</tr>
<tr>
<td></td>
<td>seq mut v2R (REV)</td>
<td>5’-CATACGCGTGGACACGCGGTTTCTCGCGTTTC-3’</td>
</tr>
<tr>
<td></td>
<td>deltaR (REV)</td>
<td>5’-CATACGCGTGGACACGCGGTTTCTCGCGTTTC-3’</td>
</tr>
</tbody>
</table>

### Table 3.2: qRT-PCR primer/probe set directed against the viral NS5 gene.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Primer or Probe Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>DV9944F (FWD)</td>
<td>5’-ACAAGTCGAACAACCTGGTCCAT-3’</td>
</tr>
<tr>
<td>DV10121R (REV)</td>
<td>5’-GCCGCACCATTGGTCTTCTC-3’</td>
</tr>
<tr>
<td>DV-NS5-F/T(Probe)</td>
<td>5’-FAM-TGGGATTTCCTCCCATGATTTGACGTTGATG-TAMRA-3’</td>
</tr>
</tbody>
</table>

### Table 3.3: Sequence of WT CCR1 and CCR1 mutants.

Mutations are in lower case.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Nucleotide Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>5’ - AACCAGAGAAGAAAACGCGTGC - 3’</td>
</tr>
<tr>
<td>5’/3’ flank mut</td>
<td>5’ - AACCAGAGAAGAAAACGCGTGC - 3’</td>
</tr>
<tr>
<td>seq mut</td>
<td>5’ - AACCAGAGAAGAAAACGCGTGC - 3’</td>
</tr>
<tr>
<td>5’ flank mut</td>
<td>5’ - AACCAGAGAAGAAAACGCGTGC - 3’</td>
</tr>
<tr>
<td>center mut</td>
<td>5’ - AACCAGAGAAGAAAACGCGTGC - 3’</td>
</tr>
<tr>
<td>3’ flank mut</td>
<td>5’ - AACCAGAGAAGAAAACGCGTGC - 3’</td>
</tr>
<tr>
<td>seq mut v2</td>
<td>5’ - AAGAGGAGAGAAGAAGTGCATGT - 3’</td>
</tr>
</tbody>
</table>
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CHAPTER FOUR

“TYING UP LOOSE ENDS”
"TYING UP LOOSE ENDS"

Identification of novel coding-region RNA elements. The goal of this study was to identify additional RNA elements located in the DENV coding-region that regulate the intracellular viral life cycle. Based on sequence and secondary structure conservation within the DENV serogroup, three candidate RNA structural elements (C-1 C-2 and NS5-2) and three candidate RNA sequence elements (prMCR1, NS5CR1 and CCR1) were identified and characterized for their effect on viral replication (discussed in Chapter 2). The initial screens eliminated all but one candidate RNA sequence element, the conserved capsid-coding region 1 (CCR1), which was shown to regulate the viral life cycle in both baby hamster kidney (BHK) and Aedes albopictus mosquito (C6/36) cells, though its effects are more dramatic in mosquito cells (discussed in Chapter 3). Altering the primary nucleotide sequence of CCR1 not only reduced viral titer in mosquito cells, but additionally, CCR1 mutant viruses did not replicate to wild-type (WT) levels in Ae. aegypti mosquitoes. Decreased viral replication in the mosquito body cavity led to a reduction in viral dissemination to the salivary glands, which could have dramatic implications for viral transmission. Furthermore, CCR1 was shown to mediate post-RNA replication events, possibly acting as a sequence-dependent assembly signal, which has yet to be identified in DENV.

C-1 is a putative RNA structure element that was eliminated as a candidate during the initial screens when it displayed WT replication in BHK cells but had inconclusive results in infected C6/36 cells. The “C1sil mut” and “C1sil cmut” constructs had distinct structural changes to C-1, but varied in their ability to replicate in infected C6/36 cells, implying that C-1 might have a sequence-dependent rather than a structure-dependent effect on the viral life cycle in this cell line. However, C-1 only has 44% sequence homology (~52% background, data not shown) in the DENV serogroup and 32% sequence homology (~22% background, data not shown) in the Japanese encephalitis virus (JEV) serogroup, which indicates that C-1 is not likely to be a candidate RNA sequence element. However, given the preliminary evidence in infected C6/36 cells, additional silent point mutations could be introduced so as to disrupt the entire C-1 nucleotide sequence irrespective of structural changes and the resulting variants screened for their effects on the viral life cycle in C6/36 cells.

As evidenced in other RNA viruses (2), it is possible that additional regulatory RNA elements might exist within the DENV coding-region. In the search for additional candidate RNA structural elements, the phylogenetically conserved structure predictions for the NS5-coding sequence were re-examined. In brief, the DENV, JEV and tick-borne encephalitis virus (TBEV) serogroup sequence alignments that were generated using Clustal W2 (3) were modified so that they would include a large portion of the NS5-coding region, which was subsequently analyzed using RNAalifold (1). In this investigation, two additional candidate RNA structure elements were identified in the NS5-coding region, NS5-1 and NS5-2, which were shown to be conserved in the DENV (Fig. 4.1A), JEV (Fig. 4.1B) and TBEV (Fig. 4.1C) serogroups; however, NS5-3 is not as well conserved as NS5-1 in the JEV serogroup (Fig. 4.1B). Continuation of this study should include introducing silent point mutations that disrupt the predicted secondary structure of NS5-1 and NS5-3, and the resulting mutant constructs should be screened for viral infectivity in mammalian and mosquito cells. The identification of additional candidate RNA elements is an important first step in the characterization of the intracellular viral life cycle since there are still a number of stages that are not well understood.

Sequencing vRNA from infected BHK cells. As discussed in Chapter 3, the infections in C6/36 cells confirmed that CCR1 has a more drastic phenotype in this cell line while the infections in BHK cells raised the possibility that revertant viruses were accumulating after serial passage. Briefly, to determine if CCR1 had an effect on early stages of the viral life cycle, virus-containing supernatants were collected from transfected BHK cells, concentrated, and used to infect BHK and C6/36 cells at an MOI of 0.01 or with ~2.5 genome equivalents (G-Eq) per cell. Virus-containing supernatants from these infected cells
were then assessed for viral infectivity by plaque assay. When the infections were normalized by pfu, all the mutant viruses displayed a significantly lower viral titer than the WT at 24 hours post-infection (hpi) in BHK cells, the “5′/3′ flank mut,” “5′ flank mut” and “seq mut v2” mutant viruses acquired WT levels by the end of the assay (Fig. 3.3A). Similar results were observed when the infections were normalized by G-Eq, where at early timepoints post-infection the “5′/3′ flank mut” and “center mut” constructs had significantly lower viral titers compared to the WT though by the end of the assay they attained WT levels (Fig. 3.3C). The fact that the mutant viruses accumulated to WT levels after serial passage in BHK cells regardless of whether the infections were normalized by pfu or G-Eq could indicate the buildup of viral revertants. The likelihood that the mutant viruses undergo enough selective pressure to generate reversions in BHK cells is supported by the observation that the “center mut” mutant virus displays an intermediate plaque phenotype while in previous assays it demonstrated a small plaque phenotype (Fig. 3.2D). The possibility that viral revertants caused the accumulation of mutant viruses in infected BHK cells was confirmed with the observation that the mutant viruses also displayed a WT particle:pfu ratio in BHK cells at all timepoints tested (Fig. 3.6E and 3.6G).

In an effort to determine whether viral revertants were the cause for the accumulation of mutant viruses in infected BHK cells, viral RNA (vRNA) was harvested from virus-containing supernatants produced from infected BHK cells at 48 hpi. The vRNA was subjected to a reverse transcriptase (RT)-PCR reaction using primers designed to amplify a cDNA fragment that contained the first 602 nucleotides of the DENV genome, which was then sequenced directly. Hence, each sequence in Table 4.1 represents a single sequencing reaction derived from the amplified cDNA fragments. Preliminary tests were conducted on the “CCR1orig mut” mutant viruses that were discussed in Chapter 2. The vast majority of the sequencing results were identical to the input virus (“CCR1orig mut”), though in one instance the sequence was that of the WT virus (“WT”) or half of the mutations reverted to the WT sequence (“CCR1orig mut like,” Table 4.1). In another instance, the sequence still contained the original mutations but two additional changes were found in the 3′ flanking sequence (“CCR1orig mut plus,” Table 4.1). The mixture of mutant and WT sequences in the cDNA amplicons implies that there is sufficient pressure in infected BHK cells to cause minor sequence changes in the CCR1 sequence as early as 48 hpi. However, this preliminary method of generating cDNA amplicons is not ideal given the incidence of sequences resembling other mutant constructs, which shows that common DNA surface contaminants can be amplified at random. An example of this can be observed in the three instances where the sequenced cDNA was shown to be identical or similar to the “seq mut v2” construct (“seq mut v2” and “seq mut v2 like”, Table 4.1), which happened to be in the process of being cloned while these experiments were being conducted. While one cDNA was shown to have the same sequence as the “5′ flank mut” construct, it is not likely that this is the result of a contamination since this construct had not yet been designed when these experiments were in progress. Interestingly, this result implies that this position in the CCR1 sequence has no impact on viral infectivity, which is consistent with the fact that the “5′ flank mut” construct had WT levels of replication in transfected and infected BHK cells (discussed in Chapter 3).

In order to overcome the technical difficulties of this procedure, a collaboration with the Broad Institute (Cambridge MA) was established whereby the extracted vRNA samples would be sent for full genome single-molecule sequencing. Full genome coverage would allow for the identification of reversions in CCR1 as well as in additional portions of the genome, which might indicate the presence of a secondary RNA element. Current studies are directed towards optimizing a high-fidelity one-step RT-PCR protocol that produces four sets of overlapping amplicons that span the entire DENV genome, which will be sent to the Broad Institute for deep sequencing. While initial studies only examined the “CCR1orig mut” mutant virus at 48 hpi, the collaboration with the Broad Institute includes the investigation of vRNA isolated from the full panel of mutant viruses at early and late timepoints post-
infection in both BHK and C6/36 cells, as well as sequencing the input virus that was used to infect both cell types.

**FUTURE DIRECTIONS**

**Determining the mechanism by which CCR1 regulates infectious particle production.** As discussed in Chapter 3, CCR1 was implicated as an assembly signal for DENV that regulates the amount of infectious particle production in both BHK and C6/36 cells, though the precise mechanism by which this occurs is still under investigation. Virus particles within the virus-containing supernatants from transfected BHK and C6/36 cells can be assessed by comparing the amount of vRNA to the amount of viral E or prM/M proteins present as determined by Western blot to calculate the vRNA:particle ratio. If there is no defect in viral assembly then the vRNA:particle ratio will be equivalent to that of the WT. An assembly defect might result in less mutant viral particles being detected in the supernatant as compared to the WT, and confirm the observation that the same amount of vRNA is being released from the cells (Fig. 3.6A and 3.6B). Additionally, virus-containing supernatants can be examined using sucrose gradient centrifugation and the amount of vRNA that is contained within assembled particles can be determined by comparing vRNA levels for both the WT and mutant viruses in E-containing fractions. If assembly is modulated by CCR1, then mutant vRNA will be isolated from fractions that contain a disproportionate amount of the viral proteins capsid, prM/M or E while the WT vRNA will mostly associate with all three. The best approach to determining whether the accumulation of noninfectious virions is the result of a gross structural defect is to section BHK and C6/36 cells that have been infected with mutant CCR1 viruses and examine the samples using transmission electron microscopy (TEM). TEM would show any structural differences in the assembled particles produced by cells infected with the different mutant viruses as compared to the WT, which might explain how altering CCR1 can have different effects on infectious particle production depending on the cell line being tested. As discussed, virion maturation could also be affected as a result of a defect in viral assembly, leading to a decrease in the amount of infectious particles produced. To detect this, virus-containing supernatants would be subjected to furin treatment in vitro, and the resulting viruses used to infect a fresh monolayer of BHK cells. Infection can be assayed at 24 hpi using immunoflourescence to determine if treatment with furin increases the number of cells that could become infected, which would imply that insufficient cleavage by furin is the cause for the production of noninfectious particles.

While the manner in which CCR1 decreases the number of assembled particles that can undergo cell-to-cell spread is still under investigation, whether CCR1 regulation is dependent on RNA-RNA and/or RNA-protein interactions has yet to be determined. To ascertain whether CCR1 interacts with a protein-binding partner, electrophoretic mobility shift assays (EMSAs) can be carried out using radiolabelled WT and mutant CCR1 RNAs that are incubated with infected cell lysates. When these reactions are analyzed by agarose gel electrophoresis, proteins that bind to the WT RNA will cause a shift to occur that should not be observed when the mutant CCR1 RNA is utilized. For these experiments, uninfected lysates would be used as a negative control, and no differences in the mobility shift pattern are expected when using uninfected lysates as compared to the infected cell lysates.

If a difference in the mobility shift pattern is observed in the preliminary experiments, an RNA affinity column will be employed using either the WT or mutant CCR1 RNAs. Infected cell lysates will be passed over the column, and proteins bound with high affinity will be eluted using a high molar salt solution and analyzed using polyacrylamide gel electrophoresis (PAGE). Eluates that display differences by PAGE analysis will be examined using multidimensional protein identification technology (MudPIT), which can be used to identify candidate protein-binding partners. Candidate proteins can be isolated while bound to the WT CCR1 sequence using RNA immunoprecipitation (RIP) assays, and specificity can
be assessed with quantitative real-time (qRT)-PCR targeting CCR1. If the candidate protein is commercially available, protein-binding can also be assessed using EMSAs whereby either the WT or mutant CCR1 RNAs are radioactively labeled and incubated with increasing concentrations of the candidate protein before being analyzed by agarose gel electrophoresis. The specificity of the interaction can be determined by adding increasing amounts of the unlabelled WT sequence to compete away the protein bound to the labeled mutant CCR1 RNAs. An RNA protection assay will be used to determine the binding site of the candidate protein along the CCR1 sequence. Functional assays would then be needed to establish the biological relevance of the interaction. Cells will need to be treated with small interfering RNAs (siRNAs) directed against the candidate protein to knock down its expression. If viral infection kinetics are altered when these treated cells are infected with WT virus, this would indicate that CCR1 is involved in the proposed protein-RNA interaction with the candidate protein. These studies will help elucidate whether there are candidate protein(s) that bind to CCR1 and modulate its role on infectious particle production as well as provide some indication of how specific that interaction is.

If CCR1 functions through an RNA-RNA interaction, this will be addressed by studying the incidence of viral revertants during vRNA sequencing of the virus-containing supernatants derived from infected BHK and C6/36 cells. The preliminary sequencing results described earlier, give some indication that there is no alternate RNA element in the DENV genome since reversions have been observed in the region of interest though these results are not conclusive. Full-genome sequencing of extracted vRNAs will help elucidate whether or not additional unknown RNA elements are implicated since individual cDNAs can be compared from a single sample rather than examining a consensus sequence derived from multiple cDNAs in the same sample. If vRNA sequencing yields information regarding whether or not there is an additional RNA element in the DENV genome, the interaction can be confirmed using EMSAs whereby CCR1 is radiolabelled and increasing concentrations of the secondary RNA element are added. If CCR1 is involved in an RNA-RNA interaction then a mobility shift should be observed when the secondary RNA element is added and this shift will be abolished when either CCR1 or the secondary RNA element is mutated. Functional assays should include mutating the secondary RNA element to see if the same effect on noninfectious particle production is achieved as observed with the CCR1 mutants. Taken together, these assays would help determine a mechanism of action by which CCR1 modulates infectious viral particle production in both BHK and C6/36 cells.

CONCLUSIONS

Overall, these studies are important for improving our understanding of cis-acting determinants that differentially regulate the viral life cycle in the human host and mosquito vector. The goal of this study was to identify and characterize a cis-acting coding-region regulatory RNA element that modulates the viral life cycle since the predominant focus of research thus far has centered on those elements located in the UTRs. Using sequence conservation and secondary structure predictions, CCR1 has been identified as a novel coding-region RNA sequence element that regulates infectious particle production in BHK and C6/36 cells, possibly serving as an assembly signal for DENV, which has not yet been identified. Furthermore, the critical role of CCR1 in C6/36 cells has been shown in vivo, whereby mutations to CCR1 reduce viral replication in Ae. aegypti mosquitoes and viral dissemination to the salivary glands, providing insight into viral replication strategies in the mosquito vector. Coding-region RNA regulatory elements have been described in other RNA viruses and may serve as excellent targets for novel therapeutics since their evolution towards resistance is constrained by both their RNA regulatory function and amino acid coding capacity. Thus, studies that examine the regulatory mechanisms of coding-region RNA elements are critical, because these determinants play important
roles in the viral life cycle and could potentially serve in the design of attenuated vaccine strains or act as candidate targets for antiviral agents.

**MATERIALS AND METHODS**

**Sequence conservation and secondary structure prediction algorithms.** For conserved sequence prediction, sequences were aligned using the *Clustal W2* web software (3) from the European Bioinformatics Institute. Portions of the *Clustal W2* alignments were processed by the *RNAalifold* web server (1) from the Institute of Theoretical Chemistry at the University of Vienna in order to generate the phylogenetic conserved secondary structure predictions.

**RT-PCR.** vRNA in the virus-containing supernatants was isolated using the ZR Viral RNA kit (Zymo Research). Viral cDNA was first produced using the One-Step RT-PCR System (Qiagen), purified using NucleoSpin Extract II (Macherey-Nagel) and sequenced at the UC Berkeley Sequencing Facility. Subsequent analysis included producing viral cDNA using the SuperScript III One-Step RT-PCR System with Platinum Taq High Fidelity (Invitrogen), which was purified using NucleoSpin Extract II and will be sequenced at the Broad Institute (Cambridge MA). Primers sequences for the reverse transcriptase (RT)-PCR are available in Table 4.2.
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Figure 4.1: Putative RNA structural elements are identified in the NS5-coding region based on structure conservation in the DENV, JEV and TBEV serogroups. Phylogenetic consensus structure based on a portion of the NS5-coding sequence from the (A) DENV serogroup (position 9647-10159, numbering based on DENV2 Thai strain 16681; accession codes DENV1 U88535, DENV2 NC_001474, DENV3 AY099336 and DENV4 GU289913), (B) JEV serogroup (position 9767-10280, numbering based on JEV; accession codes JEV M18370, Murray Valley encephalitis virus AF161266, WNV NC_001563, KUN AY274505, St. Louis encephalitis virus DQ525916 and YFV U17067) and (C) TBEV serogroups (position 9678-10218, numbering based on TBEV; accession codes TBEV U27495, Powassan virus NC_003687 and Omsk hemorrhagic virus AY193805). Consensus structures were computed with RNAalifold (1). Covariance is depicted as a colored spectrum ranging from red, to dark pink, light pink, yellow and then green. Putative RNA structure elements NS5-1 and NS5-3 are indicated by circles or boxes.
### Table 4.1: Sequencing results from BHK cells infected with the “CCR1orig mut” mutant virus at 48 hours post-infection.

CCR1 sequence is highlighted in yellow. Mutations are indicated by lower case. Capitalized nucleotides that have been bolded indicate reversion to the WT sequence whereas lower case nucleotides that have been bolded indicate mutations that were not engineered.

<table>
<thead>
<tr>
<th>vRNA Sequencing</th>
<th>Incidence</th>
<th>Sequence Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>5’-CTGAAAGCGAGAGAGACGGGATG-3’</td>
<td>1</td>
<td>WT</td>
</tr>
<tr>
<td>5’-CTGAAAGCGAGAGAGACGGGATG-3’</td>
<td>18</td>
<td>CCR1orig mut</td>
</tr>
<tr>
<td>5’-CTGAAAGCGAGAGAGACGGGATG-3’</td>
<td>1</td>
<td>CCR1orig mut plus</td>
</tr>
<tr>
<td>5’-CTGAAAGCGAGAGAGACGGGATG-3’</td>
<td>1</td>
<td>seq mut v2 like</td>
</tr>
<tr>
<td>5’-CTGAAAGCGAGAGAGACGGGATG-3’</td>
<td>2</td>
<td>seq mut v2</td>
</tr>
<tr>
<td>5’-CTGAAAGCGAGAGAGACGGGATG-3’</td>
<td>1</td>
<td>CCR1orig mut like</td>
</tr>
</tbody>
</table>

### Table 4.2: Sequencing primers used for the generation of cDNA amplicons using RT-PCR.

<table>
<thead>
<tr>
<th>Sequencing Facility</th>
<th>Primer</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>UC Berkeley</td>
<td>F1 (FWD)</td>
<td>5’-AACGACAGGACCAGCATGCATGC-3’</td>
</tr>
<tr>
<td></td>
<td>D2-2 (REV)</td>
<td>5’-CAATCAGTACAGATGGTTCC-3’</td>
</tr>
<tr>
<td></td>
<td>broad_D2_F_11_b (FWD)</td>
<td>5’-CTACGTGAGGACCATGTCC-3’</td>
</tr>
<tr>
<td></td>
<td>broad_D2_R_3669 (REV)</td>
<td>5’-CCATRCCATGTCATGTCATGTC-3’</td>
</tr>
<tr>
<td></td>
<td>broad_D2_F_2411 (FWD)</td>
<td>5’-ATGGTGACGGTGATAGTGGTT-3’</td>
</tr>
<tr>
<td></td>
<td>broad_R_6183 (REV)</td>
<td>5’-TCTGGCTGCTTTTGCATGTCATG-3’</td>
</tr>
<tr>
<td></td>
<td>broad_D2_F_4919 (FWD)</td>
<td>5’-CTGGGACGTAGGATCTCC-3’</td>
</tr>
<tr>
<td></td>
<td>broad_D2b_R_8618 (REV)</td>
<td>5’-CGCTGTGCTGTCGAGAGT-3’</td>
</tr>
<tr>
<td></td>
<td>broad_D2_F_7293 (FWD)</td>
<td>5’-CTAGAACATACCTATGATG-3’</td>
</tr>
<tr>
<td></td>
<td>broad_D2_R_10477 (REV)</td>
<td>5’-CCATGCGTACACCTATG-3’</td>
</tr>
</tbody>
</table>
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