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Chapter I of this dissertation addresses the problem of optimally forecasting a binary variable based on a vector of covariates in the context of two different decision making environments. First we consider a single decision maker with given preferences, who has to choose between two actions on the basis of an unobserved binary outcome. Previous research has shown that traditional prediction methods, such as a logit regression estimated by maximum likelihood and combined with a cutoff, may produce suboptimal decisions in this context. We point out, however, that often a prediction is made to assist in the decisions of a whole population of individuals with heterogeneous preferences who face various (binary) decision problems which are only tied together by a common unobserved binary outcome. A typical example is a public weather forecaster who needs to predict whether it will rain tomorrow. We show that a logit or probit regression estimated by maximum likelihood may well be “socially” optimal in this context in that it will lead certain populations of decision makers to social welfare maximizing decisions even when the underlying conditional probability model is grossly misspecified.
Chapter II analyzes the situation of a loan officer that makes sequential decisions on whether to grant loans or not to applicants. Before making each decision, the loan officer can observe some characteristic of the applicant, and in the case that a loan is granted, he can observe if whether it is paid back or not. On the other hand, when a loan is denied the officer cannot observe the applicant’s behavior. This selection problem will have an effect on the lender’s ability to learn about the population of borrowers. We find that in some cases the lender will be able to make correct decisions in the long run, but in other cases not, i.e. he can make mistakes forever. The crucial factor that determines whether full learning will occur is the nature of the information that the lender observes from the applicant before making each loan.

A Network Externality arises when the satisfaction that a consumer gets from the consumption of a given good depends (usually positively) on the number of consumers that consume the same good. A common feature of markets where NE are present is the phenomenon called “tipping”, which is the tendency of one of the competing goods or protocols to win a substantial share of the market. In Chapter III it is argued that for tipping to occur there must be some underlying indivisibility in the consumption space. In addition to the problems posed by externalities for existence of equilibrium, indivisibilities create discontinuous demand behavior (not merely nonconvexity). In the paper we provide sufficient conditions for existence of competitive equilibrium with NE and indivisibilities. The key conditions are a large number of consumers and dispersion in their income distribution.
Chapter I

Optimal Binary Prediction for Group Decision Making

Abstract

In this paper we address the problem of optimally forecasting a binary variable based on a vector of covariates in the context of two different decision making environments. First we consider a single decision maker with given preferences, who has to choose between two actions on the basis of an unobserved binary outcome. Previous research has shown that traditional prediction methods, such as a logit regression estimated by maximum likelihood and combined with a cutoff, may produce suboptimal decisions in this context. We point out, however, that often a prediction is made to assist in the decisions of a whole population of individuals with heterogeneous preferences who face various (binary) decision problems which are only tied together by a common unobserved binary outcome.

1Joint work with Robert P. Lieli. I am deeply indebted to Ross Starr for guidance and encouragement throughout my dissertation, and for his invaluable advice with this essay. We have further benefited from comments by David Kaplan, Tridib Sharma and the participants of the 2005 UT Austin-ITAM conference. All errors are our responsibility.
A typical example is a public weather forecaster who needs to predict whether it will rain tomorrow. We show that a logit or probit regression estimated by maximum likelihood may well be “socially” optimal in this context in that it will lead certain populations of decision makers to social welfare maximizing decisions even when the underlying conditional probability model is grossly misspecified.
I.A Introduction

Typically, the reason why one attempts to forecast the future value of a random variable $Y$ is because knowledge of this variable would enable a decision maker, or a group of decision makers, to choose the best action from a set of alternatives. The value of a forecast is the “improvement” in decisions under uncertainty afforded by the new information conveyed by the forecast. Although most of traditional forecasting theory is based on expected loss minimization, the loss function is rarely derived explicitly from an underlying decision problem and the decision-supporting aspect of forecasting tends to be neglected. A typical way to handle the problem of forecasting $Y$ based on a vector $X$ of covariates is the following.

The first step is to specify a “convenient” loss function and minimize expected loss due to the error in forecasting $Y$. It is well known that in the case of quadratic loss this procedure leads to the conditional expectation $E(Y|X)$ as the best predictor of $Y$. Second, a parametric model is typically proposed for the conditional expectation and it is estimated by maximum likelihood (ML). Finally, the estimated model is used to make inferences about $Y$, and the results are presumably taken into account in subsequent decision making. The nature of this decision problem is usually not discussed—the underlying assumption seems to be that forecasts based on quadratic loss and ML estimation are appropriate in a wide range of decision making circumstances. It also remains unclear how exactly the forecast is going to be used in making a decision.

In recent years this traditional approach has come under criticism. In particular, as Granger and Pesaran (2000a,b) and Elliott and Lieli (2005) argue, when forecasts are constructed to aid in a decision making process, it is important
to take into account the nature of the decision problem and the preferences of the
decision maker (henceforth DM) at all stages of the forecasting procedure outlined
above.\textsuperscript{2} This includes the specification of a relevant loss function and estimation.

The paper concentrates on two-action, two-state decision/forecasting prob-
lems. In this framework, DMs have a utility function

\[ U(a, Y) = u_{a,Y} \]

where \( a \in \{-1, 1\} \) denotes the action to be taken and \( Y \in \{-1, 1\} \) denotes the state
of the world (to be observed only after the decision has been made). Information
about the future outcome \( Y \) is summarized by a vector \( X \) of covariates, observed
prior to making a decision.\textsuperscript{3} The utility function can be conveniently represented
by the two-by-two matrix given in Table I.1. We assume

**Assumption I.1** : \( u_{1,1} > u_{1,-1} \) and \( u_{-1,-1} > u_{-1,1} \).

That is, if the decision maker knew the state of the world, then it would
be optimal to choose action \( a = 1 \) when state \( Y = 1 \) occurs and action \( a = -1 \)
when state \( Y = -1 \) happens. This assumption rules out the uninteresting case in
which there is a dominant action regardless of the state of the world.

The following examples describe situations which fit the preceding setup:

\textsuperscript{2}The literature on decision based forecasting is fairly recent, and most of the previous work in the area
has focused on forecast evaluation. Some examples of decision based forecast evaluation are McCulloch
and Rossi (1990), West, Edison and Cho (1993), Diebold, Gunther and Tay (1997), Pesaran and Skouras
(2001) and Bond and Satchell (2004). Treatments in which decision based forecasting methods are
proposed are found in Lieli (2004) and Crone, Lessmann and Stahlbock (2005).

\textsuperscript{3}In general, the DM’s utility function could also depend on \( X \). In our case, however, this would
introduce additional complications that are beyond the focus of the paper. Therefore, we assume that
utility for a given pair \((a, Y)\) is invariant to the realization of the vector \( X \).
Table I.1: The DM’s preferences

<table>
<thead>
<tr>
<th></th>
<th>$Y = 1$</th>
<th>$Y = -1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a = 1$</td>
<td>$u_{1,1}$</td>
<td>$u_{1,-1}$</td>
</tr>
<tr>
<td>$a = -1$</td>
<td>$u_{-1,1}$</td>
<td>$u_{-1,-1}$</td>
</tr>
</tbody>
</table>

**Example I.1** A school official observes prospective students’ test scores, high school GPA, personal information, etc ($X$). The two possible states of the world are academic success or failure ($Y$). The two possible decisions are accept or reject the applicant ($a$).

**Example I.2** A loan officer observes certain characteristics of a loan applicant, such as credit history, income, household size, etc ($X$). The possible outcomes are default or no default ($Y$). The possible actions are grant the loan or not ($a$).

**Example I.3** A weather forecaster observes today’s weather conditions ($X$) in a certain geographic region. The possible states of the world are rain tomorrow or no rain tomorrow ($Y$). Farmers in the region have to decide whether to irrigate or not ($a$); commuters have to decide whether to take along an umbrella or not ($a$), etc.

**Example I.4** A city official follows the news about terrorists activities, reads government reports, etc ($X$). The possible states of the world are terrorist attack or no terrorist attack ($Y$). Commuters in the city have to decide whether to take the subway or a bike to work ($a$); police have to decide whether to put additional patrols on the streets or not ($a$), etc.

**Example I.5** A financial advisor observes past and present macroeconomic conditions, past and present stock prices, etc ($X$). The possible outcomes are that an
option will expire in the money or out of the money ($Y$). The advisor issues a bulletin for a set of clients, who have to decide whether to buy the option or not ($a$).

In this paper we make a distinction between the forecast user (i.e. the DM) and the forecaster. We further distinguish between two kinds of forecasting activities, which we will refer to as “consulting” and “public/social service”, respectively. In the consultant’s problem, illustrated by Examples I.1 and I.2, there is a single DM with well-defined preferences facing a concrete decision problem. We assume that the DM truthfully reveals these preferences to the forecaster and that there is a large sample of past observations available on $X$ and $Y$. Given the data and the DM’s utility function, the forecaster’s job is to predict $Y$ in a way that will lead the DM to the best (i.e. expected utility maximizing) course of action, at least asymptotically. In fact, the forecaster can just report a recommended decision rule to the DM, which directly specifies an action for any observed value of the covariates.

On the other hand, the public service forecasting problem (Examples I.5 to I.4) is characterized by the presence of a heterogeneous population of decision makers facing potentially different (binary) decision problems which are only tied together by a common future outcome $Y$. The forecaster provides a “social service” by observing the history of $X$ and reporting a single “public” forecast of $Y$; this information is then used as an input in many separate decision making processes.

---

4In the everyday usage of the word, a “consultant” could also serve a group of DMs, as in Example I.5; however, in this paper we use the term “consultant’s problem” to refer to the forecasting exercise where the objective is to help a single DM.

5There is actually no need to distinguish between action and point forecast in the consultant’s problem; the forecast of $Y$ can simply be defined as 1 if the recommended action is 1 and $-1$ if the recommended action is $-1$.

6As argued in more detail in Section I.D, the term “social service” is used in a wide meaning. It can
By the principles of decision based forecasting, when constructing the forecast and choosing what sort of statistic to report, the forecaster must account for the preferences of a whole population of decision makers involved in a potentially wide range of decisions.

As will be discussed in detail in Section I.B, traditional binary forecasting methods, such as logit and probit estimated by ML, are not in general optimal for individual decision making (the consultant’s problem). Intuitively, the reason for this is that ML methods provide “global approximations” to the true conditional probability function $p(x) = P(Y = 1|X = x)$. As will be argued below, a global approximation may miss important features of a particular decision problem. In particular, the DM may be more interested in accurately approximating $p(x)$ in some regions of the support of the conditioning variables $X$ than in others. ML, on the other hand, penalizes deviations from the true function $p(x)$ equally over the whole support of $X$.

Nevertheless, ML methods will be shown to be appropriate in situations with multiple DMs (the public service problem). Intuitively, when there are many DMs with dispersed preferences it is increasingly difficult to satisfy the individual needs of all of them. Therefore, the forecaster will need to provide an approximation to $p(x)$ that can be used by all DMs, i.e. a global approximation will be more appropriate in this case. This is exactly what ML provides.

The contributions of this paper are twofold. First, the existing literature on decision based forecasting only deals with the single DM case, i.e. setups similar to the consultant’s problem. Thus, the paper extends the literature by introducing the public service forecasting problem and formalizing it using the idea of social welfare maximization, where social welfare maximization will be interpreted as the represent situations in which the forecaster is completely self interested, as in Example I.5.
maximization of the forecaster’s objectives. Second, we will provide sufficient conditions under which traditional binary prediction methods such as logit or probit regressions estimated by ML can be interpreted, asymptotically, as a “socially optimal” way to estimate the conditional probability of an outcome even if the model suffers from misspecification.

The paper will be organized as follows: In Section I.B we provide an intuitive comparison of the consultant’s and the public service forecasting problems. In Section I.C we formalize the consultant’s problem and subsequently, in Section I.D, the public forecaster’s problem. Section I.E rewrites the likelihood function of a conditional probability model as a social welfare objective. In Section I.F we provide sufficient conditions on individual preferences and the social welfare objective under which maximum likelihood estimation can be interpreted as socially optimal. Section I.G summarizes and concludes. Some additional discussion and proofs are collected in the Appendix.

I.B Intuitive comparison of the consultant and the public service problems

In forecasting binary variables, the focus is usually on modeling and estimating the conditional probability

\[ p(x) = P(Y = 1|X = x). \]

Traditionally, interest in \( p(x) \) is justified by the use of a quadratic loss function; this conditional probability is then closely related to the mean-square optimal predictor of \( Y \).

\footnote{If \( Y \in \{0, 1\} \), the conditional expectation of \( Y \) given \( X \) is \( p(X) \) itself. Since we define \( Y \in \{-1, 1\} \), the conditional expectation of \( Y \) given \( X \) is \( 2p(X) - 1 \). Thus, \( 2p(X) - 1 \) is the mean-square optimal point.} In decision based forecasting, interest in \( p(x) \) arises since the function \( p(x) \)
describes the whole conditional distribution of $Y$ given $X$, and consequently it has the broader interpretation of summarizing all statistical information contained in $X$ about the outcome $Y$. Therefore, $p(x)$ is relevant for any expected utility maximization (or expected loss minimization) problem where uncertainty is due to $Y$ and the information available is summarized by $X$.

As will be shown in Section I.C, the expected utility maximizing decision rule of an individual DM in the consultant’s problem is of the form $a^*(x) = \text{sign}[p(x) - c]$, where the optimal cutoff $c$ is determined by the utilities in Table I.1.\footnote{The function \text{sign}(x) is defined as 1 if $x > 0$ and $-1$ if $x \leq 0$. In less cryptic terms, the optimal decision rule states “take action $a = 1$ if $p(x) > c$ and take action $a = -1$ if $p(x) \leq c$.}$ Let $m(x, \theta)$ denote a potentially misspecified parametric model of the conditional probability $p(x)$ (e.g. logit or probit). In discussing the consultant’s problem, Elliott and Lieli (2005) propose estimating the unknown parameter vector $\theta$ by solving the sample analog of a suitable transformation of the DM’s expected utility maximization problem. The resulting empirical decision rule $\hat{a}(x) = \text{sign}[m(x, \hat{\theta}) - c]$ can be shown to be asymptotically optimal even if the model $m(x, \theta)$ is largely misspecified. Traditional estimators of $m(x, \theta)$ such as maximum likelihood do not have this property.

Intuitively, this result arises because the loss function implicit in the DM’s expected utility maximization problem contradicts the loss function implicit in ML estimation, which becomes an important issue when the postulated conditional probability model is misspecified. On one hand, expected utility maximization dictates that the model should be fit accurately at those points in the support of $X$ where the cutoff intersects $p(x)$—the magnitude of errors is inconsequential away from these locations as long as the fitted model is on the “correct” side of
the cutoff. ML, on the other hand, penalizes deviations from the true conditional probability function over the entire support of $X$ and as a result the fitted model will give a globally good approximation to $p(x)$. If $m(x, \theta)$ is misspecified for $p(x)$, then trying for a globally good fit may easily result in missing the critically important intersection points between $p(x)$ and the cutoff, even when a large sample of observations on $X$ and $Y$ is available.

Figure I.1 illustrates this point. In the figure the solid line represents the true conditional probability function $p(x)$, the light dashed line represents a locally good fit, and the dark dashed line represents a globally good fit (e.g. a misspecified logit estimated by ML). We see that the global fit is “closer” to $p(x)$ than the local fit for most of the support of the variable $X$. However, a locally good fit leads to optimal decisions for all values of $X$, since it is always on the same side of the optimal cutoff as $p(x)$. On the other hand, the global fit misses the important point of intersection between $p(x)$ and the cutoff line, and therefore it leads to suboptimal decisions in a sizable region of the support of $X$. Hence, although closer to the truth on average, the global fit is inferior to the local fit for decision making purposes. To make an optimal decision, the DM does not need to know the exact value of $p(x)$ for each value $x$, but only whether $p(x)$ is higher or lower than the cutoff for that particular $x$. Consequently, a local fit does not need to have any meaning beyond the decision rule it implies.

In the social service framework (multiple DMs) the forecaster’s problem is more complex. In this setting, each individual DM $j$ has an optimal decision rule of the form $a^*(x) = \text{sign}[p(x) - c_j]$, where the optimal cutoff $c_j$ may vary with $j$, i.e. from individual to individual. Hence, the public forecaster cannot just report a single empirical decision rule; he must instead report an estimate $m(x, \hat{\theta})$ of $p(x)$.
Figure I.1: Globally good fit vs. expected utility maximizing (locally good) fit.

from which DMs derive their own empirical decision rules $\hat{a}(x) = \text{sign}[m(x, \hat{\theta}) - c_j]$. The question is: Given a potentially misspecified parametric model $m(x, \theta)$ for $p(x)$ how should $\theta$ be estimated?

If the forecaster cares about the satisfaction of a group of decision makers, $\theta$ can no longer be estimated based on the expected utility maximization problem of a single individual, as the resulting fit may lead to very poor decisions for individuals whose cutoffs are different (again, see Figure I.1 and consider a cutoff equal to, say, 0.7). Therefore, we propose choosing $\hat{\theta}$ so as to maximize a social welfare function (SWF) defined over the utilities of individual decision makers, who then use the estimated decision rule $\hat{a}(x) = \text{sign}[m(x, \hat{\theta}) - c_j]$ to make their own decisions. This implies that the forecaster will make value judgments about the utilities of different members of the population, and those value judgments will be reflected in the value of $\hat{\theta}$ chosen.

Figure I.2 provides an illustration. In the figure we depict a relatively
simple multiple DM problem with only three DMs who possess different optimal cutoffs. We observe, however, that a logit specification based on a linear index cannot possibly run through all the intersection points between $p(x)$ and the individual cutoffs. Therefore, given the specification, it is not possible to ensure correct decisions for all DMs, even asymptotically. The choice of the optimal fit will then necessarily require the forecaster to make interpersonal comparisons among individuals. In choosing $\theta$ optimally, the forecaster will need to clearly specify the relative importance of the decisions of different DMs.

As can be seen, maximum likelihood estimation of a conditional probability model may not be consistent with maximizing the expected utility of a given DM (the consultant’s problem). However, it may well be consistent with maximizing the social welfare of a group of decision makers (the public forecaster’s problem). If there are multiple DMs with a range of optimal cutoffs, and the forecaster cares about the utility of each DM, then the model will have to be fitted
as accurately as possible at a number of intersection points along $p(x)$ to ensure that each DM has a decision rule which is at least approximately optimal. Thus, it may well be the case that the a public forecasting problem (implicitly) calls for the model to give a *globally* good asymptotic approximation to $p(x)$, which is what ML generally provides. The natural question to ask is under what conditions estimating (potentially misspecified) parametric models by ML leads to empirical decision rules that maximize the social satisfaction of the population (asymptotically). The goal of the rest of the paper will be to formalize both forecasting problems and to provide an answer to this question.

It is also possible to think of the problem posed as an inquiry into the properties of quasi maximum likelihood estimation, i.e. maximization of a misspecified likelihood function. It is a fairly well known result (see, e.g., White 1996) that in this case maximum likelihood estimation can be thought of as asymptotically minimizing the Kullback-Liebler distance between the true and estimated models. Our goal is to offer an alternative, economically relevant, interpretation in the context of binary prediction models; specifically, our results will show that maximum likelihood estimation of misspecified logit or probit models may still possesses optimality properties for a specific *group* of decision makers who rely on these models in making their decisions.

I.C  A formal statement of the consultant’s forecasting problem

As discussed in the introduction, in the consultant’s problem there is a single DM, with a given utility function $u(a, Y) = u_{a,Y}$, where $Y \in \{-1, 1\}$ denotes the (future) state of the world, and $a \in \{-1, 1\}$ denotes the action to be taken
Given $X = x$, the DM’s expected utility, a function of the action $a$, can be written as

$$E[u(a,Y) \mid X = x] = \begin{cases} 
 u_{1,1} p(x) + u_{1,-1}[1 - p(x)] & \text{if } a = 1 \\
 u_{-1,1} p(x) + u_{-1,-1}[1 - p(x)] & \text{if } a = -1,
\end{cases}$$

where $p(x) = P(Y = 1 \mid X = x)$.

The DM will choose action $a = 1$ if and only if the expected utility associated with this choice is greater than that associated with $a = -1$. It is easily shown that this leads to the optimal decision rule

"take action $a = 1$ if and only if $p(x) > c$, (I.1)"

where the optimal cutoff $c$ is given by

$$c = \frac{u_{-1,-1} - u_{1,-1}}{(u_{1,1} - u_{1,-1}) + (u_{-1,1} - u_{-1,-1})}.$$ 

Under Assumption I.1 the optimal cutoff $c$ lies strictly between 0 and 1. The numerator is the net benefit from taking correct action (i.e. $a = -1$) when $Y = -1$. The denominator is the total net benefit from taking correct action considering both states. Hence, $c$ can be interpreted as the relative net benefit of taking action $-1$ versus action $1$. The higher this value, the higher the probability that $Y = 1$ has to be to make it worthwhile for the DM to take action $1$.

In the consultant’s problem the forecaster’s primary goal is to recover the optimal decision rule $a^*(x) = \text{sign}[p(x) - c]$ of a given DM. Suppose the forecaster

---

9The formulation of the DM’s expected utility maximization problem implies that we assume no feedback from the action taken to the (conditional) probability of the outcome $Y$. For example, consider a central bank interested in forecasting whether a currency crisis will occur and deciding whether to take preventive action. If in the bank’s estimation the probability of a crisis is high enough, then it will launch measures designed to reduce the probability of a crisis. The existence of such feedback implies that we would have to write $p_a(x)$ in place of $p(x)$ in the DM's expected utility maximization problem. This complication will be assumed away in this paper.
adopts the parametric model \( m(x, \theta) \) for \( p(x) \), where \( \theta \in \Theta, \Theta \subset \mathbb{R}^d \). As discussed in Section 1, maximizing a given DM’s expected utility requires of the model to have a *locally* good fit at \( x \)-values where \( p(x) \) intersects the optimal cutoff \( c \). More formally, the goal is to choose \( \hat{\theta} \) such that

\[
\text{sign}[p(x) - c] = \text{sign}[m(x, \hat{\theta}) - c] \quad \text{for all } x \in \text{supp}(X),
\]

provided that such \( \hat{\theta} \) exists. If the model is estimated by maximum likelihood, the result is a globally good fit, which is not necessarily consistent with (I.2), even asymptotically, unless the model happens to be correctly specified for \( p(x) \). As shown Lieli (2004) and Elliott and Lieli (2005), a locally good fit can be achieved under general conditions by solving

\[
\max_{\theta} S(\theta) \equiv \max_{\theta} \mathbb{E}_{Y,X} \left\{ [Y + 1 - 2c] \text{sign}[m(X, \theta) - c] \right\}.
\]

Maximization of \( S(\theta) \) will recover the DM’s optimal decision rule if condition (I.2) is satisfied for some \( \hat{\theta} \in \Theta \). (This is a much weaker requirement than correct specification.) Even if no point in the parameter space satisfies (I.2), maximizing \( S(\theta) \) will result in an optimal decision rule *conditional* on the model specification \( m(x, \theta) \). As maximization of \( S(\theta) \) guarantees a locally good fit only, the value of the estimated model \( m(x, \hat{\theta}) \) at any particular point \( x \) does not, in general, have any meaning beyond the implied decision rule \( \hat{a}(x) = \text{sign}[m(x, \hat{\theta}) - c] \).

However, this is all what is needed in the consultant’s problem.

The objective function \( S(\theta) \) can be derived directly from the DM’s expected utility maximization problem. It is easy to show that the function

\[
s(a, y) = [y + 1 - 2c]a
\]

is an affine transform of \( u(a, y) \) and hence is an equally good measure of the DM’s utility. Furthermore, maximizing \( \mathbb{E}_{Y,X} [s(a(X), Y)] \) over the space of all possible de-
cision rules $a : \text{supp}(X) \rightarrow \{-1, 1\}$ is equivalent to solving the “original” expected utility maximization problem posed at the beginning of the section. Restricting the set of possible decision rules to $a(x, \theta) = \text{sign}[m(x, \theta) - c], \theta \in \Theta$, yields the objective function $S(\theta)$.

Of course, in practice one cannot directly maximize the objective function $S(\theta)$. Instead, one fits the model $m(x, \theta)$ by solving the sample analog problem

$$\max_{\theta} S_n(\theta) = \max_{\theta} n^{-1} \sum_{i=1}^{n} (Y_i + 1 - 2c) \text{sign}[m(X_i, \theta) - c]$$

for a sample of observations $\{(X_i, Y_i), i = 1, 2, \ldots, n\}$. The solution of this maximization problem is called the “maximum utility” (MU) estimator by Lieli (2004) and Elliott and Lieli (2005). The MU estimator turns out to be a generalization of Manski’s (1975, 1985) maximum score estimator.

If the sequence of random variables $(Y_i + 1 - 2c) \text{sign}[m(X_i, \theta) - c], i = 1, 2, \ldots, n$, satisfy a (strong) law of large numbers, then $S_n(\theta)$ converges a.s. to $S(\theta)$ for any fixed $\theta \in \Theta$. This “pointwise” convergence is not enough to guarantee that maximizing $S_n(\theta)$ is asymptotically equivalent to maximizing $S(\theta)$. The key requirement for this is uniform convergence in $\theta$, which is guaranteed under the following conditions (Elliott and Lieli 2005):

**Assumption I.2**  
(a) $\Theta$ is a compact and $m(x, \theta)$ is Borel-measurable as a function from $\text{supp}(X) \times \Theta$ to $\mathbb{R}$;

(b) (i) the function $\theta \mapsto m(x, \theta)$ is continuous on $\Theta$ for all $x$ in the support of $X$;

(ii) $P[m(X, \theta) = c] = 0$ for each $\theta \in \Theta$;

(c) $\{(Y_i, X'_i)\}_{i=1}^{\infty}$ is a (strictly) stationary, ergodic sequence of observations on $(Y, X')$. 


I.D A formal statement of the public service forecasting problem

In the public forecaster’s problem there is a population of DMs, indexed by \( j = 1, 2, \ldots, J \), who face various binary decision problems tied together by the common outcome \( Y \). Each DM has a utility function \( u_j(a, y) \) and seeks to maximize their own expected utility. As shown in the previous section, the optimal decision rule for any DM \( j \) is then given by \( a^*_j(x) = \text{sign}[p(x) - c_j] \), where \( c_j \) is the optimal cutoff determined by the utility function \( u_j(a, y) \).

Suppose the public forecaster specifies the parametric model \( m(x, \theta) \) for \( p(x) \) and reports the estimated conditional probability \( m(x, \hat{\theta}) \) to the public. Decision makers will be assumed to approximate their optimal decision rule by simply plugging in this publicly reported estimate of \( p(x) \) into (I.1):

\[
\hat{a}_j(x) = \hat{a}_j(x, \hat{\theta}) = \text{sign}[m(x, \hat{\theta}) - c_j].
\]

(I.3)

The fact that a single estimate of \( p(x) \) is to be used by many different DMs deserves some justification. It can be argued that the forecaster could in principle make a different (and optimal) forecast for each DM. Although there are situations in which the decision problems of the individual DMs are important enough to justify the construction of separate forecasts, our treatment is relevant for many real world situations where the potential gains and costs of individual decisions do not justify the costs of hiring a private forecaster. For example, a financial advisor may advise a group of small investors. Then, the advisor periodically sends out a report to all her clients with predictions about the market for the next month. For each of the clients it would not be practical to hire a private advisor, since that would be much costlier.
As argued in Section I.C, the utility DM \( j \) derives from adopting decision rule (I.3) can be measured by 
\[
s(\hat{a}_j(X, \hat{\theta}), Y) = (Y + 1 - 2c_j) \text{sign}[m(X, \hat{\theta}) - c_j].
\]
The forecaster aggregates these utilities through a “social welfare function”
\[
w(s(\hat{a}_1(X, \hat{\theta}), Y), s(\hat{a}_2(X, \hat{\theta}), Y), \ldots, s(\hat{a}_J(X, \hat{\theta}), Y)).
\]
The forecaster can affect social welfare through the choice of \( \hat{\theta} \). In particular, we will assume that the forecaster chooses \( \hat{\theta} \) so as to solve
\[
\max_{\hat{\theta}} W(\theta) \equiv \max_{\hat{\theta}} E_{Y,X} \left\{ w(s(\hat{a}_1(X, \hat{\theta}), Y), s(\hat{a}_2(X, \hat{\theta}), Y), \ldots, s(\hat{a}_J(X, \hat{\theta}), Y)) \right\}.
\]
We point out that we do not necessarily think of the forecaster as a “social planner”. Even though we call \( w \) a social welfare function, it may really stand for any objective the forecaster wishes to maximize, e.g. a profit function or any measure of the forecaster’s performance (see Example I.5). Thus, the forecaster may well be following his own self-interest by trying to maximize what we call “social welfare”. Similarly, \( u \) or \( s \) may have a more general interpretation than a utility function. Therefore, our treatment applies to many more situations than that of a social planner interested in maximizing social welfare.

The public forecaster’s optimization problem has been derived under the presumption that individual decision makers will act in accordance with (I.3), i.e. simply substitute the reported conditional probability \( m(x, \hat{\theta}) \) for \( p(x) \) in their optimal decision rules. This assumption abstracts from the possibility of sophisticated strategic behavior on the part of individual agents: If DMs know that the forecaster’s objective is to maximize a given social welfare objective \( W(\theta) \), in principle they could try to make adjustments to the forecast provided so that it fits their preferences more closely.\footnote{We thank Tridib Sharma for pointing this out.} Considering this potential “feedback” in the
forecaster’s objective would introduce a complicated fixed point problem. Instead we simply assume that for one reason or another agents act as if they fully believe the reported forecast. For example, they might not have any other or better source of information; they might think that \(m(x, \hat{\theta})\) coincides with the truth or at least provides an unbiased or consistent estimate of it, etc.

In the rest of the paper we will specialize to the case where the social welfare objective \(w(\cdot)\) is given by a weighted sum of individual utilities, yielding

\[
W(\theta) = E_{Y,X} \left\{ \sum_{j=1}^{J} \gamma_j (Y + 1 - 2c_j) \text{sign}[m(X, \theta) - c_j] \right\}
\]

\[
= \sum_{j=1}^{J} \gamma_j E_{Y,X} \{ (Y + 1 - 2c_j) \text{sign}[m(X, \theta) - c_j] \},
\]

where \(\gamma_j \geq 0, \sum_j \gamma_j = 1\).

It is apparent that the optimal cutoffs \(c_j\) are the only channel through which individual preferences enter the public forecaster’s optimization problem. It will be convenient to consolidate decision makers sharing the same optimal cutoff value into groups which we will also refer to as “types”. Suppose individual cutoffs take on \(T - 1\) different values for some positive integer \(T\). Without loss of generality, one can assume that DMs \(t_0 = 1\) through \(t_1\) have cutoff \(c_1\), DMs \(t_1 + 1\) through \(t_2\) have cutoff \(c_2\), etc, and DMs \(t_{T-2} + 1\) through \(t_{T-1} = J\) have cutoff \(c_{T-1}\) for some integers \(t_0 = 1 < t_2 < t_3 < \ldots < t_{T-1} = J\). The public forecaster’s problem can then be rewritten as

\[
\max_\theta W(\theta) = \max_\theta \sum_{t=1}^{T-1} \lambda_t E_{Y,X} \left\{ (Y - 2c_t + 1) \text{sign}[m(X, \theta) - c_t] \right\}, \quad (I.4)
\]

where

\[
\lambda_s = \sum_{j=t_{s-1}}^{t_s} \gamma_j, \quad s = 1, \ldots, T - 1.
\]
The coefficients \( \lambda_t, t = 1, \ldots, T-1 \), represent the total weight given by the social welfare function to DMs of type \( t \) (i.e. to DMs who share the same optimal cutoff value \( c_t \)). It follows immediately from the properties of the individual welfare weights \( \gamma_j \) that \( \lambda_t \geq 0 \) and \( \sum_t \lambda_t = 1 \). The relative magnitudes of the type welfare weights reflect two different factors. First, given an equal number of DMs of each type, the \( \lambda_t \)'s can differ because (some) individuals in one group are weighted more heavily than individuals in another group. Second, even if each DM of each type has the same individual welfare weight \( \gamma_j \), one of the types may have more individuals than the other. Hence, any given collection of cutoffs and type welfare weights is consistent with many different distributions of individuals across those types and many different configurations of individual welfare weights.

Of course, in practice one cannot directly solve (I.4), as the expectation is taken with respect to an unknown joint distribution. Given a sample of observations \( \{(X_i, Y_i)\}, i = 1, 2, \ldots, n \), one must form an empirical objective function \( W_n(\theta) \) by replacing the expectation operator in (I.4) by a sample average:

\[
W_n(\theta) = n^{-1} \sum_{t=1}^{T-1} \sum_{i=1}^{n} \lambda_t \left\{ (Y_i - 2c_t + 1) \text{sign}[m(X_i, \theta) - c_t] \right\}.
\]

The maximizer of \( W_n \) will be called the “maximum (social) welfare” (MW) estimator of \( m(x, \theta) \). The conditions given in Assumption I.2 are sufficient to ensure that maximizing the empirical social welfare objective is asymptotically equivalent to maximizing \( W(\theta) \) as the sample size goes to infinity. In the Appendix we present some simple examples which illustrate how the MW estimator fits a simple logit model to the data for different cutoff and welfare weight configurations.

The basic question we now seek to answer is the following. Are there conditions under which maximization of the social welfare objective (I.4) is equivalent to maximizing the asymptotic log-likelihood function associated with the model.
If the model \( m(x, \theta) \) happens to be correctly specified for \( p(x) \), then there is a parameter value \( \theta^c \) such that \( m(x, \theta^c) = p(x) \) for all \( x \) in the support of \( X \) and maximum likelihood will be consistent for \( \theta^c \) under general conditions. But then \( \theta^c \) must also solve (I.4) for any collection of types and welfare weights, since we know that the decision rule \( \text{sign}[p(x) - c_j] \) is individually optimal for each decision maker \( j \).

Hence, the question posed above becomes interesting only if \( m(x, \theta) \) is misspecified for \( p(x) \), which is actually the more relevant case. Is there a distribution of cutoffs \( c_t, t = 1, \ldots, T - 1 \), over the \((0, 1)\) interval and a corresponding set of welfare weights \( \lambda_t, t = 1, \ldots, T - 1 \), such that solving (I.4) is equivalent to maximizing the asymptotic log-likelihood of some misspecified conditional probability model \( m(x, \theta) \)? Is there a distribution of cutoffs and weights that “works” for any model in a wide class regardless of the extent of misspecification? The answer is yes; the rest of the paper is devoted to the development of this result.

To this end, we will now decompose \( W(\theta) \) in a way that will allow us to compare it with the asymptotic log-likelihood of a conditional probability models (to be introduced in Section I.E below). The decomposition is “conditional” on a set of individually optimal cutoffs \( c_1 < c_2 < \ldots < c_{T-1} \). To emphasize this, we will write \( W_{C_T}(\theta) \) for the decomposed objective function, where \( C_T \equiv \{c_0, c_1, \ldots, c_{T-1}, c_T\} \subset [0, 1] \) with \( c_0 = 0 \) and \( c_T = 1 \).

The basic idea is to put\(^\text{11}\)

\[
\text{sign}[m(X, \theta) - c_t] = 1[m(X, \theta) > c_t] - 1[m(X, \theta) \leq c_t]
\]

\(^{11}\)The function \( 1[\text{condition}] \) will denote the indicator function. The indicator function equals 1 if the condition it refers to is true and 0 otherwise.
and to decompose the events $[m(X, \theta) > c_t]$ and $[m(X, \theta) \leq c_t]$ as

$$1[m(X, \theta) > c_t] = \sum_{g=t}^{T-1} 1[c_g < m(X, \theta) \leq c_{g+1}]$$

and

$$1[m(X, \theta) \leq c_t] = \sum_{g=1}^{t} 1[c_{g-1} < m(X, \theta) \leq c_g].$$

After substituting these expressions into (I.4), a fair amount of rearranging and collecting terms, we obtain the following expression for $W_{CT}$:

$$W_{CT}(\theta) =$$

$$E \left\{ \left[ -\sum_{g=1}^{T-1} \lambda_g(Y - 2c_g + 1) \right] 1[0 < m(X, \theta) \leq c_1] \right\}$$

$$+ E \left\{ \left[ \lambda_1(Y - 2c_1 + 1) - \sum_{g=2}^{T-1} \lambda_g(Y - 2c_g + 1) \right] 1[c_1 < m(X, \theta) \leq c_2] \right\}$$

$$+ \ldots +$$

$$+ E \left\{ \left[ \sum_{g=1}^{t-1} \lambda_g(Y - 2c_g + 1) - \sum_{g=t}^{T-1} \lambda_g(Y - 2c_g + 1) \right] 1[c_{t-1} < m(X, \theta) \leq c_t] \right\}$$

$$+ \ldots +$$

$$+ E \left\{ \left[ \sum_{g=1}^{T-1} \lambda_g(Y - 2c_g + 1) \right] 1[c_{T-1} < m(X, \theta) \leq 1] \right\}.$$

Bringing the expectations “inside” and rearranging yields

$$W_{CT}(\theta) = \sum_{t=1}^{T} \alpha_t^{MW} E[Y \mid c_{t-1} < m(X, \theta) \leq c_t] P[c_{t-1} < m(X, \theta) \leq c_t]$$

$$+ \sum_{t=1}^{T} \beta_t^{MW} P[c_{t-1} < m(X, \theta) \leq c_t],$$

where

$$\alpha_t^{MW} = \sum_{g=1}^{t-1} \lambda_g - \sum_{g=t}^{T-1} \lambda_g,$$

$$\beta_t^{MW} = \sum_{g=1}^{t-1} \lambda_g(1 - 2c_g) - \sum_{g=t}^{T-1} \lambda_g(1 - 2c_g), \quad \text{(I.5)}$$

$t = 1, \ldots, T$. Here we use the notational convention that the “empty” sum is zero.
We will now turn to the problem of studying the (asymptotic) log-likelihood function of conditional probability models. The goal is rewrite this function in a way analogous to $W_{C_T}(\theta)$ so that we can establish sufficient conditions under which the two functions (or at least their maximizers) coincide.

I.E The asymptotic log-likelihood function

Let $m(x, \theta), \theta \in \Theta \subset \mathbb{R}^d$, be a potentially misspecified parametric model for $p(x)$. Given a random sample of observations $\{(Y_i, X'_i)\}_{i=1}^n$, the normalized conditional log-likelihood can be written as $1/2$ times

$$L_n(\theta) \equiv n^{-1} \sum_{i=1}^n \left\{ (1 + Y_i) \log[m(X_i, \theta)] + (1 - Y_i) \log[1 - m(X_i, \theta)] \right\}.$$

The maximum likelihood estimator of the model $m(x, \theta)$ is of course obtained by maximizing $L_n(\theta)$ w.r.t. $\theta$.\footnote{If $\{(Y_i, X'_i)\}_{i=1}^n$ is a stationary, ergodic sequence rather than i.i.d., maximization of $L_n(\theta)$ still leads to a consistent estimator of $p(x)$ if $m(x, \theta)$ is correctly specified. This follows, for example, from the arguments in Gallant (1997, Ch. 5.2).} We will focus on the behavior of this estimator as the sample size goes to infinity. If $E|\log[m(X, \theta)]| < \infty$ and $E|\log[1 - m(X, \theta)]| < \infty$ for all $\theta$, then by the strong law of large numbers $L_n(\theta)$ converges almost surely to

$$L(\theta) \equiv E\left\{ (1 + Y) \log[m(X, \theta)] + (1 - Y) \log[1 - m(X, \theta)] \right\}$$

for any fixed value of $\theta$. The function $L(\theta)$ will be referred to as the asymptotic log-likelihood function.

There is a fairly extensive statistical and econometric literature concerned with the conditions under which the maximum likelihood estimator, a maximizer of $L_n(\theta)$, converges to a maximizer of $L(\theta)$; see, for example, Amemiya (1985), White (1996). As mentioned in Section I.C, the key requirement is (a.s.) uniform
convergence of \( L_n(\theta) \) to \( L(\theta) \). For a strictly stationary and ergodic sequence of observations, the following is a set of sufficient conditions for a uniform law of large numbers to hold (c.f. White 1996, Thm. A.2.2):

**Assumption I.3**

(a) \( \Theta \) is a compact subset of \( \mathbb{R}^d \) and \( 0 \leq m(x, \theta) \leq 1 \) for all \( \theta \in \Theta \) and \( x \) in supp(\( X \));

(b) \( x \mapsto m(x, \theta) \) is Borel-measurable for all \( \theta \in \Theta \) and \( \theta \mapsto m(x, \theta) \) is continuous on \( \Theta \) for all \( x \) in supp(\( X \));

(c) \( E \sup_{\theta \in \Theta} |\log[m(X, \theta)]| < \infty \) and \( E \sup_{\theta \in \Theta} |\log[1 - m(X, \theta)]| < \infty \).

We will henceforth think of the maximum likelihood estimator as asymptotically maximizing \( L(\theta) \) and rewrite this function in a form that makes it possible to compare it with the decomposed social welfare objective \( W_{C_T}(\theta) \). Let us define a partition \( C_T \) of the \([0,1]\) interval as a set of points \( \{c_t, t = 0, 1, \ldots, T\} \) such that \( 0 = c_0 < c_1 < c_2 < \ldots < c_{T-1} < c_T = 1 \). Equal spacing is not required, but think of \( T \) as large and \( \max_t (c_t - c_{t-1}) \) as small. Given a partition \( C_T \), we can write

\[
L(\theta) = \sum_{t=1}^{T} E \left\{ (1 + Y) \log[m(X, \theta)] 1[c_{t-1} < m(X, \theta) \leq c_t] \right\}
+ \sum_{t=1}^{T} E \left\{ (1 - Y) \log[1 - m(X, \theta)] 1[c_{t-1} < m(X, \theta) \leq c_t] \right\}.
\]

If \( T \) is large and \( \max_t (c_t - c_{t-1}) \) is indeed small, \( L(\theta) \) should be well approximated by

\[
L_{C_T}(\theta) \equiv \sum_{t=1}^{T} E \left\{ (1 + Y) \log(c_t) 1[c_{t-1} < m(X, \theta) \leq c_t] \right\}
+ \sum_{t=1}^{T} E \left\{ (1 - Y) \log(1 - c_{t-1}) 1[c_{t-1} < m(X, \theta) \leq c_t] \right\}.
\]
Rearranging terms on the RHS yields

\[
L_{C_T}(\theta) = \sum_{t=1}^{T} \alpha_t^{ML} E[Y | c_{t-1} < m(X, \theta) \leq c_t] P[c_{t-1} < m(X, \theta) \leq c_t] \\
+ \sum_{t=1}^{T} \beta_t^{ML} P[c_{t-1} < m(X, \theta) \leq c_t],
\]

where

\[
\alpha_t^{ML} = \log(c_t) - \log(1 - c_{t-1}), \quad \beta_t^{ML} = \log(c_t) + \log(1 - c_{t-1}).
\] (I.6)

The function \(L_{C_T}(\theta)\) is directly comparable with \(W_{C_T}(\theta)\). However, we must first argue that \(L_{C_T}(\theta)\) approximates the asymptotic log-likelihood \(L(\theta)\) well enough so that maximizing \(L_{C_T}\) becomes equivalent to maximizing \(L(\theta)\) as the partition \(C_T\) becomes fine.

**Proposition I.1** Suppose Assumption I.3(c) is satisfied. Then for any \(\epsilon > 0\) there exists \(\delta > 0\) such that if a partition \(C_T\) satisfies \(c_t - c_{t-1} < \delta\) for \(t = 1, 2, \ldots, T\), then \(|L_{C_T}(\theta) - L(\theta)| < \epsilon\) for all \(\theta \in \Theta\).

The proof of Proposition I.1 makes use of the fact that if a r.v. \(Z\) has finite expectations, then \(E(Z1[|Z| > z])\) has to be small when \(z\) is large and that the log function is uniformly continuous over closed intervals. The details of the proof can be found in the Appendix.

Proposition I.1 immediately implies that if a sequence of partitions \(\{C_T\}_{T=1}^{\infty}\) satisfies \(\max\{c_t - c_{t-1}, t = 1, 2, \ldots, T\} \to 0\) as \(T \to \infty\) (e.g. \(C_T = \{t/T, t = 0, 1, \ldots, T\}\)), then \(\sup_{\theta} |L_{C_T}(\theta) - L(\theta)|\) converges to zero. Of course, this is just another way of stating that \(L_{C_T}(\theta)\) converges to \(L(\theta)\) uniformly in \(\theta\). As discussed above, this means that maximizing \(L_{C_T}(\theta)\) is practically equivalent to maximizing \(L(\theta)\) when \(C_T\) is sufficiently fine.
I.F Comparing $L(\theta)$ and $W(\theta)$

The approximate asymptotic log-likelihood $L_{C_T}(\theta)$ and the social welfare objective $W_{C_T}(\theta)$ have now been expressed as weighted sums of the same form, but with different sets of weights, given by (I.6) and (I.5), respectively. The goal is to choose a sequence of partitions (cutoffs) $\{c_{t,T}, t = 1, \ldots , T\}_{T=1}^{\infty}$ and a corresponding triangular array of welfare coefficients $\{\lambda_{t,T}, t = 1, \ldots , T\}_{T=1}^{\infty}$, $\lambda_{t,T} \geq 0$, $\sum_{t} \lambda_{t,T} = 1$, such that

(i) $L_{C_T}(\theta)$ converges to $L(\theta)$ uniformly in $\theta$;

(ii) the resulting set of weights

$$\{(\alpha_{t}^{ML}, \beta_{t}^{ML}), t = 1, \ldots , T\}_{T=1}^{\infty} \text{ and } \{(\alpha_{t}^{MW}, \beta_{t}^{MW}), t = 1, \ldots , T\}_{T=1}^{\infty}$$

make maximizing $L_{C_T}(\theta)$ equivalent to maximizing $W_{C_T}(\theta)$.

The basic question is that of existence: Are there sequences of partitions and weighting schemes satisfying these conditions? If yes, are there many? For any given sequence of partitions satisfying (i), is it possible to find a weighting sequence such that requirement (ii) is satisfied? We will not give a complete answer to all these questions in this version of the paper. We will however construct a specific sequence of partitions and a specific weighting scheme consistent with conditions (i) and (ii) for large $T$. Thus, we will have shown that maximum likelihood estimation of (misspecified) conditional probability models can be interpreted as (implicitly) maximizing the social welfare of a group of DMs under certain circumstances, but we do not claim to have uncovered all possible circumstances when this is true.

As the discussion following Proposition I.1 shows, requirement (i) is easily satisfied by choosing $\{C_{T}\}_{T=1}^{\infty}$ such that $\max\{c_{t,T} - c_{t-1,T}, t = 1, \ldots , T\} \rightarrow 0$ as
$T \to \infty$. Requirement (ii) will hold for each value of $T$ if $W_{CT}$ is an increasing affine transformation of $L_{CT}$, i.e. there exist constants $a_T > 0$, $u_T$, $v_T$ such that

$$
\alpha^{MW}_{i,T} = a_T \alpha^{ML}_{i,T} + u_T, \quad (I.7)
$$

$$
\beta^{MW}_{i,T} = a_T \beta^{ML}_{i,T} + v_T, \quad t = 1, \ldots, T. \quad (I.8)
$$

In general, equations (I.7) and (I.8) define a complex set of relationships between the welfare weights $\lambda_t$ and the cutoffs $c_t$. (For notational convenience, we will suppress the dependence of these quantities on $T$.) These equations are considerably easier to evaluate if we restrict ourselves to symmetric partitions of the $[0,1]$ interval and symmetric welfare weights, i.e. those which satisfy $c_t = 1 - c_{T-t}$ and $\lambda_t = \lambda_{T-t}$. These restrictions force $u_T = 0$, $v_T = 1$ and $a_T = 1/\log(T)$. Without loss of generality we can assume that $T$ is even. Writing out (I.7) and (I.8) in detail yields

$$
a[\log(c_t) - \log(1 - c_{t-1})] = -1 + 2 \sum_{g=1}^{t-1} \lambda_g \quad (I.9)
$$

$$
a[\log(c_t) + \log(1 - c_{t-1})] = -1 + 2 \sum_{g=1}^{t-1} (1 - 2c_g) \lambda_g, \quad (I.10)
$$

$$
t = 1, \ldots, T/2.
$$

Using the recursive structure of these equations, it is fairly straightforward to eliminate the welfare weights from the equations, which yields the following nonlinear second-order difference equation in the cutoffs $c_t$:

$$
\log(c_{t+1}) = \log(c_t) + (1 - 1/c_t)[\log(1 - c_t) - \log(1 - c_{t-1})] \quad t = 1, \ldots, T/2 - 1.
$$

One needs solve this difference equation subject to the terminal condition $c_{T/2} = 1/2$ (from symmetry) and requirement (i). It is possible to obtain solutions by trying different initial values for $c_{1,T}$ and $c_{2,T}$ and using numerical simulation.
For simplicity, we will only derive here an approximate “large $T$” solution to this difference equation.

Suppose $T$ is large and $\max_t (c_t - c_{t-1})$ is small. Then

$$\log(c_{t+1}) - \log(c_t) \approx (c_{t+1} - c_t)/c_t$$

and

$$\log(1 - c_t) - \log(1 - c_{t-1}) \approx (c_{t-1} - c_t)/(1 - c_t).$$

Substituting these approximations yields

$$c_{t+1} - 2c_t + c_{t-1} = 0.$$ 

It is trivial to verify that the sequence $c^*_t = t/T$ satisfies this equation. The corresponding welfare weights $\lambda^*_t$ can be obtained recursively from (I.9) or (I.10). The resulting weights show a characteristic U-shape and are depicted in Figure I.3. We summarize the derivations in this section by the following proposition.

**Proposition I.2** For $T$ large, the cutoffs $c^*_t = t/T$ and the corresponding welfare weights $\lambda^*_t$ implied by equation (I.9) for $t = 1, \ldots, T-1$ define populations of decision makers and a social welfare objective

$$W^*(\theta) = \sum_{t=1}^{T-1} \lambda^*_t E_{Y,X} \left\{ (Y - 2c^*_t + 1) \text{sign}[m(X, \theta) - c^*_t] \right\},$$

such that maximizing the asymptotic log-likelihood $L(\theta)$ is equivalent to maximizing $W^*(\theta)$ as $T \to \infty$ for any joint distribution of $(Y, X)$ and model specification $m(x, \theta)$ for which $W^*(\theta)$ and $L(\theta)$ exist.

Thus, if Assumptions I.2 and I.3 are also satisfied, then maximizing the log likelihood $L_n(\theta)$ is asymptotically equivalent to maximizing the empirical social welfare objective $W^*_n(\theta)$ as $n$ and $T$ go to infinity. In short, for the special
Figure I.3: Welfare weights implied by maximum likelihood for the partition $c_t = t/T$

populations of decision makers and social welfare function defined in Proposition I.2, the ML and MW estimators of $m(x, \theta)$ asymptotically coincide.

Figure I.4 offers an illustration. This graph depicts two (misspecified) logit models—one of them estimated by ML the other by MW using a large sample of observations on $X$ and $Y$. The MW estimator was constructed using the cutoffs $t/50, t = 1, \ldots, 49$, with the corresponding type weights given by $\lambda_t^*$. As the graphs show, the resulting fit is barely distinguishable from the ML estimate.

We see from Figure I.3 that when cutoffs are “uniformly” dispersed, the set of group weights that make the MW and ML estimators asymptotically identical are U-shaped. That is, low and high cutoffs (types) receive heavy consideration in the social welfare function, while cutoffs in the middle of the $(0, 1)$ interval are less important for the forecaster. (As noted in Section I.D, this distribution of
weights can come from two different sources: individuals in the extremes could be highly regarded, or there could be many more individuals in the “tails” than in the middle.) Thus, ML estimation is roughly equivalent to trying to reproduce as closely as possible the optimal decision rules for individuals with high or low cutoffs. DMs with low cutoffs are those for whom the gains of making correct decisions when \( Y = 1 \) are high relative to the gains of making correct decisions when \( Y = 0 \), and the other way around for DMs with high cutoffs. Thus, we can interpret ML as being optimal when the important (or more numerous) DMs are those who value highly correct decisions in one specific state of the world, as opposed to individuals for whom correct decisions have roughly the same value for either future state of the world.
A remarkable feature of the result presented above is that it hardly places any restrictions on the shape of the conditional probability function $p(x)$ and the model specification $m(x, \theta)$. Another way of saying this is that the cutoff/weight combination described in Proposition I.2 works uniformly for a large class of model specifications and joint distributions of $(Y, X)$, where “works” means “makes ML and MW equivalent”. Thus, the model $m(x, \theta)$ can be grossly misspecified for $p(x)$ and ML will still be socially optimal as long as the population of decision makers and the social welfare function satisfy the conditions of Proposition I.2.

I.G Conclusion

In this paper we defined and formalized the notion of public forecasting. A public forecaster needs to construct a single forecast for a population of heterogeneous individuals who will then use the information provided in a range of decisions. Thus, a public forecaster faces an optimization problem which is in many ways more complex than that faced by “consultant”, i.e. a forecaster who has a single DM as a client. We focused on the case in which the outcome to be predicted as well as the decisions to be made are binary.

We postulated that a public forecaster’s goal is to fit a conditional probability model to the data by maximizing a social welfare function defined over the utilities of individual DMs who then use the estimated model to make their own decisions. Two important features of this optimization problem are the distribution of optimal cutoffs (which are determined by the preferences of the individual DMs in the population) and the welfare weights that the forecaster assigns to the individual DMs who share the same cutoff.

We provided sufficient conditions under which the “maximum social wel-
fare” (MW) estimator asymptotically coincides with the maximum likelihood (ML) estimator even when the conditional probability model is grossly misspecified. In particular, these conditions call for the cutoffs to be uniformly and “densely” distributed over the (0, 1) interval with the forecaster placing a lot of weight on the group of DMs with very low or very high cutoffs. Cutoffs in the middle portion of the (0,1) receive lower weights. Thus, the social welfare weights which make ML and MW asymptotically equivalent exhibit a characteristic U-shape. This shape could arise, for example, if there were many DMs with very low or very high cutoffs, not many in the “middle”, and the forecaster cared more or less equally about each individual. An important feature of this U-shaped scheme is that it “works” uniformly over a very large class of probability models irrespective of the issue of misspecification. In other words, maximum likelihood is “socially optimal” under the cutoff/weight combination given above, regardless of whether the estimated model is correctly specified for the true conditional probability function or not.

We do not claim that this U-shaped cutoff/weight combination is the only one that makes maximum likelihood socially optimal. The derivation of the result leaves open the possibility for other sets of cutoffs (i.e. populations of decision makers) and weights (i.e. social welfare functions) to have the same property. In other words, the conditions provided are merely sufficient—a more general characterization of these conditions remains an interesting topic for further research. Another direction this research can follow is towards understanding how much a given cutoff/weight combination causes MW to differ from ML.

This chapter was coauthored with Robert P. Lieli. The dissertation author was the principal investigator on this paper.
Appendix

Examples of Maximum Welfare (MW) estimation  Figure I.5 on page 34 illustrates how the MW estimator operates for various combinations of types $c_t$ and weights $\lambda_t$ and how it compares to the ML estimator. The graphs are based on a random sample $\{(Y_i, X_i)\}$ of 1000 observations; the covariates are uniformly distributed over the (-3,6) interval, while the outcomes $Y_i$ were generated according to the conditional probability function $p(x)$ shown in the graphs by the solid line. In each case the $m(x, \theta)$ is a simple logit model based on a linear index, which is misspecified for $p(x)$. The maximum likelihood estimate of the model is the same in each panel, as it does not depend on the distribution of the cutoffs or the welfare weights.

In panel (a) the welfare weights are equal for all three types and the cutoffs positioned so that it is possible for the logit model to reproduce the individually optimal decision rule for each decision maker, which is of course socially optimal as well. Hence, the MW estimator “finds” this fit, while ML gives a global approximation to $p(x)$, which is suboptimal for DMs 2 and 3. In panel (b) we have a more dispersed set of cutoffs, but the social welfare function is virtually ignorant of DM 1. Hence, the MW estimator fits the model so as to reproduce (approximately) the individually optimal decision rules for DM 2 and 3. Finally, in panel (c) the cutoffs and weights are dispersed enough so that the MW estimator produces a global approximation to $p(x)$ very similar to the fit achieved by ML. We want to find general conditions under which this is the case.
Figure I.5: Examples of maximum welfare (MW) estimation
Proof of Proposition 1  We will first bound the absolute difference between $L_{CT}(\theta)$ and $L(\theta)$ in several steps.

\[ |L_{CT}(\theta) - L(\theta)| \]
\[ \leq \sum_{t=1}^{T} E\{(Y + 1)|\log (c_t) - \log [m(X, \theta)]|1[c_{t-1} < m(X, \theta) \leq c_t]\} \quad \text{(I.11)} \]
\[ + \sum_{t=1}^{T} E\{(Y + 1)|\log (1 - c_{t-1}) - \log [1 - m(X, \theta)]|1[c_{t-1} < m(X, \theta) \leq c_t]\}. \]

Treating the first and last terms in (I.11) and (I.12) separately, we replace each term in these sums with a further upper bound. This yields

\[ |L_{CT}(\theta) - L(\theta)| \]
\[ \leq 2E\{|\log [m(X, \theta)]|1[0 < m(X, \theta) \leq c_1]\} \quad \text{(I.12)} \]
\[ + 2\sum_{t=2}^{T-1} E\{|\log (c_t) - \log (c_{t-1})|1[c_{t-1} < m(X, \theta) \leq c_t]\} \quad \text{(I.13)} \]
\[ + 2E\{|\log [1 - m(X, \theta)]|1[0 < m(X, \theta) \leq c_1]\} \quad \text{(I.14)} \]
\[ + 2E\{|\log [1 - m(X, \theta)]|1[0 < m(X, \theta) \leq c_t]\} \quad \text{(I.15)} \]
\[ + 2\sum_{t=2}^{T-1} E\{|\log (1 - c_{t-1}) - \log (1 - c_t)|1[c_{t-1} < m(X, \theta) \leq c_t]\} \quad \text{(I.16)} \]
\[ + 2E\{|\log [1 - m(X, \theta)]|1[c_{T-1} < m(X, \theta) \leq 1]\}. \quad \text{(I.17)} \]

Using the upper bound contained in (I.12) to (I.17), it is now possible to show that $L_{CT}(\theta)$ can approximate $L(\theta)$ to an arbitrary degree of accuracy, uniformly in $\theta$. Fix $\epsilon > 0$. To handle (I.12), observe that for any $\theta \in \Theta$,

\[ \{0 < m(X, \theta) \leq c_1\} \subset \{ |\log [m(X, \theta)]| \geq |\log (c_1)|\} \]
\[ \subset \{ \sup_{\theta \in \Theta} |\log [m(X, \theta)]| \geq |\log (c_1)|\}. \]
Therefore,
\[
E\left\{ \left| \log[m(X, \theta)] \right| 1[0 < m(X, \theta) \leq c_1] \right\} \\
\leq E\left\{ \sup_{\theta} \left| \log[m(X, \theta)] \right| 1[\sup_{\theta} \left| \log[m(X, \theta)] \right| \geq |\log(c_1)|] \right\}.
\]

By Assumption I.3(c), one can choose \(c_1 > 0\) small enough so that this last quantity is less than \(\epsilon / 12\), making (I.12) less than \(\epsilon / 6\) (c.f. Resnick 1999, p. 183). Without loss of generality we can assume \(c_1 < 1/2\), which makes (I.15) less than \(\epsilon / 6\) as well. By a similar argument, one can choose a point \(c_{T-1} \in (c_1, 1)\) close enough to unity such that (I.17) is also less than \(\epsilon / 6\). (The fact that \(T\) is not yet determined is immaterial. The eventual value of \(T\) does not affect the position of this point: \(T - 1\) is only a label that will remain attached to this point as \(T\) changes.) Again, w.l.g. we can assume \(c_{T-1} > 1/2\), which makes (I.14) less than \(\epsilon / 6\) as well. Note that the choice of \(c_1\) and \(c_{T-1}\) is independent of the value of \(\theta\).

To handle (I.13) and (I.16), observe that the function \(\log(\cdot)\) is uniformly continuous over the closed interval \([c_1, c_{T-1}]\). Hence, there exists \(\tilde{\delta} > 0\) such that \(x, y \in [c_1, c_{T-1}]\) and \(|y - x| < \tilde{\delta}\) implies \(|\log(y) - \log(x)| < \epsilon / 12\). Choose the points \(c_2 < c_3 < \ldots < c_{T-2}\) in \((c_1, c_{T-1})\) such that \(\max\{c_t - c_{t-1}, t = 2, \ldots, T - 1\} < \tilde{\delta}\). This implies that (I.13) is strictly less than
\[
2 \frac{\epsilon}{12} \sum_{t=2}^{T-1} P[c_{t-1} < m(X, \theta) \leq c_t] \leq \frac{\epsilon}{6}.
\]
The same argument shows that (I.16) is also bounded by \(\epsilon / 6\). Again note that the choice of \(\tilde{\delta}\) was independent of \(\theta\).

Let \(\delta = \min\{c_1, 1 - c_{T-1}, \tilde{\delta}\}\). By the arguments above, any partition \(C_{T'}\) such that \(\max\{c'_t - c'_{t-1}, t = 1, 2, \ldots, T'\} < \delta\) satisfies \(|L_{C_{T'}}(\theta) - L(\theta)| < 6(\epsilon / 6) = \epsilon\) for all \(\theta\). Q.E.D.
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Chapter II

Mistakes in the Loan Market: A One-Armed Bandit Model

Abstract

This paper analyzes the situation of a loan officer that makes sequential decisions on whether to grant loans or not to applicants. Before making each decision, the loan officer can observe some characteristic of the applicant, and in the case that a loan is granted, he can observe if whether it is paid back or not. On the other hand, when a loan is denied the officer cannot observe the applicant’s behavior. This selection problem will have an effect on the lender’s ability to learn about the population of borrowers. We find that in some cases the lender will be able to make correct decisions in the long run, but in other cases not, i.e. he can make mistakes forever. The crucial factor that determines whether full learning will occur is the nature of the information that the lender observes from

\footnote{I am deeply indebted to Ross Starr for guidance and encouragement throughout my dissertation and for his invaluable advice with this essay. I thank Joel Sobel for useful comments on an earlier version of the paper, as well as participants in the UCSD Economic Theory reading group.}
the applicant before making each loan.
II.A Introduction

The objective of this research paper is to recognize and address a problem that arises naturally in those settings in which decisions have to be made under uncertainty, and the result of those decisions affect the ability of the decision maker of observing the outcome of the variable of interest when it is realized. In particular, consider a loan officer who has to decide whether to grant or deny loans to a group of applicants. Assume that those decisions are made sequentially, and the next decision will be made after the expiration of the current loan. Abstracting from differences in borrowers characteristics (to which we will go back below), the loan officer problem is at any time to decide to grant the loan or not, based in his current beliefs about the probability that the loan will be repaid. Now, granting a loan implies two things: First, the officer takes a lottery, that will have a positive payoff if the loan is repaid and a negative payoff if it is defaulted on. Second, by granting a loan the officer will also be able to observe the behavior of the borrower (i.e. if he pays the loan back or not) and can use that information to update his beliefs about the probability that a loan is paid back. Therefore, there is an extra value in granting a loan beyond that of the lottery that it implies, and that is the value of the new information gained by being able to observe the response of the borrower. On the other hand, when a loan is denied the lottery taken has a certain payoff, and no new information is gained about the distribution of applicants.

The problem exposed above is of the form of a general class of problems known in the statistical literature as the “Two-armed Bandit Problem”. Two armed bandit problems were introduced first in statistics, following ideas laid down in Thompson (1933). Early treatments of the two-armed bandit problem in statistics can be found in Bradt, Johnson and Karlin (1954) and Bellman (1956). Berry
(1972) provides a good summary of the literature. In its general form, the two-armed bandit problem consists of an experiment design in which at each stage the experimenter has to decide to sample from either of two binary distributions, and can observe the result of each trial (i.e. a success or a failure) before deciding from which distribution to sample the next time. The name given to the problem comes from gambling, since this experiment design is analogous to the problem of a gambler that can play in either of two slot machines, both of them with two possible outcomes, success or failure, and with unknown probabilities of success. The gambler pulls one of the arms, observes the outcome, and then decides which arm to pull next.

In economics bandit models have been used for example to model decisions in labor markets and pricing under demand uncertainty. Rothschild (1974) uses a two-armed bandit type specification to model the situation of a store owner deciding which price, between two possible prices, to charge to the next customer to enter the store. As different stores face a different sequence of buyers, the model explains how a price distribution can be observed in a given market for the same good, a deviation of the “law of one price”.

Our problem, described in the first paragraph, is a special case of the two-armed bandit problem, since one of the arms has a known outcome (i.e. if a loan is denied the outcome is known). This special case has been named the “One-armed Bandit” problem, and was studied by Bradt, Johnson and Karlin (1954). This specification is simpler than the general problem, and has the appeal that many intuitive properties, that do not in general hold for the two-armed bandit case, are true in this special case.

In this paper we concentrate on the application of the loan officer pre-
sented above. It should be noticed though that this problem is identical in form to other interesting problems in economics. In general, the results in this paper carry over to other situations in which the decision making process is such that in the situation that a negative decision has been made, no new information is gained about the underlaying probability distribution of the individual that the decision was made about. Another important application is unversity admissions. Typically, in university admissions, at least at a first stage, applicants are evaluated using a small number of characteristics, as SAT score and high school GPA for example. The university sets a cutoff in the SAT-GPA space, which is usually interpreted as the cutoff line above which the probability of obtaining a certain minimum GPA or better in college is greater or equal to a given preset target, and rejects all remaining applicants. The problem with this procedure, as stated above, is that then the university can only observe the performance of the accepted individuals, but not of the rejected. This problem is very similar to the one developed here, and most of the insight gained in our problem can be carried over to it.

The problem of correctly identifying “credit worthy” applicants has been previously approached from an econometric point of view in the credit scoring literature. Altman (1968) is usually credited with pioneering the use of statistical methods in credit scoring. Boyes, et. al. (1989), Crook and Banasik (2002), Feelders (2002), Fortowsky and LaCour-Little (2001), Kraft, et. al. (2003) and Ladd (1998) are some examples. A good review of some of those methods can be found in Altman (1981).

In this paper we work in a setting in which the loan officer can observe a random variable $X_i$ for applicant $i = 1, 2, 3, ..., $ that distinguishes applicants from one another. In particular, we think of $X_i$ as being some borrowers’ characteristic,
as for example race, gender, income, household size, occupation, education, etc., that the loan officer can use in order to decide whether to grant a loan or not. In our setting the lender observes $X_i$ for applicant $i$, decides whether to grant the loan or not, and then observes if the loan was paid back in the case that it was granted.

The objective of the current paper is to investigate the consequences of this decision making setting, in which no information can be obtained from the rejected individuals, on the quality of the decisions that the loan officer will be expected to make. In particular, we can ask the question: can we expect that credit worthy individuals (in a sense that will be made precise later) will always receive loans in the long run, and on the other hand, individuals not credit worthy will be rejected in the long run?

In fact, we find that the answer to the previous question depends on the nature of the variable $X_i$. Below we consider two cases, when $X_i$ are qualitative variables, such as race or gender, and when $X_i$ are quantitative variables, as for example income or age. The main result of section II.C states that when $X_i$ are qualitative, the loan officer may make mistakes, even in the long run. Those mistakes are such that it is possible that a certain group of the population of applicants with a given value of $X_i$, although profitable to be lent to, may be rejected from some moment on, and will not be able obtain loans ever again.

The intuition behind that result is as follows: Assume that at a given stage the state of information of the loan officer dictates that an applicant with certain characteristics has to be denied a loan. Then in the next stage an applicant with the same characteristics should also be rejected, since no new information was gained from the rejected individual (i.e., the state of information at the following
stage will be identical, and consequently will lead to the same decision). Now bear in mind that individuals with those characteristics may, as a group, have a high enough probability of returning the loans (in the sense that it would be profitable to be lent to). Therefore if mistaken decisions are made about a certain group of applicants, those mistakes will be made subsequently.

The problem in this case arises because a “bad realization” in the sequence of applicants may occur for that group, making the loan officer believe that their probability of paying back is lower than the truth (e.g., unless the probability of payback for a group is equal to 1, there is a positive probability that the first \( N \) applicants from that group default). Then the loan officer will form beliefs about these applicants, and at a certain point it may become optimal for him to stop lending to that group. From that stage on no new information will ever be collected, and the group will never receive loans again.

In section II.D we consider the case of \( X_i \) being quantitative. In this case there will usually be an order in \( X_i \), as for example with income, so applicants can be ranked by their value of \( X_i \). In general when this is the case, it will be natural to expect that the probability of a loan being paid back, conditional on \( X_i \), will change somehow smoothly with \( X_i \). For example, we would not expect that the probability of pay back is substantially different for an applicant with an income of $25,000 than for an applicant with an income of $24,999. In view of this observation, in section II.D we will assume some smoothness of the probability that a loan is paid conditional on \( X_i \), as \( X_i \) changes. Under this assumption, we will show that the kind of mistakes that the loan officer could make in the case of \( X_i \) being qualitative will not be expected to be made in this case.

The intuition for this result goes as follows: As was pointed out above, in
the case of qualitative $X_i$, some group that has been excluded from getting loans will never be included again. On the other hand, when $X_i$ is quantitative, even when a group has stopped getting loans, the loan officer may, in the future, return to make loans to it. It is true that no new information is being gathered about those applicants, but in this case information being collected about applicants with other values of $X_i$ can be useful to update beliefs about the first group. The following example shows a situation in which this is the case:

**Example II.1** Without loss of generality, assume that the probability of pay back is monotonically increasing in $X_i$. In this case, typically at any stage the decision rule of the loan officer will have the form “grant the loan to applicants with a value of $X_i$ greater or equal than a certain value”. For instance, assume that in reality the minimum income that would be required to grant a loan is $23,000, but because of previous experience at a certain stage the decision rule dictates “grant the loan to applicants with income of $25,000 or more”. This rule will of course prevent the lender to get information about individuals with $24,999 of income. Now, if that rule is used for some time, eventually the loan officer will learn (under certain regularity conditions) that the probability of a loan being paid back for incomes of $25,000 is in excess of the minimum probability required to grant a loan. As the loan officer knows that the conditional probability does not change much with $X_i$, he can then use that information to revise the decision rule, and include some individuals with less than $25,000 of income.

By correcting the decision rule using information gathered for individuals close to the cutoff the loan officer will then be able to include applicants that were incorrectly excluded before, something that was not possible when $X_i$ was qualitative. The main result of section II.D will be that when $X_i$ is quantitative, under
some regularity conditions on the underlying conditional probability function, the loan officer will be expected to make correct decisions in the long run. The sense in that those will be correct decisions is that the cutoff in the variable $X_i$ will be correctly set, and only applicants with a high enough probability of paying the loan back (as to be profitable to be lent to) will be granted loans.

A word has to be said here about the implications of these results. The denial of loans to groups that deserve them can be interpreted as discrimination. The reason is that applicant groups that are credit worthy are being denied loans on the base of belonging to that group. The cause, of course, is that unfortunate previous experience makes the lender do so. So, even when not being moved by any discriminatory motive, a profit maximizing lender may exclude a group of individuals from loans, and since no new information will be gathered about these individuals from then on, the group will be excluded forever. As we pointed out above that can be the case when $X_i$ is qualitative, but not when it is quantitative. Therefore the message of these results is that when lenders are profit maximizers, “discrimination” is much more likely to occur related to a qualitative variable, such as race or gender, than related to a quantitative variable, as for example income or age (quotation marks are used to indicate that this is not discrimination in the strict sense of the word). This suggests that the only cases in which government intervention may be justified is when discrimination is related to variables to the first type. In that case, intervention may take the form of temporarily subsidize loans to a certain group, until enough information can be collected about them to be confident about their probability of returning the loan. After that point, profit maximizing lenders can be expected to make correct decisions, and therefore subsidies can be removed. Bear in mind that here we are not considering the case
in which the government wants to favor some particular group, and instead the only reason for intervention is to solve the problem that can arise due to lack of information about that group.

It should also be mentioned that the general problem of inability to observe the outcome of certain decisions can also be tackled from an econometric point of view. In recent years there has been a growing interest in the economic forecasting literature towards taking into account the intended use of the forecasts (i.e. decision making) at all stages of the forecasting practice. In particular, the observation that traditional forecasting loss functions do not necessarily produce optimal forecasts for a given use is central in this new area of research, as pointed out by Granger and Pesaran (2000a, 2000b), Lieli and Elliott (2004), Pesaran and Skouras (2002) and Pesaran and Timmermann (2004) among others. As some of these papers argue, the correct measure to compare the ex-post performance of different forecasts has to be based on the preferences of the decision maker, and they propose statistics to perform such comparisons or evaluations. What has been overlooked so far in this literature is the fact that when decisions are made, in some cases, those decisions will affect the ability of the forecaster to observe the realizations of some of the variables of interest, and therefore will affect his ability to perform the desired comparisons. This angle of the problem will not be explored in the current paper, but appears as interesting for future research.

The paper will be organized as follows: In section II.B we present the basic framework that will be used to study the problem. In section II.C we consider the case when $X_i$ is a qualitative variable, and we state and prove the results mentioned above. In section II.D we tackle the case of $X_i$ being quantitative, and show how in that case the problems that could arise in section II.C are not present. Finally,
II.E contains the conclusions and directions for further research.

II.B Basic Framework

To make our problem concrete, say that there is a population of individuals, and for each of them the loan officer will make a decision that will affect an ex-post payoff. Each individual is characterized by a pair \((X_i, Y_i)\), where \(X_i\) is a vector of covariates or characteristics of each individual and \(Y_i\) is the outcome from the experiment (i.e. it is a binary random variable that takes the value 1 if the individual will pay the loan and 0 if the loan will be defaulted on). Notice that if the loan is denied, the individual does not have the chance of repaying it or defaulting on it. However, we assume that there exists a random variable \(Y_i\) that will determine whether the loan will be repaid if it is granted. If the loan is not granted for individual \(i\), then the loan officer cannot observe the value of the variable \(Y_i\). We assume that \((X_i, Y_i)\) are \(iid\) for \(i = 1, 2, \ldots\).

Next, we assume that for each individual \((i = 1, 2, \ldots)\) the decision maker has a utility (payoff) function

\[ U(a_i, Y_i) \]

where \(a_i\) is an action to be taken, in our case whether to grant a loan or not. Assume that \(a_i\) is binary variable, taking the value 1 if the loan is granted and 0 if it is not. At this point it is important to make clear that we are assuming here that the different decisions do not affect the outcome, just the ability of the officer to observe it. Formally, we say that \(p(x) = \Pr[Y = 1 \mid X = x]\) does not depend on \(a\) (notice that we have dropped the index \(i\) since we are assuming that \((X_i, Y_i)\) are \(iid\)). In terms of our example, this assumption of \(p(x)\) not depending
Table II.1: The loan officer’s utility function

<table>
<thead>
<tr>
<th></th>
<th>$a = 0$</th>
<th>$a = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y = 0$</td>
<td>0</td>
<td>$z$</td>
</tr>
<tr>
<td>$Y = 1$</td>
<td>0</td>
<td>$w$</td>
</tr>
</tbody>
</table>

on $a$ will be true for instance in the case of small consumption loans, in which case the fact that the individual gets the loan will not affect either his ability nor willingness to repay.

Given the binary character of the variables $a_i$ and $Y_i$, we can assign values to the utilities for each combination of $a_i$ and $Y_i$. Notice, however, that when the loan is denied ($a_i = 0$), utility will be the same whether the applicant would have paid the loan back or not. We can tabulate utility values as in Table II.1, where we normalized the utility of not granting the loan to zero. We assume that $w > 0 > z$.

In our model, applicants arrive sequentially, and the loan officer can observe the results of the last loan before deciding whether to grant the next one or not. We assume that the officer objective is to maximize the discounted sum of the payoffs (utilities) from the loans. The discount factor will be $b$, such that $0 < b < 1$.

In the basic framework, we will assume that all applicants have identical characteristics, i.e. the value of the vector $X_i$ is the same for all applicants. This will be our benchmark case. The analysis of this case is interesting since it can be used as a benchmark against which more general cases can be compared.

The problem of the loan officer at any stage is to decide whether to grant the loan or not to the applicant in turn. Granting the loan amounts to taking a lottery that will pay $w$ with probability $p$ and $z$ with probability $(1 - p)$. Denying
the loan implies getting 0 for sure. The parameter \( p \) is not known to the loan officer. Instead, we assume that he has prior beliefs about it represented by the probability distribution function \( F(p) \).

If the problem had only one stage, the officer will want to grant the loan whenever \( wp + z(1-p) \geq 0 \). In a multi-stage setting, however, there is an additional value to granting a loan, beyond that of the lottery that action implies, and that is the value of the new information gained about the distribution of \( p \). This will be key in our problem, since the loan officer may sometimes give loans whose (utility) expectation is negative, just because the value of information is larger than the expected loss in that stage.

Before we can characterize the officer decision problem, we need to introduce some notation. Define

\[ V_{m,n} : \text{Expected return obtained proceeding optimally, after } m + n \text{ loans have been granted, of which } m \text{ have been repaid and } n \text{ have been defaulted on.} \]

\[ F_{m,n} : \text{Updated beliefs about } p, \text{ starting from initial beliefs } F \text{ and after } m + n \text{ loans have been granted, of which } m \text{ have been repaid and } n \text{ have been defaulted on.} \]

With these definitions, we can write an expression for \( V_{m,n} \) for the cases in which a loan is granted and in which a loan is denied. In case in the current stage a loan is granted, then

\[
V_{m,n} = \int_0^1 p dF_{m,n}(p)[w + bV_{m+1,n}] + \int_0^1 (1-p)dF_{m,n}(p)[z + bV_{m,n+1}] 
\]  

(II.1)

The interpretation of this equation is the following: The mean probability of the loan being paid back, conditional on having beliefs \( F_{m,n} \), is \( \int_0^1 p dF_{m,n}(p) \). In that case, then the officer gets a payoff of \( w \) in this stage, and in the next stage (when behaving optimally) the expected future payoff will be \( V_{m+1,n} \), since at that time
one more loan has been paid back. Similarly the mean probability of a default, conditional on having beliefs \( F_{m,n} \), is \( \int_0^1 (1 - p) dF_{m,n}(p) \). In that case the officer gets a payoff of \( z \) in this stage and in the next stage the expected future payoff will be \( V_{m,n+1} \).

Similarly to equation (1), we can write an expression for the value of denying the loan at the current stage as follows:

\[
V_{m,n} = 0 + bV_{m,n} \tag{II.2}
\]

which implies that \( V_{m,n} = 0 \).

From equations (1) and (2) we conclude that

\[
V_{m,n} = \max\{0, \int_0^1 pdF_{m,n}(p)[w + bV_{m+1,n}] + \int_0^1 (1-p)dF_{m,n}(p)[z + bV_{m,n+1}] \} \tag{II.3}
\]

We can now state and prove the first result of the paper:

**Theorem II.1** If a loan officer that behaves optimally denies a loan at any stage, then he will deny loans at every stage after that.

Next, we present the proof of theorem II.1.

**Proof:** Assume that at a certain stage, after \( m + n \) loans have been granted, where \( m \) have been repaid and \( n \) have been defaulted on, the optimal decision is to deny the current loan, i.e.

\[
\int_0^1 pdF_{m,n}(p)[w + bV_{m+1,n}] + \int_0^1 (1-p)dF_{m,n}(p)[z + bV_{m,n+1}] < 0
\]

but contrary to the theorem, after \( r \) denials optimal behavior allows to grant a loan. Then the expected payoff of this path is

\[
0 + b0 + b^20 + \ldots + b^{r-1}0 + b^r \{ \int_0^1 pdF_{m,n}(p)[w + bV_{m+1,n}] + \int_0^1 (1-p)dF_{m,n}(p)[z + bV_{m,n+1}] \}
\]
But notice that this expression is negative by hypothesis, since
\[ \int_0^1 p dF_{m,n}(p)[w + bV_{m+1,n}] + \int_0^1 (1 - p) dF_{m,n}(p)[z + bV_{m,n+1}] < 0. \]
On the other hand, denying the loan for the \( r^{th} \) period yields an expected payoff of 0. Then the proposed behavior is not optimal and a loan must be denied in all future stages. Q.E.D.

The intuition behind the previous result goes as follows: We mentioned above that if the loan is conceded the extra information will be used to update previous beliefs about \( p \), whereas if the loan is denied, no extra information will be collected. It follows that if a loan is ever denied, it should be denied forever (since the state of information was such that the loan was to be denied and such information did not change). Then in some cases a loan will be denied forever if the information gathered so far is bad enough. Note, however, that nothing ensures that this is the correct decision. In fact, we will see below that loans could be denied forever even when the probability of repay \( p \) is such that it will be profitable to grant loans to all applicants, i.e. when \( p \) is such that \( wp + z(1-p) \geq 0 \).

The previous result has another interesting implication, one that has been discussed in the literature on credit scoring. In the past has been some interest in analyzing if there is discrimination in the loan markets, in particular against some racial group. One can argue that in a profit driven market discrimination will not occur, and profitable loans will be granted. But as the above theorem shows, even a loan officer that is purely driven by profits may in fact discriminate against some group (i.e. loans will be denied to them even when the group as a whole is credit worthy, in the sense of being profitable to be lent to). The key here is that even when those borrowers are credit worthy, bad experience from the past may make the loan officer decide to deny loans at some stage. and when that happens, no
new information will be collected that will make him change his mind in the future.

In section II.C we will extend the basic model to the case in which not all applicants are the same, but instead the loan officer can observe some characteristic of them before making the decision of granting or not the loan.

II.C Different Types of Borrowers: The Qualitative Characteristic Case

In this section we analyze the case in which borrowers are not identical, as assumed above, but rather there is a characteristic, that we call $X_i$ for $i = 1, 2, ...$ that distinguish different borrowers. For example, $X_i$ could be income, race, marital state, number of children, etc. In general loans will be evaluated based on a number of characteristics, and not a single one. Here, however, we will assume that $X_i$ is a single random variable. The reason for this assumption is that we want to investigate the difference that $X_i$ being qualitative as opposed to quantitative makes on the quality of the decisions that the loan officer will make. In fact, we will show below that when $X_i$ is qualitative, the loan officer will be exposed to making the same mistakes that we encountered in section II.B. In this case, the loan officer can use the knowledge about $X_i$ in making decisions, but we will see that this knowledge will only protect him for making mistakes for some groups of borrowers, and not for all of them. On the contrary, when $X_i$ is quantitative, we will show that the officer will be expected to make correct decisions in the long run.

In this section we will study the case in which borrowers are distinguished by a single characteristic $X_i$, which is a discrete random variable. We assume that before deciding whether to grant or not a loan to applicant $i$, the loan officer can
observe $X_i$. We will assume that $X_i$ is binary for all $i$, taking the values 0 and 1. This assumption is only made for simplicity, and the results obtained will be true when $X_i$ can take a finite number of different values.

We think of $X_i$ as being a qualitative random variable, such as race or sex. In real credit scoring, there are some laws that prohibit lenders from using certain characteristics to make decisions on granting loans. Here we allow the loan officer to use this information. Then our treatment can be viewed in either of two ways: a) $X_i$ is one of the variables that the lender can use to separate borrowers, or b) $X_i$ is one of the variables that cannot be used, in which case we would be thinking of what would be the situation if not such laws would be in place.

From these interpretations the second appears to be the most interesting. This is so in view of controversy about the laws that aim to prevent discrimination in the credit markets. The controversy is about whether the market will work well without regulation (in the sense that individuals who are profitable to be lent to will get loans) or on the contrary if the market solution could involve discrimination, as for example racial discrimination. The argument in favor of the free market is that profit driven lenders will not want to discriminate against any group from which they can make a profit. We will see, however, that this may not be the case. The key here is, as pointed out above, that when bad experience is collected about certain group (that may be “good” borrowers as a group), the lender may, behaving optimally, stop lending to it. And in certain cases this could imply never getting new information about those individuals. We will show below that even in the case in which there are other groups getting loans, the information about these groups may not be enough for the officer to correct his mistakes, the “discriminated” group may not receive loans again.
Although this situation may look as discrimination, it should be pointed out that it arises from pure profit driven behavior. While it is true that “credit worthy” groups of individuals may be rejected, that result does not arise from any group preference (as for example racial preference) from the lender, but from its desire to maximize profits. In this sense this situation does not fit into the definition of discrimination. And in fact it could explain why groups of good borrowers may be excluded from loans in a perfectly profit driven market.

As indicated above, we assume that there is a random variable $X_i$ for each applicant $i = 1, 2, ...$, that can take the values 0 or 1. Then from the perspective of the loan officer, each applicant is viewed as a pair $(X_i, Y_i)$, where $X_i$ is some borrower characteristic and $Y_i$ is a random variable that will be 0 if the applicant will default on the loan (in case of it being granted) and will be equal to 1 if the loan will be paid back. It is important to note that $X_i$ does not enter the lender’s utility function, and the only value of observing it for the officer is to help him learn something about the probability of $Y_i = 1$ for the particular applicant. Throughout the paper we will assume that $(X_i, Y_i)$ are iid for $i = 1, 2, ...$.

We use the following notation: 

$p_0 = \Pr[Y = 1 \mid X = 0]$ and $p_1 = \Pr[Y = 1 \mid X = 1]$. The loan officer’s beliefs about $(p_0, p_1)$ are represented by the joint distribution function $F(p_0, p_1)$. Next we introduce the following assumptions

(A.3.1) The loan officer’s beliefs about $(p_0, p_1)$ are such that $p_0$ and $p_1$ are regarded as independent, so we write $F(p_0, p_1) = F_1(p_0)F_2(p_1)$, where $F_0$ and $F_1$ are the marginal distributions (beliefs) of $p_0$ and $p_1$ respectively.

(A.3.2) Initial beliefs about how $X$ affects the probability of $Y = 1$ (subscripts have been dropped since $(X_i, Y_i)$ are iid) are such that

$$\int_0^1 p_1 dF_1(p_1) > \int_0^1 p_2 dF_2(p_2)$$  \hspace{1cm} (II.4)
In words, this assumption amounts to say that the loan officer regards customers with $X = 1$ as more reliable than customers with $X = 0$. This belief may come from some previous experience or prejudice, although we don’t need to make this precise here.

Assumption (A.3.2) implies the following initial behavior rule:

“If at the initial period a loan is to be granted to an applicant with $X_i = 0$, then a loan will also be granted to an applicant with $X_i = 1$.” Furthermore, we will assume

(A.3.3) The previous decision rule will be maintained forever.

Therefore, at any stage, if the state of information is such that an applicant with $X_i = 0$ is to be granted a loan, we constrain the loan officer to grant loans to individuals with $X_i = 1$. What this constraint does is to act as a protection for individuals with $X_i = 1$. The reason is that no matter how bad the realization they may get, they will keep receiving loans as long as $X_i = 0$ individuals do. The only way they will stop getting loans is that first $X_i = 0$ individuals are denied, and subsequently there is bad experience for $X_i = 1$ borrowers.

Now our goal is to show that even in this case, in which we are imposing an artificial constraint that will protect $X_i = 1$ applicants, there is a positive probability that those individuals will be denied loans in the long run, even when they are profitable to be lent to. The intuition for this result resembles that of the last section. Since if treated separately $X_i = 0$ individuals will be denied forever with some positive probability, and so do $X_i = 1$ individuals, then there will be a positive probability that both of these events happen. Also, note that given the fact that we are imposing an artificial constraint, and that constraint is acting as a protection to the $X_i = 1$ group, this case will represent a lower bound for
the general case, in the sense that if we remove the constraint, the probability of the group $X_i = 1$ to be discriminated against will be higher. Therefore showing that this probability is positive for the constrained case suffices to prove that it is positive for the unconstrained case.

The result in this section is contained in the following theorem:

**Theorem II.2** Assume that there are two groups of borrowers, indexed by $X = 0$ and $X = 1$, and that (A.3.1), (A.3.2) and (A.3.3) are true. Then there is a positive probability that the group $X = 1$ will be denied loans forever after a certain point.

**Proof:** As we are assuming that there is no correlation between the probabilities $p_1$ and $p_2$, then each group can be considered separately. In view of this result, the situation reduces to two different cases the case in Theorem II.1. Q.E.D.

What this theorem asserts is that even in the case in which the loan officer can observe applicants characteristics before making decisions, when those characteristics are qualitative this will not be enough to prevent the officer from making mistakes with some positive probability, or in other words, this will not be enough to ensure that the loan officer will make correct decisions in the long run with probability 1. The reason is that when characteristics are qualitative, even when the decision maker may have some information about the ranking of characteristics in terms of the probability of pay back, there is no way of quantifying how big is the difference in that probability. As a consequence, the decision maker has to consider both groups separately. Therefore, the main result of the previous section, that once loans are denied to a group then they will be denied forever, still holds in this case.

We will see in the next section that this will not be the case in the situation in which the borrower’s characteristic is a quantitative random variable. The key
difference is that in that case, the loan officer, however he decides to set his cutoff in terms of $X_i$, will be able to get information about the behavior of individuals that are “very close” to the cutoff (in the sense of having a value of $X_i$ close to the cutoff value). That information will allow the officer to revise his beliefs down if necessary, and can possibly make him to start granting loans again to individuals with some value of $X_i$ that were not getting loans at some point. In the next section we will explore the case in which $X_i$ are quantitative random variables, and we will see that in that case the loan officer will not be expected to make mistakes in the long run. In fact, it will be shown that when $X_i$ are quantitative, under some monotonicity assumption about $p(x) = \Pr[Y = 1 \mid X = x]$, the loan officer will (in the long run) set the right cutoff (in the $X$ dimension) with probability 1.

II.D The quantitative Characteristic Case

In this section we study the case in which borrowers are distinguished by a single characteristic, a random variable $X$, but as opposed to the last section, that random variable is continuous, as for example household income. We are interested in studying this case since we expect to obtain fundamentally different results than in the previous section. In particular, it will be shown below that when borrowers characteristics are quantitative we will not expect the loan officer to make the same mistakes as in the qualitative characteristics case in the long run.

The intuition goes as follows: In the qualitative case, there is no obvious way of using information about a group of borrowers to make decisions concerning another group. This is so because characteristics are in general qualitative, and in general do not suggest any way in which the probability of pay back should be
related to them. Therefore, when a group of applicants is denied a loan, no new information is collected about them, and as a consequence they are to be denied loans forever.

On the other hand, when the characteristic is a continuous variable, the decision making procedure will typically involve setting a “cutoff” value for the variable $X$ such that applicants with values $X_i$ greater than the cutoff will get the loans and applicants with $X_i$ below the cutoff will be denied. Again no new information is being collected for applicants below the cutoff. However, information about individuals that are granted loans but are “close” to the cutoff, in the sense of having a close value of $X_i$ to the cutoff value, can be used to update the information set of individuals on the other side of the cutoff that are also close to it. Therefore, applicants of a certain value $X_i$ can be considered for loans even after they have been denied in the past. In the long run, it will be shown that this feature will lead to the conclusion that the cutoff is set a the right value, in the sense that only applicants that are profitable to be lent to get the loans or that the applicants that are denied are so because they are not good credit risks.

Again, applicants arrive sequentially, and are indexed by $i = 1, 2, 3, ...$. As before, the loan officer can observe the variable $X_i$ before deciding whether to grant the loan or not to applicant $i$. In this section $X_i \in \mathbb{R}$ for $i = 1, 2, 3, ...$. We denote by $F(x)$ the (marginal) distribution function of the variable $X_i$, $i = 1, 2, 3, ...$. Remember that $(X_i, Y_i)$ are iid for $i = 1, 2, 3, ...$.

The lender has initial beliefs $q_0(x)$ about the conditional probability $p(x) = \Pr[Y = 1 \mid X = x]$, for $x \in [a, b]$. Although $p(x)$ is unknown, we will assume that it is monotonically increasing in $x$ for all $x \in [a, b]$. We will assume that $p(x)$ is a smooth function of $x$. In particular, we will assume that it is differ-
entiable for all $x$ in the interior of the support of $X$:

(A.4.1) The support of $X$ is the interval $[a, b] \subset \mathbb{R}$.

(A.4.2) $p'(x)$ exists for all $x \in (a, b)$.

(A.4.3) $p'(x) > 0$ for all $x \in (a, b)$.

We can now analyze the behavior of the loan officer. Because of our monotonicity assumption, we know (and so does the loan officer) that $p(b) > p(a)$. Therefore it must be the case that $q_0(b) > q_0(a)$. Assume that the lowest probability of payback required for a loan to be granted is $k$. To make the case interesting, we will assume:

(A.4.4) $q_0(b) > k$

i.e. according to the officer’s initial beliefs, there are some values of $X$ for which applicants are good credit risks. This assumption rules out the uninteresting case in which initial beliefs dictate that no applicant, regardless of it’s $X$ value, is credit worthy. In that case, no loan will be ever granted. We assume further that:

(A.4.5) $p(b) > k > p(a)$

or in other words, according to the true conditional probability, there are some applicants that are creditworthy and some that are not. Then there is a value $c \in [a, b]$ such that $p(c) = k$. The value $c$ is the value at which the cutoff would be set if the true conditional probability function $p(.)$ would be known.

In addition to the assumptions on the true conditional probability $p(x)$ stated above, we add the following Lipswich condition:

(A.4.6) There exist $0 < g$, such that $0 < p'(x) \leq g$ for all $x \in [a, b]$.

This condition ensures that the probability of pay back does not change much with $X$. Remember that we are assuming that $p(x)$ is monotonically increasing in $x$, as it would be expected for example if the random variable $X$ rep-
resents income. In light of this assumption, this is an appealing condition, since we wouldn’t expect the conditional probability of payback to take big jumps as we change the borrower’s characteristic $X$ by a small amount. For example, we wouldn’t expect that applicants with $25,000 of income have a substantially higher probability of pay back than those with $24,999 of income.

The following condition will also be useful in the proof of the main result:

(A.4.7) $\exists \varepsilon > 0$ such that loans will be granted to all applicants with $X_i \in [b - \varepsilon, b]$ for all $i = 1, 2, 3, \ldots$.

This condition will ensure that there is a small interval in the support of the characteristic for which applicants with those values of $X$ will always receive loans. This assumption is not very restrictive either. Remember that we were considering the case in which $p(b) > k$. In that situation, due to the continuity of $p(x)$, we know that there exist $\varepsilon > 0$ such that $p(x - \varepsilon) > k$. Furthermore, in view of the condition that $p'(x) \geq h > 0$, an $\varepsilon$ with that property can be easily computed. Therefore the condition amounts to say that loans will be always granted to a group of applicants that are credit worthy.

We will denote by $q_i(x)$ the updated beliefs of the loan officer about the probability $p(x)$, after applicant $i$ has been evaluated, and (if the loan was granted) his behavior has been observed. In view of assumption (A.4.3), for each $i = 1, 2, \ldots$ the function $q_i(\cdot)$ defines a cutoff value, such that loans will be granted for all $x$ such that $q_i(x) \geq k$. We call that cutoff value $t_i$, i.e. $q_i(t_i) = k$. In other words, $t_i$ is the cutoff in the income dimension set by the lender before applicant $i + 1$ is evaluated. Then the decision rule for the lender will be

“grant a loan to applicant $i + 1$ if his income is larger than $t_i$, and deny him the loan otherwise”.
To this point nothing has been said about the updating rule that the loan officer uses to correct his beliefs in view of new information. The typical assumption in the literature is that beliefs are updated using Bayes rule. Here we refrain from assuming a particular updating rule, since different rules may be preferred by different lenders. Instead, we prefer to impose some minimal condition that any sensible updating rule should have. In particular, what the next condition states is that the updating rule used by the loan officer will be such that his beliefs about the conditional probability of payback for a given interval in the support of $X$ will converge (in the sense of convergence almost surely) to the true conditional probability for that interval when the number of observations in the interval grows to infinity. We introduce the following condition on the updating rule used by the loan officer:

$$q_i(x) \rightarrow \text{a.s. } p(x) \text{ as } i \rightarrow \infty$$

for all $x$ such that $t_i < x$ infinitely often.

The intuitive argument behind this condition is of course the strong law of large numbers. We know that the variables $X_i$ are iid for $i = 1, 2, 3, \ldots$. Then when we say a “sensible updating rule”, the meaning of that is that a law of large numbers applies for all values of $x$ for which enough information is collected, in the sense that the cutoff falls to the left of $x$ for infinitely many values of $i$. When this is the case, that particular $x$ will be in the interval that will get loans for infinitely many periods.

Our objective here is to show that in this case the loan officer will not make the kind of mistakes that he could make in the qualitative characteristics case. The reason is that since he can get a very good estimate of the conditional probability $p(x)$ in the interval $[b-\varepsilon, b]$, he can then use that knowledge and extend
it to other values in the support of $X$. The key for doing that is the knowledge about the true conditional probability that the officer has, namely that contained in condition 3. We will prove that when the lender has that knowledge, then in the long run he will make correct decisions, in the sense that applicants will be granted loans if and only if $p(x) \geq k$.

The next theorem contains the main result of the section:

**Theorem II.3** Assume (A.4.1)-(A.4.8). Let $t_i \in [a, b]$ such that $q_i(t_i) = k$. Then $t_i \to c$ as $i \to \infty$.

What the theorem claims is that in the long run the loan officer will use the right cutoff, in the sense that it will grant loans to credit worthy applicants and it will deny loans to bad credit risks.

**Proof:** We will show that $\limsup t_i = \liminf t_i = c$. We first show that $\limsup t_i = c$. Assume this is not the case. Then either $\limsup t_i > c$ or $\limsup t_i < c$. We want to show that in either of these cases the loan officer would be making suboptimal decisions.

Suppose that $\limsup t_i = t < c$. We know that, by monotonicity of $p(x)$, $p(t) < p(c)$. Now pick $\delta > 0$ such that $t + \delta < c$. Since $\limsup t_i < t + \delta$, almost all elements of the sequence $\{t_i\}$ fall in the interval $[a, t + \delta]$. Then there is $N$ such that $t_i \leq t + \delta$ for all $i > N$. But that means that loans will be granted to applicants in the interval $(t + \delta, c)$ for all $i > N$, and therefore $q_i(x) \to a.s. p(x)$ for $x \in (t + \delta, c)$. Now, as for all such $x$ it is the case that $p(x) < p(c) = k$, this will imply that the loan officer is granting loans in the long run to applicants that he learned not to be credit worthy, in the sense of having a lower probability of returning the loan than the minimum probability required to grant a loan. Therefore the officer must be behaving suboptimally.
On the other hand, suppose that \( \lim \sup t_i = t > c \). Again, by monotonicity of \( p(x), p(t) > p(c) \). For any \( \delta > 0 \) such that \( t - \delta > c \), \( t_i < t + \delta \) for almost all \( i \). Also we know that \( t_i > t - \delta \) infinitely often. Then by condition 5 above, since this is true for any \( \delta \), \( q_i(x) \rightarrow \text{a.s.} \) \( p(x) \) for \( x \in (t, b] \), and by continuity of \( p(x), q_i(x) \rightarrow \text{a.s.} \) \( p(x) \) for \( x \in [t, b] \). Now by condition 3, we can pick \( \delta \) such that \( p(t - \delta) > p(c) \). But then the fact that \( t_i > t - \delta \) infinitely often implies that the loan officer will set the cutoff infinitely often above a point for which he will know that the probability of pay back is larger than the minimum required. Therefore he is making suboptimal decisions. Then we have shown that \( \lim \sup t_i = c \).

A symmetric argument shows that \( \lim \inf t_i = c \). Then since \( \lim \sup t_i = \lim \inf t_i = c \) we conclude that \( \lim t_i = c \) and the proof is complete. Q.E.D.

The result contained in theorem II.3 is quite surprising. Its interpretation is the following: When the borrowers’ characteristic that the loan officer uses is quantitative, then he may make mistakes in the short run, but in the long run all credit worthy individuals (and only those) receive loans. The key behind the result is the ordering inherent to the variable \( X \), that can be translated to the conditional probability of payback. Then the loan officer is able to learn from individuals that are not getting loans, since they are related by \( X \) to some individuals that are being approved. That ability to learn from those who are rejected is the main difference with the qualitative case, and is the main reason behind the sharp difference in the results for both cases.

II.E Conclusion

The paper considered a decision problem in which a loan officer makes sequential decisions on whether to grant loans or not to individuals who apply
for them, based on the observation of some borrowers’ characteristics that can be useful to distinguish among different borrowers in terms of their probability of paying the loan back.

It was shown that the kind of information contained in the observable characteristic $X_i$ has an important effect on the quality of decisions that the loan officer will be expected to make in the long run. In particular, we distinguish between two cases, when $X_i$ is a qualitative variable and when $X_i$ is a quantitative variable. In the first case, the nature of $X_i$ does not allow the loan officer from using information from one group of applicants to update his beliefs about another. Given that, if it is the case that a certain point in time the loan officer decides to deny loans to a certain group, that group will be denied loans from that moment on. The reason is because they are denied loans, no new information is being collected about those applicant. Therefore, if the state of information was such that they had to be denied loans at a certain point, it will stay that way from there on, and those individuals will no longer receive loans.

The important point in this case is that this situation of a group being excluded from the market from some moment on may happen even when those individuals are “credit worthy”, in the sense of having a high enough probability of paying the loan back as to be profitable to be lent to. The reason why such situation can arise is because the initial realization of the payback sequence for those individuals may be so discouraging that the loan officer may decide to stop “buying” information about those individuals, and therefore will never learn that they are in fact credit worthy.

On the other hand, it was shown that when $X_i$ is a quantitative variable, those problems are not expected to occur. When this is the case, typically we can
expect some “smoothness” in the function \( p(x) \), the conditional probability of a loan being paid back when \( X_i = x \). By smoothness we mean that we don’t expect \( p(x) \) to change much due to a small change in \( x \). When this is the case, it was shown that in the long run the loan officer will be expected to make correct decisions, in the sense that it will grant loans to individuals for whom \( p(x) > k \), where \( k \) is the minimum probability of payback that will make granting a loan profitable.

The reason why the problems encountered in the qualitative characteristic case are not present here is because in this case the loan officer, even when not gathering information for a certain group of individuals, will be gathering information for other individuals that can be related to them by proximity in the \( x \) dimension. Therefore the lender will be able to correct mistakes made in the past, and possibly include again among those who receive loans some individuals that were rejected in the past.

The results in the paper have strong policy implications. In fact, the message is that if we assume that lenders are profit maximizers, then we would not expect discrimination to occur related to quantitative variables. Therefore, the argument that low income people are being discriminated would not be supported by our results. On the other hand, discrimination could occur related to a qualitative variable, such as race or gender. In that case, intervention may be justified in the form of subsidies to loans for a certain group. Nevertheless, our findings would support such subsidies only for a period of time, until enough information can be obtained about the payback probability for the group in question. Beyond that, profit maximizing lenders behaving optimally should be able to make correct decisions and no discrimination is expected to happen.

It was also mentioned that the problem dealt with in this paper is one
application of a general type of problems, where the decision maker cannot observe the realization of certain variable of interest for certain decisions. Another important application is university admissions, since rejected applicants cannot be evaluated and therefore their performance cannot be observed.

In section II.C we assumed that there is no a priori correlation between the probabilities of payback of the groups of applicants. An extension to this work would be to relax that assumption. In that case, our intuition tell us that we could expect that the loan officer will be less exposed to make mistakes in the long run. However, it appears that those results will depend on the knowledge that the loan officer has about the correlation between the probabilities for different groups. This constitutes an interesting line for future research.

It was mentioned above that this problem can be approached for an econometric point of view as well. In particular, there has been interest in recent years in developing forecasting methods that take into account the preferences of the users of the forecasts. Also, there has been interest in developing methods to evaluate and compare forecasts from the point of view of the forecast user, taking as a measure of forecast efficacy the quality of decisions it leads to. What has been overlooked so far in this literature is the fact that when decisions are made, in some cases, those decisions will affect the ability of the forecaster to observe the realizations of some of the variables of interest, and therefore will affect his ability to perform the desired evaluations or comparisons. This angle of the problem appears as interesting for future research.
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Chapter III

Existence of Competitive Equilibrium with Network Externalities

Abstract

A Network Externality arises when the satisfaction that a consumer gets from the consumption of a given good depends (usually positively) on the number of consumers that consume the same good. A common feature of markets where NE are present is the phenomenon called “tipping”, which is the tendency of one of the competing goods or protocols to win a substantial share of the market. We argue that for tipping to occur there must be some underlying indivisibility in the consumption space. In addition to the problems posed by externalities for existence of equilibrium, indivisibilities create discontinuous demand behavior.

I am deeply indebted to Ross Starr for encouragement and direction throughout my dissertation, as well as invaluable advice with this essay, and to Joel Sobel for useful comments on an earlier draft of this paper. Financial support from the Cal-(IT)$^2$ Institute is gratefully acknowledged. Responsibility for the remaining errors is entirely mine.
merely nonconvexity). In the paper we provide sufficient conditions for existence of competitive equilibrium with NE and indivisibilities. The key conditions are a large number of consumers and dispersion in their income distribution.
III.A Introduction

A Network Externality (NE in what follows) arises when the satisfaction that a consumer obtains from the consumption of a given good depends (usually positively) on the number of consumers that consume the same good\(^2\). Usual examples are the telephone and e-mail services. The fact that a new individual uses the service enhances the usefulness of the service for existing users (the service allows to interact an additional person).

A common feature of markets where NE are present is the phenomenon called “tipping”, which is the tendency of one of the competing goods or protocols to win a substantial share of the market. We argue that for tipping to occur there must be some underlying indivisibility in the consumption space, that encourages consumers to coordinate on a given network good. In addition to the problems posed by externalities for existence of equilibrium, indivisibilities create discontinuous demand behavior (not merely nonconvexity). Intuitively, indivisibilities imply “holes” in the opportunity set, that can cause the demand correspondence to fail to be upper-hemicontinuous. Therefore the problem is more complicated that the one in Aumann (1966), that deals only with individual demand not being convex. The interaction of externalities and indivisibilities pose an interesting problem for existence of equilibrium. The goal of the present research is to address that problem.

In the paper we provide sufficient conditions for existence of competitive equilibrium with NE and indivisibilities combined. The key conditions are a large number of consumers and dispersion in their income distribution. In fact, we show\(^2\)

---

\(^2\)The word number is used here in a broad sense here. A consumer may care differently about the addition of two different individuals to the network. However, the assumption that only the number of consumers matter simplifies the analysis greatly and therefore it is adopted often in the literature.
that in an economy suitably defined, with uncountably many consumers, there exists a competitive equilibrium if the income distribution is dispersed, a condition similar to the one used in Yamazaki (1978). Dispersion in the distribution of income (in a sense that will be made precise below) ensures that the set of consumers “jumping” in their demand behavior is negligible for any small change in prices, and therefore aggregate demand is indeed continuous.

NE distinguish from the usual concept of consumption or production externality in the following sense: In a regular consumption externality the satisfaction that an individual (say consumer A) obtains from a given consumption bundle depends (positively or negatively) on the level of consumption of certain good (say good $x_i$) by another individual (say consumer B). An example would be B polluting the environment (the air A breaths) with his car. Now, the fact that B consumes more of the good in question (car rides) may or may not affect A’s relative valuations with regard to the goods in his consumption set. In the case of a NE, however, the level of consumption of a given good by B does change A’s relative valuation of this particular good with respect to other goods in his consumption set.

Also, for consumer A to be benefited (or hurt, if it is a negative NE) from B’s consumption he has to consume the good in question. Then if A is not buying the good we wouldn’t expect a change in his welfare coming from the addition of B to the set of buyers of the good. We can express these concepts formally in the following way: A positive consumption externality arises when $\partial u^A(x^A)/\partial x^B_i > 0$, whereas a positive network externality also requires that $\partial u^A(x^A)/\partial x^B_i = 0$.

---

3The distinction exposed here is for consumption externalities. Note however that NE are also possible in production, as for example when the use of a given production process by one firm makes this process more efficient for other firms that use it. The distinction with a regular production externality is analogous to that presented here.
if $x^A_i = 0$, where the superscripts denote to which consumer the consumptions belongs, $x^A$ is A’s consumption vector, $x_i$ and $x_j$ are some of the components of this consumption vector and the externality is in $x_i$. Note also that as pointed out above $\partial MRS^A_{x_i,x_j}(x^A)/\partial x^B_i$ can have either sign in a general externality, but we should have $\partial MRS^A_{x_i,x_j}(x^A)/\partial x^B_i > 0$ in the case of a positive NE. Then we see that a network externality specifies how $B$’s consumption will affect $A$ in a very particular way.

Most of the existing literature on NE belongs to the field of Industrial Organization, and some of it to Public Finance. A common feature of this literature is that in general it addresses the problem from a partial equilibrium point of view. Examples of this work are Dybvig and Spatt (1983), Farrell and Saloner (1985, 1986 a, 1986 b and 1988), Katz and Shapiro (1985, 1986 and 1994) and Rohlfs (1974). Discussions about NE are found in Besen and Farrell (1994) and Liebowitz and Margolis (1994).

Quite surprisingly, there has been almost no theoretical work on NE in a General Equilibrium framework. An exception is the work by Starr (1999), who presents a general equilibrium model of NE in which network goods are produced by firms using a technology characterized by set-up costs. He then shows that an Average Cost Pricing Equilibrium exist in this economy.

In this paper the problem is treated from a different perspective. Whereas in Starr’s framework NE are due to cost sharing by consumers by joining the same network, here we concentrate in the case in which there is a direct effect from an individual’s consumption of the network goods on people in the same network, the word direct meaning that this effect does not come through a reduction in price from cost sharing in an Average Cost Pricing setting, but rather that the
consumption of network goods by an individual enters other individuals’ utility functions. Then we investigate existence of competitive equilibrium when these direct effects are present.

III.A.1  Network externalities and tipping

A common feature of markets with NE is the phenomenon called “tipping”. This is the tendency for one of the competing goods or protocols to pull away from its competitors and win a substantial share of the market. We argue here that the occurrence of tipping is due not only to NE, which make advantageous for consumers to buy popular products if they want to interact with other consumers, but also to some indivisibility intrinsic to the good in question. In fact, if no indivisibility were present, there would be no need for a consumer to choose only one of the competing goods or protocols, since it would be possible for him to buy a mix of many of them in the desired quantities. And that would be better for him if variety is something he likes. But it is impossible for a consumer to buy 10 hours of usage of an operating system per month. Also to use many operating systems does not seem practical since it would be annoying to switch among them, and it would imply to duplicate set up costs, as for example the costs of learning how to use them.

The claim here is that the existence of the indivisibility is essential for tipping to occur. In fact we don’t observe tipping in goods subject to NE such as restaurants meals, since individuals can go to many different restaurants in a given month. Typically we observe tipping in goods such as operating systems for computers, consumer electronics standards, languages, etc., goods that have indivisibilities and non-negligible set up costs.
Another reason for investigating the situation of NE with indivisibilities is that this case has been the most popular in the previous work. In fact most of the papers referenced above refer to the case where a set of consumers face the decision of buying one among several indivisible goods exhibiting the NE property. The most usual situation is that in which the goods are substitutes, and different network goods are incompatible with each other. Then under this setting consumers will try to buy popular goods, giving rise to tipping.

A second situation that has been analyzed before is that of a market where a given standard is being used, and a new technology appears. The decision of users of these technologies is then whether to switch to the new technology or stick with the old. If the new technology is superior to the old, then it might be efficient that all consumers switch. But if NE are important, it might be difficult to induce the first consumer to switch. In fact one possible outcome is that the market gets stuck with an inferior standard just because it is widely used. Again in most of this literature it has been implicitly assumed that the competing technologies are indivisible, in the sense that it is not possible for an agent to use a mix of them or to use some features of one and some of another. This implicit assumption is relevant in many situations, since in many cases the use of a given technology implies large setup costs and it is impractical to switch back and forth between two protocols. We claim that also in this case the results are influenced by the implicit indivisibility assumption, since if technologies could be used in arbitrary quantities (if it would be possible, without large costs, to mix the use of different technologies), then we expect agents to slowly start incorporating superior technologies to take advantage of their good features, keeping the previous to reap the benefits of NE. And that this process will lead to the new superior technology.
to eventually replace the old.

These observations suggest that the case of NE with indivisibilities has indeed been the most studied in the literature. As it was pointed above, not much work has been done in General Equilibrium, though.

In the rest of the paper we model NE and indivisibilities in a General Equilibrium framework, and investigate their consequences on existence of competitive equilibrium. In doing so it will be important to keep in mind the distinction made above, since it suggests that we should model the network effects and the indivisibilities.

The problem of indivisibilities has been addressed previously in the literature. Yamazaki (1978) shows that in large economies a competitive equilibrium exists even when the individual consumption sets are allowed to be non-convex, as it is the case with indivisibilities in consumption. The usual problem in this setting is that individual demand behavior may be discontinuous, since at certain prices a small change in the price vector may cause a large “jump” in the consumption bundle of an agent. The key condition used in Yamazaki (1978) to solve this problem is an assumption on “dispersion of income”. That condition says basically that for any price vector, there is no income level such that a large portion of the population has exactly that income. In Yamazaki’s work that assumption allows for the “smoothing” effect of large numbers, that ensure that aggregate behavior is continuous even when individual behavior is not. The intuition goes as follows: In large economies, each consumer is small compared to the size of the population (in a sense that will be made clear below). Then, even when small changes in prices may bring large changes in consumption for a set of agents, under suitable conditions that set of agents will be “small” compared with the size
of the population, and therefore that “jump” in individual consumption will be small compared with aggregate consumption. The results in Yamazaki (1978) tell us that in large economies even though individual consumption may be discontinuous when goods are indivisible, aggregate consumption is indeed continuous and therefore a competitive equilibrium exists.

It is worth to mention that our problem in this paper, as well as Yamazaki’s, are different from that in Aumann (1966). In Aumann’s treatment preferences are allowed to be non-convex, but the consumer’s opportunity set is assumed to be $\mathbb{R}_+$ (which is of course convex). In that setting individual demand is not necessarily convex valued, but it is upper-hemicontinuous, though. What Aumann (1966) shows is that in markets with a continuum of consumers even though the individual demand correspondence may not be convex valued, the aggregate demand correspondence will be. In our setting the consumption set is not convex, since we allow for indivisibilities in consumption. The consequence is that the individual demand correspondence may not be upper-hemicontinuous, and that problem will persist even in markets with uncountably many consumers. Therefore we will need to impose an assumption analogous to Yamazaki’s dispersion of income to ensure continuous demand behavior in the aggregate.

It is not obvious, though, that results similar to those in Yamazaki (1978) will be true in our case. As it was mentioned above, the results in Yamazaki (1978) rely upon the fact that individual behavior is negligible in comparison to aggregate behavior, and that the set of consumers “jumping” to a very different consumption bundle is small for any price vector and a small change in prices. In the case of economies with NE it is not clear that this will be the case. In the presence of NE, when making decisions consumers are not only looking at prices but also at
what other consumers do. As mentioned above the occurrence of tipping is a well documented fact in these markets. Now the idea of tipping is opposed to the concept of small numbers, since tipping implies a substantial portion of the population buying the same network good (where the word “substantial” means that it is non-negligible with respect of the size of the population). It is possible then that under these conditions we observe jumps for large groups of consumers, and that could pose a problem for existence of competitive equilibrium.

Since it is not clear that in markets with NE a result analogous to Yamazaki’s will obtain, the goal of the present research is to inquire about existence of a competitive equilibrium in an economy with NE and indivisibilities. In the remaining sections it will be shown that in such an economy a competitive equilibrium exists, in spite of the tipping behavior that can be expected under such circumstances.

The problem of externalities has been studied in the General Equilibrium literature. Arrow and Hahn (1971) show that in general a competitive equilibrium exists when externalities are present. In their analysis the utility functions and production sets are affected by the allocation of the economy (i.e. by all consumption vectors and production vectors of all agents). In equilibrium, each household maximizes its utility subject to what all other households and firms do, and each firm maximizes its profits subject to what all other firms and households do. The equilibrium allocation is therefore consistent in the sense that at that allocation everybody is maximizing conditional on everybody else’s actions.

Another interesting question that arises is the efficiency properties of a competitive equilibrium with NE. This question is not answered in the current article, and remains an interesting topic for further research. However, our intu-
ition tells us that equilibrium in this case will not in general be Pareto efficient. We can think about this by an example. It has been documented that competition between network goods not always ends with the market adopting the best protocol as a standard (see for example David (1985)). There are many reasons why an inferior protocol may become the standard, and one of them is that protocols may be owned or sponsored by firms that will make an effort for imposing them in the market. Usual examples in the Industrial Organization literature are the competition in the home video market between VHS and Betamax and the competition between the Dvorak and QWERTY keyboards. When the market for a given good is dominated by an inferior protocol equilibrium is clearly not Pareto efficient, since it would be advantageous for everyone in the network to switch to the superior protocol (assuming of course that everybody in the network regards that protocol as superior). But each individual has no incentive to switch unilaterally since that way he would loose the interaction benefits.

Another reason for equilibrium with NE not to be PE is the usual that in the presence of positive (negative) externalities individuals will consume less (more) of the externality than the optimal quantity, since when making decisions they don't take into account the effects of their consumption on other individuals. This of course is also true in the case of NE, in which consumers do not consider the effect that their consumption has in the value of the network for other consumers. These arguments suggest that if we can show that an equilibrium exists with NE, we can't expect it to be Pareto efficient.

Before going to the model we discuss briefly the links between the theory of NE and the theory of clubs. Work has been done in existence of equilibrium in club economies (see the references below), and the current research can also be
interpreted as a complement to that work.

III.A.2 Links with the theory of clubs

The description of NE above suggests a very close relation with what has been called “Clubs” in the literature. The theory of clubs, starting with Buchanan’s (1965) seminal article, addresses the question of the efficient provision of certain “imperfect” public goods. The word imperfect comes from the fact that in general exclusion is possible for these goods, and also from the fact that consumption is partially rival. This is so because the consumption of the public good by one more individual affects the level of satisfaction that other individuals get from the good. This in general is due to congestion, and the literature on clubs ask about the optimal quantity of the public good and the optimal membership of the club sharing a public good of that size. Other references for this literature are Berglas (1976) and Ng (1973 and 1974). A comprehensive survey is presented in Sandler and Tschirhart (1980).

In our case we can think of a NE as a case of “negative congestion”, i.e. one in which existing consumers benefit from the addition of new consumers to the club. The analogy is not complete though, since we can say that a new member of the network will enlarge the size of the public good, i.e. that the quantity of the public good is not being held fixed. However, the club literature can give great insight as to how to think about NE.

There is also a distinctive feature of clubs that will prove to be very useful in analyzing NE, which is the indivisibility of club membership. As pointed out by most of the clubs literature, club membership is indivisible, in the sense that the individual either belongs to a club or not. As we argued above, this indivisibility
is a distinctive feature of most of the goods in which NE are present and it seems to be the key feature of these markets for exhibiting “tipping”.

In recent years, there has been some interest in exploring existence of equilibrium in club economies. Some of the papers on this topic are Cole and Prescott (1997), Ellickson, Grodal, Scotchmer and Zame (1999) and Scotchmer (1997). A common feature of these papers is that they consider clubs as predetermined consumption units that are small compared with the population (i.e. all possible club types are a characteristic of the economy, what is endogenous is how many of the given clubs of each type will form in equilibrium). This smallness helps them to solve the “integer problem”, which arises when the population is not an integer multiple of club size. Using this they show that in a properly defined economy with clubs a competitive equilibrium exists.

In the case of NE, the assumption of small clubs is not very appealing. This is so because typically in the case of NE, in view of the observations in the literature about tipping, we would expect that a significant portion of the population joins a given “club”. Then the existence theorems for club economies with small clubs do not seem applicable to NE. Instead, it would make more sense to look for an existence theorem in which the size of the clubs can be large compared with the population.

Another desirable feature we can ask to our model is that the sizes of the clubs are not predetermined, but rather that in equilibrium any size can obtain for a given club or network. For these reasons we can interpret the current paper as an extension to the results on club economies to the case in which club sizes are endogenous and in equilibrium can be of the same order of magnitude than the size of the population.
In the rest of the paper we will explore the possibility of existence of a competitive equilibrium under NE. In section III.B we present the model and the main result of the paper, namely the existence theorem. In section III.C a preliminary lemma is stated, which will be helpful in the proof of the existence theorem. In section III.D we provide the proof. Section III.E contains some remarks and concludes.

III.B The model and main result

The General Equilibrium literature has dealt with the problem of indivisibilities in consumption. Two notable examples are Mas-Colell (1977) and Yamazaki (1978). In the other hand, existence of equilibrium with externalities has been shown for example in Arrow and Hahn (1971). As we argued above, when we have NE we have to deal with both of this problems, indivisibilities and externalities, and that in that case it is not obvious that the previous results on existence of equilibrium will obtain, due to the tipping behavior that is expected in this situation. In this section we present a model that incorporates both of these features, indivisibilities and externalities. The model is more in the spirit of Yamazaki’s, from which some basic results have been taken. However, in our case the problem is more complex and therefore the strategy of proof is not exactly the same.

III.B.1 Private Goods

There are N private goods. These goods are perfectly divisible. There are no externalities in these goods. They are not produced, they come only from endowment.
III.B.2 Network Goods

There are $M$ different “activities” that consumers can perform in networks. Access to the networks can be obtained by buying a certain network good (then there are $M$ network goods). Each household satisfaction from joining a given network depends on the number of households in the network. Then all households are identical from the point of view of others in their effect on welfare of households in the networks they join.

Jumping a little ahead, there is a measure space of consumers (households) $(A, A, \mu)$, where $A = [0, 1]$, $A$ is the Borel $\sigma-$ algebra on $[0, 1]$ and $\mu$ is Lebesgue measure on measurable subsets of $[0, 1]$. Then we define a network as a pair $(B, j)$, where $B$ is the (measurable) set of consumers joining the network and $j \in \{1, 2, ..., M\}$ indicates which activity the network performs. The assumption above about consumers only concerned with the number of other consumers in each network translates formally into $\mu(B)$ entering the individual utility functions. We also assume that only one network will form for each activity. Then it is not possible to have a club composed by set $B$ and another club composed by set $C$ performing the same activity. Once a consumer buys a network good, he will interact with everybody who bought the same network good.

Network goods are indivisible. Then each household will chose either to belong to a given network or not. Therefore the consumption set for a consumer is

$$X = \mathbb{R}_+^N \times \{0, 1\}^M$$

where $\{0, 1\}$ indicates the quantity of each network good purchased.
III.B.3 Consumers

There is a (nonatomic) measure space of consumers \((A, \mathcal{A}, \mu), A = [0, 1]\), \(\mu(A) = 1\). (\(\mu\) is Lebesgue measure and \(\mathcal{A}\) is the Borel \(\sigma\)-algebra of measurable subsets of \([0, 1]\)).

Each consumer is endowed with \(e(a) \in \mathbb{R}^{N+M}_+\) (but only quantities of the \(N\) private goods, the first \(N\) components in \(e(a)\), can be positive in the endowment vector). We assume that mean endowment, \(\int_A e(a)\), is finite.

We define a consumption allocation and a total consumption allocation as:

**Definition III.1** A consumption allocation \(c\) is an integrable function \(c : A \rightarrow \mathbb{R}^{N+M}\) such that for almost every \(a \in A\), \(c(a) \in X\). We say that \(\lambda\) is a total consumption allocation corresponding to the consumption allocation \(c\) if \(\lambda = (\int_A c_1, \ldots, \int_A c_{N+M})\) (\(c_1\) is the first component of the function \(c\), and so on).

Notice that in the previous definition \(c(a)\) is a (vector valued) function specifying in the \(k^{th}\) coordinate the consumption of good \(k\) for individual \(a \in A\), whereas \(\lambda\) is the \((N + M\) coordinate) vector that results from integrating the consumption allocation \(c\) over the set of consumers \(A\). Notice that the last \(M\) coordinates of the vector \(\lambda\) represent the proportion of the population participating in each of the \(M\) networks (since the total measure of the population is equal to 1).

Each consumer satisfaction depends on his own consumption of private goods and network goods, plus on the measure of the set of consumers joining the networks he joins. Consumer \(a\)'s preferences are represented by the continuous
utility function:

\[ u(a, x, \lambda) \quad x \in X \]

In what follows, we will assume strict monotonicity in own consumption of all goods, i.e.

\[ u(a, x, \lambda) > u(a, x', \lambda) \quad \text{if} \quad x \geq x', x \neq x'. \]

In showing existence of equilibrium a distributional assumption on individual incomes will prove very useful. The endowment distribution \( \mu_e \) is the image measure of \( \mu \) with respect to the mapping \( e \), i.e. for every Borel set \( B \in \mathbb{R}^{N+M} \)

\[ \mu_e(B) = \mu(\{a \in A : e(a) \in B\}) \]

The following definition is taken from Yamazaki (1978):

**Definition III.2** Denote the price vector \( p = (p_N, p_M) \), where \( p_N \) represents the first \( N \) components of \( p \). The endowment distribution is said to be dispersed if the resulting wealth distribution from endowment (total income minus income received from firms profits), the measure

\[ \mu_{e,p}(D) = \mu(\{a \in A : pe(a) \in D\}) \]

on \( \mathcal{B}(\mathbb{R}) \) is absolutely continuous with respect to Lebesgue measure on \( \mathbb{R} \) for each \( p \in \mathbb{R}_+^{N+M}, p_N \neq 0 \).

In Yamazaki (1978), the endowment distribution is assumed to be dispersed. Intuitively, this dispersion assumption says that the measure \( \mu_{e,p} \) does not give positive measure to any particular wealth value \( k \in \mathbb{R} \). Technically, this is equivalent to say that the measure \( \mu_{e,p}(D) \) has a density function. In Yamazaki’s
work, which considers an exchange economy, this assumption is helpful in showing existence of equilibrium. The reason is because it prevents large sets of consumers from having the same income (for some prices) and therefore behaving similarly. Since individual behavior may not be continuous when the consumption set is not convex, existence of equilibrium relies heavily on the smoothing of aggregate behavior due to “large numbers”. If consumers are “small” compared to the population, then we can have continuous aggregate demand behavior even when individual behavior is not. But if large sets of consumers exhibit “jumps” in demand at the same time, we may find non-continuous aggregate demand. In Yamazaki (1978) this assumption ensures that this is not the case.

In our case, income does not come only from endowment, since there are firms that are owned by individuals. Then, in our case the distributional assumption above will not be sufficient. In section III.B.7 we introduce an appropriate condition for our economy, that will ensure that income from all sources is dispersed.

III.B.4 Firms

In our economy private goods come only from endowment (they are not produced), and are used for consumption and as inputs in the production of the network goods. There is a finite set $F$ of firms, with $M$ firms in it, each producing one network good using private goods as inputs. We assume that these firms behave competitively, despite of the fact that there is only one firm producing each network good.

Firm $f \in F$ is endowed with a production set $Y^f$. The following assumptions on $Y^f$ will be maintained throughout the paper:
(1) $0 \in Y^f$.
(2) $Y^f$ is closed.
(3) $Y^f$ is convex.

In $Y^f$ private goods are inputs (nonpositive) and network goods are outputs (nonnegative).

### III.B.5 Prices

The price space will be $PS$, the $N + M$-dimensional unit simplex.

### III.B.6 Supply Behavior

Firms maximize profits ($py$, for $y \in Y^f$) subject to production sets, taking prices as given. The supply set of firm $f$ at prices $p$ is (there are no externalities in production):

$$S(f, p) = \{y \in Y^f : py \geq pz \text{ for all } z \in Y^f\}.$$

### III.B.7 Income and Demand Behavior

Household income comes from 2 sources: Endowment and shares on firms' profits. Income for household $a$ at prices $p$ is defined as:

$$M(a, p) = pc(a) + \sum_{f \in F} \alpha(a, f) \Pi(f, p)$$

where $\int_B \alpha(a, f)$ for $B \in A$ is set $B'$s share on firm $f$ profits ($\alpha(., f)$ is a measurable function), and $\int_A \alpha(a, f) = 1$, and $\Pi(f, .)$ is the profit function for firm $f$ (i.e. the function that specifies the maximum profit for firm $f$ for each price vector).

As mentioned above, we will need a distributional assumption on individual incomes. The following example shows why the assumption on the distribution
of endowment is not sufficient to ensure dispersion in the distribution of income in our case:

**Example III.1** Consider an economy with one private good and one network good. Price of the private good is equal to 1. \( A = [0, 1] \) and \( e(a) = a \) for \( a \in A \). Profits for the only firm are equal to \( \frac{1}{2} \) and shares on firms profits are \( \alpha(a, f) = 2 - 2a \) for \( a \in A \). Then the endowment distribution is dispersed, but income is equal to 1 for all \( a \in A \).

As seen in the example, we need something in addition to dispersion of endowments to obtain dispersion of incomes. As it is clear from the example, the problem arises because the distribution of ownership shares is correlated with the distribution of endowment.

Throughout the paper we will impose the following assumption on the income distribution:

**Condition III.1** The income distribution for \( p \in PS \) is the image measure of \( \mu \) with respect to the mapping \( M \), i.e.,

\[
\mu_{M,p}(B) = \mu(\{a \in A : M(a, p) \in B\})
\]

for every Borel set \( B \in \mathbb{R} \). We assume that the income distribution is dispersed, i.e. the measure \( \mu_{M,p} \) is absolutely continuous with respect to Lebesgue measure on \( \mathbb{R} \) for each \( p \in PS, p \neq 0 \).

Notice that we may have large portion of the population (possibly all of it) in a small income interval and still satisfy the condition. All that is required is that there is no large group of consumers with *exactly* the same income for any price vector in \( PS \).
Consumers maximize $u(a, x, \lambda)$ for given $\lambda$ subject to consuming in their budget set. The budget set for consumer $a \in A$ at prices $p \in PS$ is:

$$B(a, p) = \{x \in X : px \leq M(a, p)\}$$

The demand set for agent $a$ at prices $p$ and total consumption allocation $\lambda$ is:

$$D(a, p, \lambda) = \{x \in B(a, p) : u(a, x, \lambda) \geq u(a, z, \lambda) \text{ for } z \in B(a, p)\}$$

### III.B.8 Equilibrium

We already defined a consumption allocation. A production allocation is a function $s : F \to \mathbb{R}^{N+M}$ such that for all $f \in F$, $s(f) \in Y_f$. An allocation is a pair $(c, s)$ where $c$ is a consumption allocation and $s$ is a production allocation.

Next we define competitive equilibrium in our economy:

**Definition III.3** A competitive equilibrium in our economy is a price vector $p^* \in PS$, and an allocation $(d^*, s^*)$ such that

1. $d^*(a) \in D(a, p^*, \lambda^*)$ for a.e. $a \in A$.
2. $s^*(f) \in S(f, p^*)$ for all $f \in F$.
3. $\int_A d^* \leq \sum_F s^* + \int_A e$
4. $\int_A d^* = \lambda^*$, i.e. $\lambda^*$ is consistent.

The last condition for an equilibrium is important. It says that at equilibrium, agents must be optimizing given the equilibrium consumption choices of other agents. The main result of the paper is stated in the following theorem, which is proven in section III.D.

**Theorem III.1** In the economy specified above there exists a competitive equilibrium.
III.C Preliminary results

In this section we present without proof a result that will be helpful in proving theorem III.1. For a proof of this result, the reader is directed to Yamazaki (1978). The proof given there does not rely on any property of the consumption set and therefore applies here as well.

A known problem for existence of equilibrium, known in the literature as the “Arrow corner” arises when for some price vector the income of some individuals or households is equal to zero. The traditional solution is to bound income away from zero, avoiding discontinuous behavior that can happen in that case. When the economy is “large”, in the sense that there are uncountably many consumers, our previous assumption on dispersion of income will in turn ensure that the set of households that could exhibit the Arrow corner for any price vector is a set of measure zero, and therefore does not matter for aggregate demand. The following result tells us that this is indeed the case.

We say that a point $x \in X$ has local cheaper points at prices $p \neq 0$ if for any neighborhood $U(x)$ there exist $z \in U(x) \cap X$ such that $pz < px$. Then for $p \neq 0$ define

$$C^p = \{ x \in X : x \text{ does not have local cheaper points} \}$$

$$A^p = \{ a \in A : \text{there is a vector } x \in C^p \text{ such that } px = M(a, p) \}$$

Then the set $A^p$ is the set of households whose “budget line” contains points in $C^p$.

The following lemma, taken from Yamazaki’s Corollary 1 (1978, pp. 549), asserts that in proving existence of equilibrium we don’t have to worry for the behavior of households in the set $A^p$. 
Lemma III.1 If the distribution of income is dispersed, then $A^p$ is a set of measure zero.

Then we see that the set of households $A^p$ will not have a positive effect on aggregate behavior, and therefore can be ignored in proving existence of equilibrium.

III.D Proof of the existence theorem

In this section we will present the proof for the main result of the paper, namely that in the model presented in section III.B there exist a competitive equilibrium in the sense defined in the same section.

Before going to the proof, we will introduce some notation and definitions.

We already defined a consumption allocation as a function $c : A \rightarrow \mathbb{R}^{N+M}$. Call $C$ the set of all possible consumption allocations (then $C$ is the set of all measurable functions $c : A \rightarrow \mathbb{R}^{N+M}$ such that $c(a) \in X$ for a.e. $a \in A$). The set of total consumption allocations will be denoted $\Omega$. Therefore

$$\Omega = \mathbb{R}_+^N \times [0, 1]^M$$

A total consumption allocation $\lambda \in \Omega$ if there is a consumption allocation $c \in C$ such that $\lambda = (\int_A c_1, ..., \int_A c_{N+M})$. Note that in any $\lambda \in \Omega$ the first $N$ coordinates indicate aggregate demand for the $N$ private goods, whereas the last $M$ coordinates indicate the proportion of the population that participates in each of the networks.

For the sum of the sets $A+B$ we denote the set $H$ such that $x \in H$ if there is $y \in A, z \in B$, such that $x = y + z$. We then define the set of total production allocations as the set $Y = \sum_F Y^f$ (i.e. it is the social production possibility set).
One extra assumption on $Y$ will be helpful in proving the main result of the paper:

(A.1) $Y \cap \mathbb{R}^{N+M}_+ = \{0\}$ (No free lunch)

Also, since the first $N$ components of $y^f \in Y^f$ are nonpositive and the last $M$ nonnegative, we have the following consequence:

(A.2) $Y \cap -Y = \{0\}$ (Irreversibility)

This is so since a good that is an input for a given firm cannot be produced by any other firm.

Finally define the set $\Delta$ as

$$
\Delta = \Omega - Y - \{\int_A e\}.
$$

The strategy of proof will be the following: First we construct the correspondences:

1. Total Demand Correspondence: $\Lambda : PS \times \Omega \to \Omega$

$$
\Lambda(p, \lambda) = \int_A D(a, p, \lambda)
$$

2. Excess Demand Correspondence: $Z : PS \times \Omega \to \Delta$

$$
Z(p, \lambda) = \int_A D(a, p, \lambda) - \int_A e - \sum_f S(f, p) = \Lambda(p, \lambda) - \int_A e - \sum_f S(f, p)
$$

3. Price Adjustment Correspondence: $\rho : \Delta \to PS$

$$
\rho(z) = \{p^* \in PS : p^* = \arg \max_{p \in PS} pz\}
$$

Then we have the correspondence $\rho \times \Lambda \times Z : PS \times \Omega \times \Delta \to PS \times \Omega \times \Delta$. We then find conditions under which a fixed point theorem can be applied to this correspondence, and after that we show that the fixed point is a competitive equilibrium.
In fact, we don’t carry over this procedure directly. Instead, we will find an equilibrium for a sequence of suitable bounded economies indexed by $k = 1, 2, \ldots$. We then find a limit point for the sequence of competitive equilibria of the bounded economies, and show that this limit point is itself an equilibrium for the unbounded economy.

Before starting to construct the correspondences, we define

$$b = \int_A e_1 + \int_A e_2 + \ldots + \int_A e_N$$

This quantity will be used in truncating the consumption and production sets later. If the distribution of income is dispersed, then $b > 0$. This is so since if $b = 0$, this implies that $e_i(a) = 0$ for a.e $a \in A$, $i \in \{1, 2, \ldots, N\}$, and since no production is possible, profits are zero for all firms too. But this contradicts the distribution of income being dispersed, since then income is equal to zero for a.e. $a \in A$.

### III.D.1 Supply Correspondence

The supply correspondence for firm $f \in F$ is:

$$S(f, p) = \{y \in Y^f : py \geq pz, z \in Y^f\}$$

This correspondence may not be well defined, since the set $Y^f$ is in general unbounded for $f \in F$. Then we truncate the production set for firm $f$. For $k = 1, 2, \ldots$, define the $k^{th}$ truncated production set for firm $f$ as

$$Y^{f,k} = \{y \in Y^f : -kb \leq y_i \leq 0 \text{ for } i = 1, 2, \ldots, N, 0 \leq y_i \leq k \text{ for } i = N+1, \ldots, N+M\}$$

If we call

$$I^k = [-kb, 0]^N \times [0, k]^M \quad k = 1, 2, \ldots$$
then the $k^{th}$ truncated production set is $Y^{f,k} = Y^f \cap I^k$.

It is easily seen that the set $Y^{f,k}$, for $k = 1, 2, ..., f \in F$, is: (i) Convex, since $Y^f$ and $I^k$ are convex, (ii) Compact, since $Y^f$ is closed and $I^k$ is compact and (iii) $0 \in Y^{f,k}$.

Next we define the supply correspondence in the $k^{th}$ truncated economy as

$$S^k(f, p) = \{ y \in Y^{f,k} : py \geq pz, z \in Y^{f,k} \}$$

the aggregate supply correspondence in the $k^{th}$ truncated economy as

$$\sum_{f \in F} S^k(f, p)$$

and the profit function for firm $f$ in the $k^{th}$ bounded economy as

$$\Pi^k(f, p) = py \quad y \in S^k(f, p)$$

**Lemma III.2** The aggregate supply correspondence in the $k^{th}$ truncated economy, $\sum_{f \in F} S^k(f, p)$, is nonempty, upper-hemicontinuous and convex valued. Furthermore, the profit function $\Pi^k(f, p)$ is a continuous function of $p$, for all $p \in PS$.

**Proof:** First, $S^k(f, p)$ is nonempty, since it is the set of maximizers of a continuous function on the compact set $Y^{f,k}$. Next, $S^k(f, p)$ is also convex valued. In fact, suppose that $y_1, y_2 \in Y^{f,k}$, $y_1, y_2 \in S^k(f, p)$. Then we have $py_1 = py_2$. As $Y^{f,k}$ is convex, then $\alpha y_1 + (1 - \alpha) y_2 \in Y^{f,k}$, for $\alpha \in [0, 1]$. Then $p[\alpha y_1 + (1 - \alpha) y_2] = \alpha py_1 + (1 - \alpha) py_2 = py_1$ and therefore $\alpha y_1 + (1 - \alpha) y_2 \in S^k(f, p)$.

Now we show that $S^k(f, p)$ is upper-hemicontinuous. Take a sequence $p^n \to p$, $y^n \to y$, $y^n \in S^k(f, p^n)$. We want to show that $y \in S^k(f, p)$. Suppose this is not the case. Then there exist $y' \in Y^{f,k}$, such that $py' > py$. We also have

$$p^n y' \to py'$$
\[ p^n y^n \rightarrow py \]

then for some \( N > 0 \), \( n \geq N \) implies

\[ p^n y' > p^n y^n \]

which is a contradiction to the fact that \( y^n \in S^k(f, p^n) \). The contradiction proves the upper-hemicontinuity.

It is a known result that the finite sum of upper-hemicontinuous correspondences is itself upper-hemicontinuous. Therefore we have that \( \sum_{f \in F} S^k(f, p) \) is upper-hemicontinuous.

Finally we show that \( \Pi^k(f, p) \) is continuous in \( p \). Take a sequence \( p^n \rightarrow p \), \( y^n \in S^k(f, p^n) \). Without loss of generality take a convergent subsequence \( y^n \rightarrow y \) (remember \( Y^k \) is bounded). By upper-hemicontinuity of \( S^k(f, p) \) we have that \( y \in S^k(f, p) \). Then we have

\[ p^n y^n \rightarrow py \]

which is

\[ \Pi^k(f, p^n) \rightarrow \Pi^k(f, p) \]

Since this is true for any convergent subsequence \( y^n \) continuity is proven. Q.E.D.

Having shown this, we define household income and show it is continuous in prices. Household income in the \( k^{th} \) economy is defined as

\[ M^k(a, p) = pe(a) + \sum_{f} \alpha(a, f) \Pi^k(f, p) \]

We require that \( \int_A \alpha(a, f) = 1 \) for all \( f \in F \). We already showed that \( \Pi^k(f, p) \) is continuous. It follows trivially then that \( M^k(a, p) \) is well defined and continuous in \( p \).
III.D.2  Total Demand Correspondence

Household demand at prices \( p \) and total consumption allocation \( \lambda \) was defined above as the set \( D(a, p, \lambda) \). This correspondence may not be well defined, since for some prices the set \( B(a, p) \) may not be bounded. In order to overcome this problem and obtain an individual demand correspondence that is well defined we start by truncating the consumption set \( X \). The \( k^{th} \) truncated consumption set is

\[
X^k = \{x \in X : x \leq (kb, ..., kb, 1, ..., 1)\}
\]

and the truncated budget set is defined as

\[
B^k(a, p) = \{x \in X^k : px \leq M^k(a, p)\}
\]

We also define the subset of consumers

\[
A^k = \{a \in A : e(a) \leq (kb, ..., kb, 0, ..., 0)\}
\]

(i.e. households whose endowments are in the truncated consumption set).

Now we will argue that \( A^k \) are of positive measure for \( k = 1, 2, ..., \). In fact \( A^k \subset A^{k+1}, k = 1, 2, ..., \) so we only have to show that \( A^1 \) is of positive measure. Suppose not. Then this means that \( e(a) > b \) for a.e. \( a \in A \). Therefore we have for some \( i = 1, 2, ..., N \)

\[
\int_A e_i > b = \int_A e_1 + \int_A e_2 + ... + \int_A e_N \geq \int_A e_i
\]

which is a contradiction. We then define the induced measure spaces \((A^k, \mathcal{A}^k, \mu^k)\), where \( \mathcal{A}^k \) is the Borel \( \sigma \)-algebra of measurable subsets \( B^k \) of \( A^k \) such that there is a measurable set \( B \subset A \) and \( B^k = B \cap A^k \). The measure \( \mu^k \) is the restriction of \( \mu \) to sets in \( \mathcal{A}^k \).
In section III.B we defined the set of consumption allocations $C$. The set of truncated consumption allocations $C_k$, $k = 1, 2, \ldots$, is the subset of $C$ such that $c(a) \in X^k$ for a.e. $a \in A^k$. Then the set of truncated total consumption allocations $\Omega^k$ is the subset of $\Omega$ such that $\lambda \in \Omega^k$ if there is $c \in C^k$ such that $\lambda = \int_{A^k} c$.

The set $\Omega^k$ so defined will then be the interval

$$\Omega^k = [0, \mu(A^k) kb]^N \times [0, \mu(A^k)]^M$$

This set is trivially compact and convex.

For $\lambda \in \Omega^k, p \in PS$, the individual truncated demand correspondence is

$$D^k(a, p, \lambda) = \{x \in B^k(a, p) : u(a, x, \lambda) \geq u(a, z, \lambda), z \in B^k(a, p)\}$$

and aggregate truncated demand correspondence is

$$\Lambda^k(p, \lambda) = \int_{A^k} D^k(a, p, \lambda)$$

**Lemma III.3** The aggregate demand correspondence $\Lambda^k$ is: (i) Well defined and convex valued for $(p, \lambda) \in PS \times \Omega^k$ and (ii) Upper-hemicontinuous in $(p, \lambda)$.

**Proof:** (i) For $(p, \lambda) \in PS \times \Omega^k$, we show that truncated individual demand is well defined for a.e. $a \in A^k$. $B^k(a, p)$ is nonempty for a.e. $a \in A^k$. It is also compact, since it is obviously closed and it is a subset of $X^k$ which is bounded. Then truncated individual demand correspondence $D^k(a, p, \lambda)$ is the set of maximizers of the continuous function $u(a, x, \lambda)$ on a compact set and therefore is well defined for a.e. $a \in A^k$.

The argument in Hildenbrand (1970), theorem 3 in page 614, which applies equally here, shows that $D^k(., p, \lambda)$ is measurable for $(p, \lambda) \in PS \times \Omega^k$. Therefore

$$\Lambda^k(p, \lambda) = \int_{A^k} D^k(a, p, \lambda)$$
is well defined and nonempty for \((p, \lambda) \in PS \times \Omega^k\).

It is well known that the integral of a correspondence with respect to an atomless measure is convex valued (see for example Hildenbrand (1970), page 615). Then \(\Lambda^k(p, \lambda)\) is convex for \((p, \lambda) \in PS \times \Omega^k\).

(ii) Now we show that \(\Lambda^k(p, \lambda)\) is upper-hemicontinuous. Analogously as in section III.B, we define the sets

\[ C^p,k = \{ x \in X^k : x \text{ does not have local cheaper points} \} \]
\[ A^p,k = \{ a \in A^k : \text{there is a vector } x \in C^p,k \text{ such that } px = M^k(a, p) \} \]

It was stated in section III.C that \(A^p\) is a set of measure zero. But \(A^p,k \subset A^p\). So \(A^p,k\) is also a set of measure zero.

Take the sequence \((p^n, \lambda^n) \to (p, \lambda), \gamma^n \to \gamma, \gamma^n \in \Lambda^k(p^n, \lambda^n)\). We want to show that \(\gamma \in \Lambda^k(p, \lambda)\). For each \(n\) there exist an integrable function \(d^n : A^k \to \mathbb{R}^{N+M}\) such that \(d^n(a) \in D^k(a, p^n, \lambda^n)\) a.e. in \(A^k\) and \(\int_{A^k} d^n = \gamma^n\).

Let \(L(a)\) be the set of cluster points of \(d^n(a)\). Notice that \(L(a)\) is nonempty since the sequence \(d^n(a)\) is bounded. We want to show that a.e. in \(A^k/A^p,k\) \(L(a) \subset D^k(a, p, \lambda)\). This in turn will imply that \(\int_{A^k} L(a) \subset \int_{A^k} D^k(a, p, \lambda)\). Then by showing that \(\gamma \in \int_{A^k} L(a)\) we’ll be done.

To show \(L(a) \subset D^k(a, p, \lambda)\) a.e. in \(A^k/A^p,k\), take \(a \in A^k/A^p,k\) such that \(d^n(a) \in D^k(a, p^n, \lambda^n)\) and let \(d^n(a) \to g(a)\) (i.e. \(g(a) \in L(a)\)). Then \(g(a) \leq (kb, ..., kb, 1, ..., 1)\) since \(d^n(a) \leq (kb, ..., kb, 1, ..., 1)\) for all \(n\). Now \(p^n d^n(a) \leq M^k(a, p^n)\) and \(p^n \to p\) implies \(p g(a) \leq M^k(a, p)\). Now take \(y \in X^k\) such that \(p y < M^k(a, p)\). Then \(p^n y < M^k(a, p^n)\) for \(n\) sufficiently large, and therefore

\[ u(a, d^n(a), \lambda^n) \geq u(a, y, \lambda^n) \]

for \(n\) sufficiently large. Then by continuity of \(u\) in both arguments we have

\[ u(a, g(a), \lambda) \geq u(a, y, \lambda) \]
Now take $y \in X^k$ such that $py = M^k(a, p)$. Since $a \in A^k/A^p$, then there exist a sequence $y^i \rightarrow y$ such that $py^i < M^k(a, p)$ for all $i$. Then for each $i$ we have

$$u(a, g(a), \lambda) \geq u(a, y^i, \lambda)$$

and therefore

$$u(a, g(a), \lambda) \geq u(a, y, \lambda)$$

again using continuity of $u$. Then $g(a) \in D^k(a, p, \lambda)$. Therefore we have that

$$\int_{A^k} L(a) \subset \int_{A^k} D^k(a, p, \lambda)$$

as was to be shown. Finally we show that $\gamma \in \int_{A^k} L(a)$. Since $d^n$ are bounded (i.e. $d^n(a) \in X^k$ for all $n$), $d^n$ is bounded by the constant function $h(a) = (kb, ..., kb, 1, ...1)$. Then we can use the result in Aumann (1976) that states:

Let $d^n$ be a sequence of measurable functions from $A^k$ into $\mathbb{R}^{N+M}$, which are bounded by the integrable function $h$. Then each cluster point of $\int_{A^k} d^n \ (= \gamma^n)$ belongs to $\int_{A^k} L$. (i.e. $\gamma$, which is a cluster point of the sequence $\int_{A^k} d^n$, is in $\int_{A^k} L$).

Then we have shown that $\gamma \in \Lambda^k(p, \lambda)$. Consequently we have shown that $\Lambda^k(p, \lambda)$ is upper-hemicontinuous and the proof is complete. Q.E.D.

### III.D.3 Excess Demand Correspondence

At the beginning of this section we defined the excess demand correspondence as $Z : PS \times \Omega \rightarrow \Delta$

$$Z(p, \lambda) = \int_A D(a, p, \lambda) - \int_A e - \sum_F S(f, p) = \Lambda(p, \lambda) - \int_A e - \sum_F S(f, p)$$

The set $\Delta$ was defined as

$$\Delta = \Omega - Y - \{\int_A e\}.$$
Similarly, we define the set $\Delta^k$ as

$$\Delta^k = \Omega^k - Y^k - \{ \int_{A^k} e \}$$

The set $\Delta^k$ is certainly bounded, and it is closed since $\Omega^k$ and $Y^k$ are compact (proof omitted here). Therefore it is compact. $\Delta^k$ is also convex since $\Omega^k$ and $Y^k$ are convex.

The truncated excess demand correspondence $Z^k : PS \times \Omega^k \to \Delta^k$ is defined as

$$Z^k(p, \lambda) = \int_{A^k} D^k(a, p, \lambda) - \int_{A^k} e - \sum_{f \in F} S^k(f, p) = \Lambda^k(p, \lambda) - \int_{A^k} e - \sum_{f \in F} S^k(f, p)$$

**Lemma III.4** The truncated excess demand correspondence $Z^k(p, \lambda)$ is upper-hemicontinuous and convex valued.

**Proof:** It has already been shown that $\Lambda^k(p, \lambda)$ and $\sum_{f \in F} S^k(f, p)$ are upper-hemicontinuous and convex valued for $(p, \lambda) \in PS \times \Omega^k$, and since $\int_{A^k} e$ is a real valued vector, then $Z^k(p, \lambda)$ is a sum of upper-hemicontinuous and convex valued correspondences. Therefore it is upper-hemicontinuous and convex valued. Q.E.D.

**III.D.4 Price Adjustment Correspondence**

At the beginning of this section the price adjustment correspondence $\rho : \Delta \to PS$ was defined as

$$\rho(z) = \{ p^* \in PS : p^* = \arg \max_{p \in PS} pz \} \quad z \in \Delta$$

Similarly we define the truncated price adjustment correspondence $\rho^k : \Delta^k \to PS$ as

$$\rho^k(z) = \{ p^* \in PS : p^* = \arg \max_{p \in PS} pz \} \quad z \in \Delta^k$$
**Lemma III.5** The truncated price adjustment correspondence $\rho^k(z)$ is nonempty, upper-hemicontinuous and convex valued.

**Proof:** We have to show that $\rho^k$ is upper-hemicontinuous and convex valued (nonempty is trivial). To show convexity, take $z \in \Delta^k$ such that $p_1, p_2 \in \rho^k(z)$. Then $p_1 z = p_2 z$. Therefore $\sigma p_1 + (1 - \sigma) p_2 \in \rho^k(z)$, and $\sigma p_1 + (1 - \sigma) p_2 \in PS$. This means $\rho^k(z)$ is convex.

To show upper-hemicontinuity, take a sequence $z^n \to z$, $p^n \to p$, such that $p^n \in \rho^k(z^n)$. Then we have that for all $n$

$$p^n z^n \geq p^n y \quad y \in \Delta^k$$

Taking limits we have

$$pz \geq py \quad y \in \Delta^k$$

which implies that $p \in \rho^k(z)$. Then $\rho^k(z)$ is upper-hemicontinuous. Q.E.D.

**III.D.5 Existence of Equilibrium in the Truncated Economy**

In subsection III.B.8 we introduced the definition of a competitive equilibrium in the unrestricted economy. Similarly, we define a competitive equilibrium in the $k^{th}$ truncated economy as:

**Definition III.4** A competitive equilibrium in the $k^{th}$ truncated economy is a price vector $p^k \in PS$, and an allocation $(d^k, s^k)$ such that

1. $d^k(a) \in D(a, p^k, \lambda^k)$ for a.e. $a \in A^k$.
2. $s^k(f) \in S(f, p^k)$ for all $f \in F$.
3. $\int_{A^k} d^k \leq \sum_{F} s^k + \int_{A^k} \epsilon$
4. $\int_{A^k} d^k = \lambda^k$, i.e. $\lambda^k$ is consistent.
Theorem III.2 There exists a competitive equilibrium in the $k^{th}$ truncated economy, $k = 1, 2, 3, \ldots$.

Proof: We have shown that the correspondence $\rho^k \times \Lambda^k \times Z^k : PS \times \Omega^k \times \Delta^k \to PS \times \Omega^k \times \Delta^k$ is upper-hemicontinuous and convex valued. The set $PS \times \Omega^k \times \Delta^k$ is compact and convex. We can therefore apply Kakutani’s Fixed Point Theorem. Then for $k = 1, 2, \ldots$ there exist a fixed point $(\lambda^*k, z^*k, p^*k)$ such that $(\lambda^*k, z^*k, p^*k) \in \Lambda^k(p^*k, \lambda^*k) \times Z^k(p^*k, \lambda^*k) \times \rho^k(z^*k)$. Now we will show that $(\lambda^*k, z^*k, p^*k)$ is a competitive equilibrium in the $k^{th}$ economy.

Since $z^*k \in Z^k(p^*k, \lambda^*k)$ and

$$Z^k(p^*k, \lambda^*k) = \int_{A^k} D(a, p^*k, \lambda^*k) - \int_{A^k} e - \sum_{F} S^k(f, p^*k)$$

then there exist integrable functions $d^*k : A^k \to \Omega^k$ such that $d^*k(a) \in D^k(a, p^*k, \lambda^*k)$ for a.e. $a \in A^k$ and $s^*k(f) \in S^k(f, p^*k)$ for $f \in F$ such that

$$z^*k = \int_{A^k} d^*k - \int_{A^k} e - \sum_{F} s^*k(f)$$

Now we have that for a.e. $a \in A^k$

$$p^*k d^*k \leq M^k(a, p^*k) = p^*k e(a) + \sum_{F} \alpha(a, f) p^*k s^*k(f)$$

Integrating over $A^k$ we have

$$p^*k \int_{A^k} d^*k \leq p^*k \int_{A^k} e(a) + \sum_{F} p^*k s^*k(f) \int_{A^k} \alpha(a, f)$$

$$p^*k \int_{A^k} d^*k \leq p^*k \int_{A^k} e(a) + p^*k \sum_{F} s^*k(f)$$

since $\int_{A^k} \alpha(a, f) \leq 1$ and $p^*k s^*k \geq 0$. This is to say

$$p^*k \int_{A^k} d^*k - p^*k \int_{A^k} e(a) - p^*k \sum_{F} s^*k(f) \leq 0$$
or equivalently \( p^k z^k \leq 0 \).

Since \( p^k \) maximizes \( pz \) over \( PS \), then this implies that \( z^k \leq 0 \). This is so because if \( z^k > 0 \) for some \( i \in \{1, 2, ..., N + M \} \), then we would have \( p^k z^k > 0 \).

Finally, we have to show that total demand is consistent, in the sense that in equilibrium individuals are maximizing given the equilibrium choices of other agents. But this is quite trivial, since by \( (\lambda^k, p^k, z^k) \) being a fixed point of the correspondence \( \Lambda^k \times Z^k \times \rho^k \) we automatically have that \( \lambda^k \in \Lambda^k(p^k, \lambda^k) \), which is the consistency condition of equilibrium. Therefore the price vector \( p^k \) and the allocation \( (d^k, s^k) \) represent a competitive equilibrium in the \( k \)th truncated economy for \( k = 1, 2, ..., \) Q.E.D.

### III.D.6 Existence of Equilibrium in the Unrestricted Economy

In this section we finish the proof of the main theorem of the paper, i.e. we show that there exist an equilibrium in the unrestricted economy. The strategy of proof will be the following: We take the sequence of equilibria \( p^k, (d^k, s^k) \) for \( k = 1, 2, ..., \) and find a cluster point \( p^*, (d^*, s^*) \) for this sequence. Then we show that this cluster point is itself an equilibrium in the unrestricted economy.

For \( k = 1, 2, ..., \) define the following function:

\[
g^k(a) = \begin{cases} 
  d^k(a) & \text{if } a \in A^k \\
  e(a) & \text{if } a \notin A^k 
\end{cases}
\]

Then we have that for \( k = 1, 2, ... \)

\[
\int_{A^k} d^k - \int_{A^k} e(a) - \sum_F s^k(f) \leq 0
\]
which implies
\[
\int_A g^k(a) - \int_A e(a) - \sum_F s^k(f) \leq 0
\]
where \( g^k(a) \in D^k(a, p^k, \lambda^k) \) a.e. in \( A^k \), \( s^k(f) \in S(f, p^k) \) for all \( f \).

Without loss of generality assume \( p^k \to p \) as \( k \to \infty \). Then we claim:

**Claim III.1** There exist functions \( g : A \to \mathbb{R}^{N+M} \) integrable, and \( s : F \to \mathbb{R}^{N+M} \), such that \((g(a), s)\) is a cluster point of \((g^k(a), s^k)\) for a.e. \( a \in A \) and \( f \in F \). Moreover, the sequence \( \int_A g^k \to \int_A g \) as \( k \to \infty \).

Then we have
\[
\int_A g(a) - \int_A e(a) - \sum_F s(f) \leq 0
\]
which is condition (3) in the definition of an equilibrium. Call \( \lambda = \int_A g \). Then \( \lambda^k \to \lambda \) as \( k \to \infty \). The proof of the following lemma completes the argument:

**Lemma III.6** (1) \( g(a) \in D(a, p, \lambda) \) for a.e. \( a \in A \); (2) \( s(f) \in S(f, p) \) for \( f \in F \); (3) \( \lambda \in \int_A D(a, p, \lambda) \).

**Proof:** To prove (1), take \( a \in A \). Then there is \( k^*(a) \) such that for \( k > k^*(a), a \in A^k \). Then for \( k > k^*(a) \) we have \( g^k(a) \in D^k(a, p^k, \lambda^k) \). For \( k = 1, 2, ... \) we have
\[
p^k g^k(a) \leq p^k e(a) + \sum_F \alpha(a, f)p^k s^k
\]
then taking limits as \( k \to \infty \)
\[
p g(a) \leq p e(a) + \sum_F \alpha(a, f) p s
\]
and therefore \( g(a) \in B(a, p) \) a.e in \( A \).
Now take $x \in B(a,p)$. We can have two cases: (i) $px < M(a,p)$, and (ii) $px = M(a,p)$. In case (i) we have that for $k$ sufficiently large

$$p^k x < M^k(a,p^k)$$

(since $M^k(a,p^k) \to M(a,p)$ as $k \to \infty$). Then

$$u(a, g^k(a), \lambda^k) \geq u(a, x, \lambda^k)$$

Therefore by continuity of $u$ we have that

$$u(a, g(a), \lambda) \geq u(a, x, \lambda)$$

(where $\int_A g^k = \lambda^k, \int_A g = \lambda$, and we have used the result in the claim that $\lambda^k \to \lambda$) what is to say $g(a) \in D(a,p,\lambda)$. In case (ii), take $a \in A/Ap$. Then we can find a sequence $x^i \to x$ such that $px^i < M(a,p)$. This implies that for $k$ sufficiently large

$$p^k x^i < M^k(a,p^k)$$

which in turn implies

$$u(a, g^k(a), \lambda^k) \geq u(a, x^i, \lambda^k)$$

Taking limits first with respect to $k$ and then with respect to $i$ continuity of $u$ gives

$$u(a, g(a), \lambda) \geq u(a, x, \lambda)$$

and then $g(a) \in D(a,p,\lambda)$. Therefore the proof of (1) is complete, since we have shown before that $A_p$ is a set of measure zero when the distribution of income is dispersed.
Now we show (2). We want to show that $ps(f) \geq py$ for $y \in Y^f$. Take $y \in Y^f$. For $k$ sufficiently large we have that $y \in Y^{f,k}$. For $k = 1, 2, \ldots$, we have $s^k(f) \in S^k(f, p^k)$ and then for $k$ such that $y \in Y^f$ we have $p^k s^k(f) \geq p^k y$. Taking limits as $k \to \infty$ this gives

$$ps(f) \geq py$$

which is (2).

To show (3), note that from the claim above we have that $\int_A g^k = \lambda^k \to \int_A g = \lambda$ as $k \to \infty$. But we have shown in (2) that $g(a) \in D(a, p, \lambda)$. Therefore we have that $\lambda = \int_A g(a) \in \int_A D(a, p, \lambda)$, which is the definition of $\lambda$ being consistent. Then the proof is complete. Q.E.D.

III.E Conclusion

In the introduction it was noted that there has been scarce work on NE in the General Equilibrium literature. The model presented above is an attempt to fulfill this empty spot.

In markets with NE, the definition and existence of competitive equilibrium are problematic. As it was pointed out before, NE are usually bundled with indivisibilities, which makes existence of competitive equilibrium not trivial. The main contribution of the current research is to prove existence of a suitably defined equilibrium in this situation.

It should be pointed out that nothing has been claimed about the efficiency properties of equilibrium. As it is the case when there are externalities, equilibrium cannot be expected to be efficient. The reason is of course the lack of a market for the externalities themselves. In the current setting, inefficiencies
will typically involve the market to be dominated by an inferior standard, compared to some of the alternative standards in the market. Examples of that situation have been presented in the literature, see for example Katz and Shapiro (1985). One of the examples that have been presented are the home video market that was dominated by the VHS standard when apparently the Betamax standard was superior.

In the paper we have used a key assumption, namely that the distribution of income in the population is dispersed for any price vector different from 0. This assumption gives us two desirable properties: First, it allows us to disregard households with budget lines containing troublesome points, i.e. households in which we could observe some discontinuous demand behavior. And second, it makes aggregate behavior smooth, in the sense that aggregate demand changes smoothly with prices. These two features of the model are essential for the existence result.

Finally, a possible extension would be to investigate rigorously the efficiency properties of the equilibrium in markets with NE. As it was pointed out above, we would not expect equilibrium to be Pareto optimum. Working out these results would represent an interesting extension of the current work.
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