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The game of science is, in principle, without end. He who decides one day that scientific statements do not call for any further test, and that they can be regarded as finally verified, retires from the game.
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We place constraints on the amounts and length scales of seismic velocity variations throughout the mantle that are beyond the resolving capabilities of seismic tomography. We model global stacks of various seismic phases that are thought to have a scattering origin, using a Monte Carlo phonon method.

In Chapter 2, we forward model stacks of over 10,000 high-frequency (~1 Hz) $PKP$ precursor waveforms by distributing velocity perturbations of ~0.1% throughout the lowermost mantle, resolving a debate between older studies. We confirm that models where scattering is distributed uniformly throughout the lowermost mantle better match the observations than those where scattering is restricted to a thin region just above the core-mantle boundary.
In Chapter 3, we characterize the frequency dependence of $PKP$ precursors at central frequencies ranging from 0.5 to 4 Hz. At greater frequencies, we observe more scattered energy, particularly at shorter ranges. We model this observation by invoking heterogeneity at length scales from 2 to 30 km. Amplitudes at 0.5 Hz, in particular, suggest the presence of more heterogeneity at scales >8 km than present in previously published models.

In Chapter 4, we constrain the heterogeneity spectrum of Earth’s upper mantle at scales from a few kilometers to tens-of-thousands of kilometers using observations from high-frequency scattering, long-period scattering, and tomography. We explore geodynamically plausible scenarios that might be responsible for the rms and fall-off rate of the proposed spectrum, including a self-similar mixture of basalt and harzburgite.

In Chapter 5, we stack a large global dataset of 1-Hz $PKKP$ waveforms to constrain globally-averaged properties of $PKKP$ precursors. We propose a new 1-D reference model that fits both our $PKKP$ precursor amplitudes and constraints on absolute $PKP_{bc}$ travel times. Our globally averaged $PKKP$ precursor observations are consistent with random CMB topography with rms variations of $\sim$440 m and a horizontal correlation length of $\sim$7 km.

Finally, in Chapter 6, we discuss outstanding challenges and future prospects for deep Earth scattering research.
Chapter 1

Introduction

1.1 Earth structure: Length scales and dimensions

Much of what is known about deep Earth structure relies upon observations of seismic waves that have traveled long distances from their source. At periods longer than 1 second, most teleseismic body-wave energy arrives as the so-called deterministic phases: $P$, $S$, $PP$, $PcP$, $PKP$, $PKS$, and so on. To first order, the travel times of these phases can be explained by models of seismic velocity that vary only with depth. Perhaps the most striking feature of these 1-D models is the division of the Earth into three main layers: the solid mantle, the liquid outer-core, and the solid inner-core.

The travel times for phases with specific source–receiver geometries often vary systematically with respect to the 1-D model prediction, suggesting the presence of three-dimensional (3-D) variations in seismic velocity. The exercise of mapping 3-D changes in seismic properties—called seismic tomography—has resulted in a set of 3-D global models that generally agree on the amplitude and location of large-scale structure. Global-scale differences in seismic velocity are thought to indicate thermal variations throughout the mantle. Most tomography models place features in the upper mantle that are strongly correlated with surface tectonics, including ‘warm’ low-velocity regions beneath spreading centers and
‘cool’ high-velocity regions beneath continental cratons. In the lower mantle, tomography models reveal two antipodal zones of reduced shear-velocity, which may represent hot, dense piles of primordial material.

Most current generation tomography models are well correlated out to spherical harmonic degree 16, at least in the uppermost mantle. This suggests that only structures larger than $\sim 2400$ km are reliably mapped. The lack of correlation among competing tomography models at smaller scales likely stems from differences in data selection and the theories applied, but virtually all of the 3-D models are artificially smooth because of the regularization required to stabilize geophysical inverse problems. An additional limitation in resolving small-scale structure is imposed by the physics of wave propagation, as long-period waves tend to respond to material properties that are averaged over sub-wavelength variations.

The focus of this thesis concerns deep Earth structure beyond the resolving capabilities of seismic tomography. Whereas mapping the amplitude and location of all small-scale structure within the Earth is currently beyond reach, quantifying the amount (i.e., rms amplitude) of 3-D structure within the mantle as a function of length-scale is a more tractable problem. Such constraints are valuable to the broader community because they may provide compelling evidence for the presence of compositional heterogeneity throughout the mantle, as small-scale thermal anomalies are not likely to persist over geologic timescales. These constraints may also provide insight to the nature of mantle convection, as different modes of fluid mixing are thought to produce distinct signatures in the heterogeneity spectrum.

1.2 Scattering observations

Standard 1-D models of seismic velocity fail to predict the portion of seismic energy that is observed to arrive between the main phases, most notably at short periods. A typical high-pass-filtered seismogram, for example, shows an impulsive $P$-wave arrival followed by a decaying high-frequency wavetrain (termed $P$-coda). Aki and Chouet (1975) proposed that small-scale three-dimensional (3-D) perturbations in seismic velocity scatter energy away from the direct wave,
thereby causing the later high-frequency arrivals.

Scattered arrivals are, in general, incoherent from station to station, so stacking amplitudes (i.e., envelope functions) is more effective than stacking waveforms. In practice, seismic amplitudes are challenging to interpret because observations are highly variable from station to station. This is due to a variety of 3-D wave-propagation effects including geometrical spreading, focusing/defocusing, reflection and transmission at interfaces, and attenuation (both intrinsic and scattering).

We make robust globally-averaged amplitude estimates by stacking hundreds, thousands, or even tens-of-thousands of envelope functions without regard to specific source or receiver positions. This approach sacrifices spatial resolution but improves measurements of average scattered energy relative to direct energy. For most of the studies presented in this thesis, we constrain the globally-averaged scattering parameters (i.e., the magnitude and scale-length of small-scale fluctuations in density and velocity) by forward modeling the observations.

In situations where the spacing of seismic stations is small compared to the seismic wavelength, it may be possible to observe coherent scattered arrivals. Methods such as beamforming that stack array records to resolve the direction of the incoming wavefront may be used to constrain the positions of individual scatterers.

1.3 Random media theory

Deterministic mapping of small-scale structure is currently beyond reach. A more manageable problem is to characterize a medium by its statistical properties. In other words, how strong is the heterogeneity and how is this strength distributed across different scale lengths? Random media theory, extensively reviewed in Sato and Fehler (1998), provides the quantitative framework to address these questions.

We can decompose a three-dimensionally varying wave velocity $V$ into a sum of the mean velocity $V_0$ and the perturbation $\delta V$:

$$V(\mathbf{r}) = V_0 + \delta V(\mathbf{r}) = V_0 [1 + \xi(\mathbf{r})]$$

(1.1)
where \( \mathbf{r} \) is the position vector and \( \xi(\mathbf{r}) \) is the fractional fluctuation of wave velocity. The 3-D autocorrelation function (ACF) is an ensemble average

\[
R(\mathbf{x}, \mathbf{y}) = \langle \xi(\mathbf{y})\xi(\mathbf{y} + \mathbf{x}) \rangle.
\]

If we make the assumption of stationarity, the ACF only depends on the lag-distance vector \( \mathbf{x} \), and hence the statistical properties of a random medium are completely defined by \( R(\mathbf{x}) \). Equivalently, the 3-D power-spectral-density function (PSDF or \( P(\mathbf{m}) \), where \( \mathbf{m} \) is the angular wavenumber vector) can be used to specify the statistics of the random medium. These two functions are related by 3-D Fourier transform:

\[
P(\mathbf{m}) = \int_\infty^{-\infty} \int_\infty^{-\infty} R(\mathbf{x})e^{-i\mathbf{m}\cdot\mathbf{x}} d\mathbf{x}.
\]

In the studies presented in this thesis, we assume that the heterogeneity is isotropic, so these functions exhibit spherical symmetry (\( r = ||\mathbf{x}|| \) and \( m = ||\mathbf{m}|| \)). \( P(m) \) is often referred to as the heterogeneity spectrum.

### 1.4 Modeling scattered energy with seismic particles

The Monte Carlo phonon algorithm developed by Shearer and Earle (2004) provides a powerful means to model the global scattered wavefield. Previous algorithms generally focused on modeling isolated phases by summing scattering contributions from volume elements distributed throughout the Earth, which involved independent calculations of geometrical spreading, reflection/transmission effects at discontinuities, and intrinsic attenuation. Such algorithms could easily grow to become quite complex, and—as will be discussed in Chapter 2—are prone to coding errors.

The Monte Carlo phonon algorithm takes an approach that is much simpler: it treats the seismic energy field as a sum of discrete particle that travel along ray theoretical trajectories and experience random scattering events from probabilities derived from the heterogeneity spectrum of the medium. This method
• naturally accounts for geometrical spreading effects;
• naturally accounts for scattering attenuation and thus conserves energy;
• includes intrinsic attenuation (energy lost to heat or crystal dislocation);
• includes reflection/transmission effects at discontinuities;
• handles both weak (single) and strong (multiple) scattering;
• and handles wave polarizations and conversions between $P$ and $S$.

A main advantage of this approach is that the full seismic energy field (the direct phases included) is simultaneously computed in an energy-conserving framework. This facilitates the researcher’s ability to evaluate how several phases are at once affected by an arbitrary heterogeneity model. This advantage will become increasingly important as researchers begin to converge on a single heterogeneity model that simultaneously explains observations of the many scattered phases.

The phonon approach is most defensible when used to model scattering at periods shorter than $\sim 1$ s, where the ray-theoretical basis of this code is expected to be valid. In Chapter 4, however, we attempt to model long-period scattering with the phonon code by broadening the output through an extra convolution with the filter wavelet. Advances in computing power over the last decade have made it possible to run spectral-element simulations of global wave propagation for Earth models with arbitrary 3-D complexity. In particular, the SPECFEM3D_GLOBE (SEM, for short) software package (Komatitsch et al., 2002) is capable of generating synthetic seismograms that are accurate to 20 seconds or shorter, provided that one has access to sufficient computing power. Using the Stampede supercomputer to generate SEM synthetics for specific realizations of random media, we are able to verify the accuracy of the Monte Carlo phonon algorithm at periods longer than 20 s.
1.5 Thesis overview

Chapters 2, 3, 4, and 5 of this thesis were originally written to be self-contained articles suitable for individual publication. Although they were initially written to be read in isolation, the main chapters are closely related to one another in theme.

In Chapter 2, we analyze PKP precursors—a scattered phase that has unique sensitivity to lower mantle structure—to place constraints on small-scale heterogeneity throughout the lowermost mantle. The main focus of this study is to resolve the order-of-magnitude disagreement between Hedlin et al. (1997) and Margerin and Nolet (2003). The former study proposed that rms perturbations throughout the lower mantle ought to be on the order of 1% to generate the observed quantity of scattered energy, whereas the latter found that rms perturbations of 0.1% are sufficient.

Chapter 3 details our exploration of the frequency dependence and spatial coherence of PKP precursor amplitudes. We find that the frequency dependence suggests a broader spectrum of scale lengths than previously proposed. Low-frequency precursors, in particular, suggest an increased amount of structure larger than \( \sim 8 \) km in size. We also observe that PKP precursor amplitudes display large-scale lateral variations, in agreement with an earlier study by Hedlin and Shearer (2000). Finally, we use array methods (e.g., Rost and Thomas, 2002) on groups of stations which may be able to resolve the source–receiver ambiguity on a global scale.

In Chapter 4, we measure and model scattered amplitudes at periods longer than 1 Hz to constrain the broad spectrum of heterogeneity within the upper mantle. We find significant amounts of heterogeneity at scales from 5–500 km, and we propose a single spectrum that matches constraints from (1) long-period scattering observations, (2) high-frequency scattering observations, and (3) long-wavelength constraints from tomography models. We propose that the observed \( \sim 1/\text{wavenumber} \) spectral falloff at small-scales may be due to a marble-cake mixture of basalt and harzburgite (Batchelor, 1959; Antonsen and Ott, 1991; Agranier et al., 2005; Ricard et al., 2014).
In Chapter 5, we constrain short-wavelength topography on the core–mantle boundary from observations of \( PKKP \) precursors, improving upon an earlier study by Earle and Shearer (1998). We implement scattering due to a rough surface into the phonon code framework by computing scattering probabilities from a mathematical theory derived by Bataille and Flatté (1988). An interesting finding is that widely-used 1-D velocity models fail to produce the observed range dependence of the \( PKKP \) precursor amplitudes. We propose a new 1-D velocity model that gives better fits the \( PKKP \) precursor observations, while also matching \( PKP_{bc} \) travel-time constraints from Souriau (2015).

Finally, in Chapter 6, we briefly summarize the main findings presented in this thesis and discuss future research plans.
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Chapter 2

Reconciling discrepancies among estimates of small-scale mantle heterogeneity from $PKP$ precursors

Abstract

We stack amplitudes of over 10,000 high-frequency ($\sim 1$ Hz) $PKP$ precursor waveforms, amassed from broadband global seismic data with source-receiver distances between 120° and 145° recorded from 1990–2012. We forward model the stacked precursor envelope with an energy-conserving, multiple-scattering algorithm to find that an r.m.s. velocity perturbation of $\sim 0.1\%$ fits the data reasonably well, in agreement with Margerin and Nolet (2003b). Similar results can be obtained using single-scattering (Born) theory, given the relatively weak scattering produced by our preferred model. The ramp-like increase in $PKP$ precursor amplitudes with time is best fit with whole mantle scattering rather than models where scattering is restricted to the core-mantle boundary. Correctly modeling the relative amplitude of $PKP$ precursor amplitudes compared to $PKPdf$ requires taking into account the pulse broadening and coda of $PKPdf$, which can be done
either empirically or by including a strongly scattering lithospheric layer in the multiple-scattering code. Several mantle scattering models proposed to explain other scattered seismic phases predict \(PKP\) precursor amplitudes much larger than those observed.

### 2.1 Introduction

Seismic scattering by small-scale heterogeneities in Earth’s lowermost mantle causes short-period energy to arrive before the core phase \(PKP\) (Cleary and Haddon, 1972). The strength and depth extent of such heterogeneity, however, still remains a subject of debate. Doornbos and Vlaar (1973) originally argued for volumetric scatterers distributed 900 km above the core-mantle boundary (CMB), but Haddon and Cleary (1974) preferred to restrict the heterogeneity to a 200-km-thick layer above the CMB. Later, Doornbos (1978) used perturbation theory to show that topography on the CMB could describe the precursor amplitudes and onset times. Discrepancies among these early studies are difficult to reconcile because of possible selection biases on the then limited number of available seismograms. (See Shearer (2007) for more a more detailed history of this subject.)

Two more recent analyses of \(PKP\) precursors, Hedlin et al. (1997) and Margerin and Nolet (2003b), used global stacking techniques to elicit the time and range dependence of the precursor amplitudes. These two studies agreed that small-scale (\(\sim 10\) km) heterogeneity distributed throughout the mantle explains the time dependence of observed \(PKP\) precursor amplitudes better than models where scattering is restricted to the \(D''\) region. Margerin and Nolet (2003b), however, contested the 1% r.m.s. velocity perturbation originally proposed by Hedlin et al. (1997) to explain the strength of the precursors, arguing instead for a much weaker value between 0.1% and 0.2%.

The reason for the discrepancy between the two studies has remained unclear, including whether it reflects different data processing choices or differences in theoretical modeling of the scattering. Hedlin et al. (1997) employed a single-scattering theory (e.g., Chernov, 1960) to sum Born scattering kernels for various
mantle depth layers while Margerin and Nolet (2003b) used a multiple-scattering approach. However, for the 0.1% velocity perturbation proposed by Margerin and Nolet (2003b), the scattering should be relatively weak, so there should not be a large difference between single and multiple scattering theories.

To resolve this disagreement, we perform a similar but independent analysis on a much larger dataset of PKP precursors, modeling their stacked amplitudes using a Monte Carlo seismic phonon algorithm (e.g., Shearer and Earle 2004, 2008; Peng et al. 2008) which conserves energy and allows for multiple scattering. Our best-fitting model agrees with Margerin and Nolet (2003b), yet we also find that a single-scattering approximation achieves similar results. We confirm that PKP observations favor whole mantle scattering rather than scattering from just the CMB or the D’ layer and show how strong scattering in the lithosphere can roughly explain observed PKPdφ waveform broadening. Observed PKP precursor amplitudes provide strong constraints on lower mantle scattering strength, and we show how two models proposed to explain other high-frequency scattered phases predict PKP precursor amplitudes much higher than those observed. Finally we discuss the implications of these results for whole-Earth scattering profiles and geodynamic and geochemical models.

2.2 Data selection and stacking

Since Margerin and Nolet (2003b), the amount of global seismic data has increased enormously. Using the Standing Order for Data (Owens et al., 2004) to download data from the Incorporated Research Institutions for Seismology (IRIS), we obtained more than 150,000 broadband PKP waveforms recorded at epicentral distances between 120° and 145° with Mw ≥ 5.7 for shallow events (depth < 50 km) and with Mw ≥ 5.5 for deeper events. Figure 2.1 shows the source-receiver distribution of the data used, as well as their associated CMB entry-exit points where the earliest-arriving precursor energy is likely to be scattered.

Prior to stacking, we bandpass filter the traces from 0.7–2.5 Hz and align them on their PKPdφ arrival times as calculated from PREM (Dziewonski and
Anderson, 1981). After alignment, we reject traces that exhibit low signal-to-noise ratios. Next, we compute the envelope function for each trace and subtract the average pre-event noise power. Because the energy arriving 0 to 20 s before the main arrival is of primary interest, we define the pre-event window to be 20 s to 60 s before PKPdf. Finally, we normalize each trace by the maximum amplitude arriving between 0 s and 5 s (i.e., the PKP arrival) and sum them in 0.5-degree range bins. Roughly 1000 seismograms contribute to the final stack in each range bin. Figure 2.2 shows the time and range dependence of the precursor stack, with the white curves showing ray-theoretical scattering onset times as a function of scattering depth.

Although Figure 2.2 is a pleasing image, it may not accurately represent globally averaged PKP precursor behavior. As Figure 2.1 makes clear, the source and receiver distribution is very non-uniform and previous studies have suggested that there exist considerable 3-D variations in heterogeneity strength. Vidale and Hedlin (1998), for instance, found exceptionally strong scattering near the CMB beneath the Pacific Ocean north of Tonga. Hedlin and Shearer (2000) identified strongly scattering areas beneath central Africa, parts of North America, and north of India. Margerin and Nolet (2003b) constructed sub-stacks based on region and observed stronger-than-average stacked envelopes for the Tonga-Eurasia corridor. Using short-period PcP reflections, Rost and Thomas (2010) found a P-wave reflector at 110 km above the CMB beneath the Kenai peninsula.

To reduce the possible biasing effects of the non-uniform station coverage, including the high concentration of stations in the United States and Europe, we apply a weighting scheme that emphasizes data from poorly sampled regions of the lower mantle. For an individual trace recorded at location $(\theta, \phi)$, we count the total number of traces, $N$, within a certain angular distance, $\Delta$, from $(\theta, \phi)$. During the stacking procedure, we then weight each trace by $1/N$, so that receiver-sparse areas influence the final stack as much as receiver-dense areas. As shown in Figure 2.3, we experiment with different $\Delta$ values to find that the main features of the precursor envelope remain largely unaffected by the weighting. This strengthens the notion that PKP precursors are a global feature, despite some degree of lateral
variability. For higher choices of $\Delta$, the stacked precursor envelope becomes less smooth. We attribute this behavior to the strong down-weighting of most traces in the stack, excepting those few with rare source-receiver paths. Upon stacking, these rare traces are insufficient in number to form a smooth envelope.

In addition to reducing bias due to non-uniform data coverage, we would like to estimate error bars for the $PKP$ precursor amplitudes, which ideally should include the effects of our limited data coverage rather than just variability in the raw dataset. Thus, instead of treating each trace as an independent measurement, we construct multiple sub-stacks that group similar ray geometries and treat these as statistically independent measurements. More specifically, we divide Earth’s surface into twelve equal-area cells and group traces that have traversed along similar corridors through the Earth. Because we group traces based on both source and receiver location, there are 144 possible combinations. However, only about thirty of these groups are populated because source-receiver distances for $PKP$ precursors are limited to between $120^\circ$ and $145^\circ$. To compute error bars, we apply a bootstrap resampling algorithm that repeatedly averages random combinations of these 30 populated groups. The resulting 95% confidence intervals are shown in Figure 2.4.

Although our dataset is much larger than those used in previous studies, our stacked $PKP$ precursor amplitudes are quite similar. With increasing time, the observed envelope emerges rather slowly after the ray theoretical onset (plotted in Figure 2.4). Since the main phase ramps-up in a similarly gradual way, this behavior may result from waveform broadening effects caused by strong heterogeneity in the lithosphere. With increasing range, a robust precursor signal emerges from the noise at about $125^\circ$ and increases gradually until $143^\circ$, where geometrical focusing near the b-caustic makes interpretation difficult.

We explored alternatives to the alignment strategy described above. Since PREM is a one-dimensional Earth model, we do not expect all of the traces to line up perfectly with the PREM predicted travel time curve. Large-scale lateral heterogeneity results in a travel time spread of about $\pm1s$, thereby limiting the time resolution of the data stack. Attempts to align the traces with an autopicking
algorithm or a maximum amplitude criterion were abandoned since they did not produce appreciatively clearer results and in some cases produced artifacts.

Our stacks agree with previous studies, so it is very unlikely that the factor-of-ten discrepancy between Hedlin et al. (1997) and Margerin and Nolet (2003b) arises from data selection biases or from subtleties in their stacking procedures. In the next section, we explore the possibility that the disagreement arises from differences in modeling assumptions.

2.3 Seismic phonon models

We use the Monte Carlo seismic phonon method described by Shearer and Earle (2004) to forward model the PKP precursor amplitudes. Though the details of numerical implementation differ, this algorithm is similar to the one developed in Margerin and Nolet (2003a). In brief, the method tracks individual energy particles sprayed from a seismic source located at the surface as they travel along trajectories from a large table of precomputed ray paths. Upon entering a scattering volume, a random path length is assigned to the particle. Once the particle exceeds that path length, a scattering event occurs and a random new direction and path length are assigned. When the particle returns to the surface, it is summed in an appropriate time-range bin. The method is designed such that, when the number of summed particles becomes large, the distribution of path lengths is exponential with mean value $l$ (since the probability of scattering along the ray path is constant) and the distribution of scattering angles matches the basic scattering patterns given by Sato and Fehler (1998).

This method obeys energy conservation, allows for multiple scattering, and naturally accounts for geometrical spreading and out-of-plane scattering effects. For computational efficiency, we initially consider P-to-P scattering only and restrict the seismic source to spray particles only along ray parameters, $p$, between 0 and 0.116 s/km. In the following section, we will discuss how additional scattering (P-to-S and S-to-P) in the lithosphere may help describe the slow decay of PKP coda.
We divide the mantle into three concentric scattering volumes, each described by a mean-free path, \( l \). The heterogeneity power spectrum in each volume is modeled with an exponential autocorrelation function (see Sato and Fehler 1998), parameterized by r.m.s. velocity perturbation, \( \epsilon \), and correlation length, \( a \). The models assume a velocity-density scaling factor, \( \nu \), of 0.8 to be consistent with previous studies. This parameter controls the amount of backscattering and should not significantly affect our results since PKP precursors are generated by near-forward scattering. To be certain that this is the case, we rerun our calculations with \( \nu = 0 \), i.e. with no density perturbations, and find that the synthetics are unaffected. Presumably the choice of \( \nu \) would be more relevant in the modeling of phases such as PKKP where backscattering is dominant. We determine the wavenumber from 1.3 Hz, the dominant frequency of the data, and the mean background velocity of each volume. The precomputed raypaths are based on a modified version of IASP91 (Kennett and Engdahl, 1991) where the sharp corner in the velocity profile at 2740 km depth is slightly smoothed.

The relatively weak scattering we assume for the lower mantle does not produce much pulse broadening or coda in PKPdf, i.e., the PKPdf pulses are much sharper than those seen in the data stacks. It is likely that the main source of PKPdf pulse broadening and coda is strong scattering in the lithosphere. Because PKP precursor ray paths also traverse the lithosphere, they should be similarly affected. Thus, correctly modeling the relative amplitudes of PKP precursors compared to PKPdf requires taking these pulse broadening effects into account, which in general will tend to increase precursor amplitudes compared to the peak PKPdf amplitude. This is most easily done by convolving the seismic phonon results, in power, with a empirical function that roughly matches the PKPdf observations. Later we will show how similar results can be obtained by explicitly including strong scattering in the lithosphere.

It is currently impractical to perform a rigorous grid search for \( a \) and \( \epsilon \) because of the length of time required for each forward model. Through trial and error, we find that heterogeneity distributed throughout the entire mantle with \( \epsilon = 0.1\% \) and \( a = 6 \) km closely agrees with the data stack, as shown in Figure 2.5.
Smaller values of $a$ (e.g., 2 km) tend to over-predict amplitudes at short ranges and under-predict amplitudes at long ranges; larger values of $a$ (e.g., 18 km) exhibit the opposite behavior. Figure 2.6 illustrates this effect of $a$ on the synthetics.

This model assumes an inner core $Q_\alpha$ of 360 (Bhattacharyya et al. 1993). More recently, Monnereau et al. (2010) observed that the inner core exhibits hemispherical variations in both $v_p$ and $Q_\alpha$. The center of the low attenuation ($Q_\alpha = 410$) hemisphere is beneath the Americas and the high attenuation hemisphere ($Q_\alpha = 160$), beneath the Indian Ocean. We test how these other $Q$-values would affect our preferred model; we would have to adjust $\epsilon$ by less than $\pm 15\%$ to achieve equally good fits. The CD branch, which is unaffected by inner core attenuation, arrives just after the DF branch. In the case of strong core attenuation, the CD arrival takes the place of DF as the reference phase.

Figure 2.7 shows the preferred models from Hedlin et al. (1997) and Margerin and Nolet (2003b) as calculated by the seismic phonon method. The model proposed by Hedlin et al. (1997) overpredicts the observed amplitudes by a margin much larger than allowed by the data uncertainties whereas the model put forth by Margerin and Nolet (2003b) provides a reasonable fit. To test whether the poor fit of Hedlin et al. (1997) comes from using a single-scattering approach, we restrict the seismic phonon algorithm to output only singly scattered particles. We find, however, that 90% of the energy arriving near $PKP$ experiences zero scattering events (these comprise the direct wave); 9% are scattered once (the Born term); and the remaining 1% are scattered multiple times. Therefore, a single-scattering assumption is unlikely to cause a factor of ten under-prediction of the scattered amplitudes.

Why, then, do our results disagree with those published by Hedlin et al. (1997)? We obtained a copy of the Born scattering code used by Hedlin et al. (1997) and were able to identify two problems that together resulted in a systematic under-prediction of the Born kernels by about a factor of eight. Specifically, the time bins in the numerical integration scheme were incorrectly normalized and the geometrical spreading factor was miscalculated for the second leg of each scattered wave. This accounts for the discrepancy. The overall shapes of the kernels,
however, are not significantly altered by this bug, so the *Hedlin et al.* (1997) conclusion that whole-mantle scattering fits the data better than CMB-only scattering remains valid. We confirm this result in our phonon calculations by restricting scattering to a 200-km-thick region above the CMB and choosing $\epsilon$ and $a$ until we achieve a reasonable fit. Though the differences are admittedly subtle, the best fitting CMB-only model shown in Figure 2.8 rises more steeply than the data, then flattens while the data continue to rise, and under-predicts the observed amplitudes near the $PKPdf$ onset by a margin larger than the uncertainty estimates allow. If we increase $\epsilon$ to fit the later arriving precursors, the model increasingly over-predicts the earliest arriving amplitudes. This was previously noted by both *Hedlin et al.* (1997) and *Margerin and Nolet* (2003b).

Before moving on, we should emphasize that this result is based upon data that are narrow-band-filtered around 10 km. Features at longer or shorter scale lengths may—and probably do—exist, but these filtered data are not sensitive to them. As noted by *Cormier* (2000), the distinctness of $D''$ may disappear when one only considers the high-frequency part of the spectrum. We have chosen to work in this frequency band for the sake of resolving the disagreement between *Hedlin et al.* (1997) and *Margerin and Nolet* (2003b), but future work should make an effort to probe longer and shorter wavelengths.

We should also note that this method is subject to the limitations of ray theory, and—in its current form—is unable to model diffracted waves. We hope that we have avoided potential problems with this approximation by working in a sufficiently high frequency band, which is supported by the non-observation of the $PKP$ diffracted wave near the b-caustic in our data stacks. Another potential issue is the amplification of the waves scattered in and out of the b-caustic, which this method treats via ray (or rather, particle) densities. We justify this approach because it is impossible to get infinite energy near a caustic because the algorithm sprays a finite number of particles. As computational capabilities improve, it would be useful to see how well global 3D numerical simulations of the wave equation agree with this high-frequency approximation.
2.4 Including lithospheric scattering

As shown by the white travel times curves in Figure 2.2, scattered energy near the b-caustic may arrive after the $PKPdf$ onset. If these amplitudes could be accurately observed, one could make stronger conclusions about the depth extent of small-scale structure in the mid-mantle. However, Hedlin and Shearer (2002) showed that in practice the large statistical variability in $PKP$ coda makes constraining mid-mantle heterogeneity difficult. It is believed that much of this variability is caused by incoherence in depth phase arrivals between stacked events. Additionally, the observed waveforms pass through the strongly heterogeneous lithosphere, and the $PKPdf$ branch traverses the inner core, which has been shown to scatter high-frequencies (Cornier and Li 2002; Peng et al. 2008).

Although this study focuses primarily on fitting $PKP$ precursors, we want our models to match, at least crudely, the coda shapes. Strong scattering in the lithosphere will spread energy out from both the $PKP$ precursors and the main arrival. However, because the $PKP$ precursors are already spread out in time, the result will be to increase the amplitude of the precursors relative to the peak $PKPdf$ amplitude. This effect can double the relative precursor amplitude just before the onset of $PKPdf$, most notably at ranges where the precursor onset time is earliest.

To incorporate the effect of the lithosphere, we develop and compare two different approaches. Figure 2.9 shows how each method affects the uncorrected amplitudes. The first approach, used previously to produce Figures 2.5, 2.7, and 2.8, simply entails a convolution, in power, of the seismic phonon output with an empirical function. In the second approach, the seismic phonon method explicitly models the lithospheric scattering. To the original three mantle volumes discussed in the previous section, we add a lithospheric scattering volume with $\epsilon = 4\%$ and $a = 4$ km from 0–200 km depth. We also augment the scattering strength in the uppermost mantle volume (depth range 200–600 km) by increasing $\epsilon$ to 3%. Improving upon the first approach, this method sprays particles for the full range of $p$ and keeps track of P-to-S and S-to-P scattering. We like this approach because of its physical basis, but it is computationally expensive to sum over the full range...
of $p$ for both P- and S-waves, often requiring hundreds of CPU hours to obtain an acceptably smooth result.

For this study, we have mainly used the convolution method because of its speed and simplicity. Ultimately, however, we would like to use the seismic phonon method to model the effects of whole Earth scattering on the full length of the $PKP$ envelope. Cormier and Li (2002) suggested that scattering is the predominant attenuation mechanism of the inner core for the 0.02–2 Hz frequency band. If we relax the $Q_\alpha = 360$ assumption and instead use the Cormier and Li (2002) scattering model ($\epsilon = 8.4\%$, $a = 9.8$ km) in the uppermost 300 km of the inner core, the modeled precursor amplitudes are not significantly affected. The change of inner-core attenuation mechanism does, however, cause an amplitude increase in $PKP$ coda, but this inner-core scattering model produces less than 50% of the the coda amplitude observed in the data stack. The remaining coda power is most likely generated by scattering in the lithosphere.

### 2.5 Discussion

#### 2.5.1 Relevance to observations of $P$ coda and $P\text{diff}$ coda

$PKP$ precursors are uniquely valuable to the study of deep small-scale structure because of their sensitivity to the lowermost mantle and because they arrive before the main phase rather than in its coda. However, as reviewed by Shearer (2007), there are a number of other scattered seismic phases that have at least some sensitivity to deep-Earth scattering.

Earle and Shearer (2001) modeled global stacks of $P\text{diff}$ coda with a mantle containing evenly distributed fine-scale heterogeneity of $a = 2$ km and $\epsilon = 1\%$. Later, Shearer and Earle (2004) modeled $Pcoda$ amplitudes between 30° and 90° using the seismic phonon method with $a = 8$ km and $\epsilon = 0.5\%$ throughout the lower mantle. Though these two models are non-unique, they show that observations of $P$ coda and $P\text{diff}$ coda are compatible with whole-mantle scattering. However, these models have lower-mantle velocity perturbations much stronger than the 0.1% perturbations that we have shown are consistent with $PKP$ precursor
amplitudes. Thus, as shown in Figure 2.10, both proposed models systematically overpredict the data amplitudes. The reason for this discrepancy is not clear and will require further study. The \textit{Earle and Shearer} (2001) \textit{P}diff coda study used a single scattering theory and it is possible that strong scattering near the CMB could channel \textit{P}diff scattered energy. \textit{P} coda is dominated by strong scattering in the shallow Earth and it is possible that alternate models exist that could explain the data using only 0.1\% velocity perturbations in the lowermost mantle. Alternatively, scattering in the lower mantle may be anisotropic, with stronger scattering occurring for the more horizontally traveling rays contributing to \textit{P} coda than for the more vertically traveling rays contributing to \textit{PKP} precursors. An analysis of broadband \textit{PKP} waveforms by Cormier (1999) suggests that such anisotropy is unlikely to be present throughout the entire lower mantle, yet it may be a feature of the \textit{D''} layer. Our long-term objective is to find a self-consistent Earth model that can adequately explain the amplitudes of all the main scattered phases.

\textbf{2.5.2 Geodynamical interpretation}

Though \textit{a} and \textit{ϵ} have clear relevance to the Earth’s velocity structure, these parameters should also provide constraints on geodynamical models of the mantle. The small values for \textit{a} required to produce short-period precursors imply that the heterogeneity is of chemical, rather than thermal, origin. Here we identify possible avenues of interpretation.

- Slab recycling. Over geologic timescales, the near-surface rock cycle continuously creates compositional heterogeneity in the form of oceanic crust and underlying depleted lithosphere; subduction transports this heterogeneity into the mantle (e.g., Stixrude and Lithgow-Bertelloni, 2012). It has been proposed (e.g., Brandenburg and van Keken, 2007) that subducted oceanic crust may accumulate at the base of the mantle to form the seismically observed large low shear velocity provinces (LLSVPs). However, mantle convection models by Li and McNamara (2013) suggest that subducted oceanic crust is viscously stirred into the mantle at quicker rates than such structures would be able to form, implying that this heterogeneity may be distributed more
evenly throughout the mantle. Likewise, Kaneshima and Helffrich (2010) interpreted S-to-P scattering objects at mid-lower mantle depths (800 km to 2200 km) as subducted and folded oceanic crust. Their observations support the notion that small-scale heterogeneity persists for billions of years despite convective stirring and is ubiquitous in the lower mantle.

- Primordial mantle material. A portion of this chemical heterogeneity could be interpreted as primordial material which, through mantle convection, has been sheared, refolded, and interbedded with younger recycled material (e.g., Albarède, 2005). Mixing models by Manga (1996) support this notion that geochemical reservoirs can persist in the mantle for gigayears, provided that they are 10–100 times more viscous than the surrounding mantle.

- LLSVP-related silicate melt or iron enriched mantle. Using short-period arrays, Frost et al. (2013) deterministically located small-scale scatters that produced PKP precursors on seismograms recorded by the Yellowknife Array. These scatterers cluster into a ridge above the CMB beneath South Africa, possibly composed of dense residual material expelled to the edges of the LLSVP during convection.

- Small-scale variations in CMB topography. Although our preferred model contains heterogeneity uniformly distributed throughout the mantle, we cannot rule out contributions from CMB topography. Recently discovered rolling-hill structures on the CMB may have been formed by interactions between the outer core and the lowermost mantle (Sun et al., 2012). Admittedly, these features are more than an order of magnitude larger than the ∼ 10 km heterogeneities that would cause 1 Hz precursors, but such evidence for iron-rich structures at the base of the mantle raises the possibility that similar structures may exist at a smaller scale.

Absent from any of these interpretations is our preferred $\epsilon$ value of 0.1%. This global average may represent the product of the volume fraction of heterogeneous material and the velocity perturbation (in percent) of that material. To
determine which, if any, of the above interpretations provides the most plausible explanation for small-scale compositional heterogeneity in the mantle requires an interdisciplinary approach that considers both mineral physics and convective mixing calculations.

2.6 Conclusion

In summary, we have constructed global stacks of $PKP$ precursor amplitudes from all available broadband seismograms recorded from 1990-2012 to find that they do not differ considerably from previous studies. We have modeled their envelopes using an energy-conserving, multiple-scattering approach to show, in accordance with Margerin and Nolet (2003b), that an r.m.s. perturbation of $\sim 0.1\%$ explains the data. We have reconciled this result with the 1% value published by Hedlin et al. (1997) by finding a scaling error in their code. We have developed two separate methods to account for strong lithospheric scattering and have confirmed that small-scale ($\sim 10$ km) heterogeneity is not confined to a 200-km-layer above the CMB. These results provide constraints on geodynamic and geochemical models of the lower mantle.
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Figure 2.1: Top: Hammer projection showing source (blue circles) and receiver (red triangles) locations for waveforms analyzed in this study. Bottom: The green markers show approximate CMB entry-exit points.
Figure 2.2: Top: Data stack showing the time and range dependence of $PKP$ precursors. The time series are sampled at 20 Hz and are stacked in 0.5° range bins. Times are relative to the $PKPdf$ onset and amplitudes are relative to the $PKP(df,cd)$ maximum at each range. The white curves show earliest possible ray-theoretical arrival times for energy scattered above the CMB (units in km above the CMB). Bottom: Number of recordings stacked in each range bin.
Figure 2.3: Comparison of different weighting schemes used to elicit globally averaged precursor amplitudes.
**Figure 2.4:** Vertical cross-sections of the data stack with 95% confidence limits from bootstrap resampling. To enhance visibility of the precursors, the stacks are scaled up by a factor of five at negative times. The dashed line shows the ray theoretical onset time for waves scattered at the CMB.
Figure 2.5: Preferred model plotted against the 95% confidence intervals of the data stack. Precursors are enhanced by a factor of three.
**Figure 2.6**: A demonstration of how these data are able to constrain correlation length. Left: An exponential model with $a = 2$ km and $\epsilon = 0.2\%$ underpredicts the precursor amplitude at high ranges. Right: An exponential model with $a = 18$ km and $\epsilon = 0.2\%$ overpredicts the precursor amplitudes at high ranges.
Figure 2.7: Synthetics generated by the seismic phonon algorithm plotted against our data stacks. The left column shows the Hedlin et al. (1997) preferred values of $a$ and $\epsilon$, whereas the right column shows the Margerin and Nolet (2003b) values. To enhance visibility of the precursors, the curves are magnified by a factor of three at negative times.
Figure 2.8: A comparison of a best-fitting whole-mantle scattering model with a best-fitting CMB scattering model. To highlight the difference between the two fits, the curves are magnified by a factor of three at negative times and by a factor of 1.5 at positive times.
Figure 2.9: Two methods that account for strong scattering in the lithosphere. The leftmost column shows the uncorrected output of our preferred seismic phonon model. The center column shows the broadened amplitudes after convolution with an empirical function. The rightmost column shows broadened amplitudes obtained by direct modeling with the seismic phonon method. The precursors are enhanced by a factor of three.
Figure 2.10: Seismic phonon predictions of preferred mantle scattering models from studies of $P_{\text{diff}}$ coda (left) and $P$ coda (right). Convolution applied to correct for $PKPdf$ broadening. The precursors are enhanced by a factor of three.
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Chapter 3

On the frequency dependence and spatial coherence of \textit{PKP} precursor amplitudes

Abstract

Studies now agree that small-scale (\( \sim 10 \) km) weak (\( \sim 0.1\% \)) velocity perturbations throughout the lowermost mantle generate the globally-averaged amplitudes of 1-Hz precursors to the core phase, \textit{PKP}. The possible frequency dependence and spatial coherence of this scattered phase, however, has been given less attention. Using a large global dataset of \( \sim 150,000 \) \textit{PKP} precursor recordings, we characterize the frequency dependence of \textit{PKP} precursors at central frequencies ranging from 0.5 to 4 Hz. At greater frequencies, we observe more scattered energy (relative to the reference phase \textit{PKP}_{df}), particularly at shorter ranges. We model this observation by invoking heterogeneity at length scales from 2 to 30 km. Amplitudes at 0.5 Hz, in particular, suggest the presence of more heterogeneity at scales >8 km than present in previously published models. Using a regional bootstrap approach, we identify large (>20\(^\circ\)), spatially-coherent regions of anomalously strong scattering beneath the West Pacific, East Africa, and Central/North America. Finally, as proof of concept, we use array processing techniques to lo-
cate the origin of scattered energy observed in Southern California by the Anza and Southern California Seismic Networks. The energy appears to come primarily from out-of-plane scattering on the receiver-side. We suggest that such improvised arrays can increase global coverage and may reveal whether a majority of precursor energy comes from localized heterogeneity in the lowermost mantle.

3.1 Introduction

Small-scale structure in Earth’s lowermost mantle scatters seismic energy away from direct seismic waves, exciting a precursory wavetrain to the inner-core phase $PKP_{df}$ (Cleary and Haddon, 1972). Studies now agree that small-scale ($\sim 10$ km) velocity perturbations of $\sim 0.1\%$ distributed throughout the lower mantle match the globally-averaged time- and range-dependence of the precursor amplitudes at 1 Hz (Margerin and Nolet, 2003a; Mancinelli and Shearer, 2013), but there is still uncertainty regarding the primary type of heterogeneity responsible for lower-mantle scattering (Waszek et al., 2015). Several ideas have been proposed, including core-mantle boundary (CMB) topography (Doornbos, 1978), partial melt (Vidale and Hedlin, 1998), remnants of fossil slabs (Cao and Romanowicz, 2007), dense material related to Large Low-Shear Velocity Provinces (LLSVPs) (Frost et al., 2013), and Ultra-Low Velocity Zones (ULVZs) (Yao and Wen, 2014). In order to gain further insight into which of these is the primary cause of lower-mantle scattering, we present a study of the frequency dependence and spatial coherence of $PKP$ precursors.

Since it has become generally accepted that $PKP$ precursors are scattered waves from the deep mantle, several types of random media have been invoked to model them. Bataille and Flatte (1988) approximated the spectrum of inhomogeneities in the lowermost mantle by a power law, solving for the exponent by measuring changes in precursor amplitude with respect to scattering angle. Cormier (1995) used Gaussian media with correlation lengths from 20–35 km and rms velocity perturbations around 10% to synthesize precursor waveforms that matched a limited set of observed seismograms. Shortly thereafter, Hedlin et al. (1997)
modeled a global stack of precursor waveforms with exponential random media with a correlation length of 8 km. Margerin and Nolet (2003a), likewise, modeled global stacks of 1-Hz waveforms with exponential media, but found that the observed range dependence was not well matched. To better fit the observations, they proposed an alternative model richer in small-scale heterogeneity, noting that the correlation length associated with this model was fundamentally unresolvable due to the limited range of observations. Others (Hedlin et al., 1997; Mancinelli and Shearer, 2013), however, found that adjusting the correlation length of an exponential model provided sufficient control in fitting range-dependence of the precursor energy.

Less attention has been paid to the possible frequency dependence of PKP precursors. Although regional studies (Cormier, 1999; Thomas et al., 1999, 2009) have explored the frequency content of the scattered energy, global studies (Hedlin et al., 1997; Margerin and Nolet, 2003a; Mancinelli and Shearer, 2013) have focused on observations in a single frequency band centered at 1 Hz, because the scattered energy has the highest signal-to-noise at that frequency. In theory, observations of scattered energy at a given frequency are primarily sensitive to structure comparable in size to the seismic wavelength. Observations over a range of frequencies, therefore, ought to provide direct constraints on how heterogeneity power changes with length scale and thus should help discriminate between the various types of random media that have been proposed.

Here, we present global stacks of PKP precursors filtered in four non-overlapping bands with central frequencies ranging from 0.5–4.0 Hz. We show that the range-dependence of the scattered energy changes as a function of frequency. To model this observation, we generate synthetics from several types of random media models, ultimately finding that power-law heterogeneity spectra with exponents of $-3$ and $-2.6$ produce better fits than exponential models. We then attempt to map possible lateral variations in lower-mantle scattering strength by comparing regional stacks of data with the global average. We find large-scale regions of strong scattering beneath the West Pacific, East Africa, and Central/North America. The statistical significance of these observations is confirmed by boot-
strap resampling and spatial coherence tests. Lastly, we demonstrate as a proof of concept that groups of nearby stations can be used to estimate the source regions of scattered energy. We use array processing techniques—vespagrams, beamforming, and waveform cross-correlation—to locate the source of the scattered energy recorded in Southern California. In light of these findings, we conclude with a discussion of the likely sources of lower-mantle scattering and of promising future research directions.

3.2 Methods I: Data stacking

We obtain a global dataset of \( PKP \) waveforms from an online archive maintained by the Incorporated Research Institutions for Seismology (IRIS). In this study, we use the same data that were used in the single-frequency study by Mancinelli and Shearer (2013), composed of \( \sim 150,000 \) broadband vertical channels (BHZ) recorded from 1990–2012 for shallow events (depth < 50 km) with \( M_W \geq 5.7 \) and deep events with \( M_W \geq 5.5 \).

At each frequency, we characterize the time- and range-dependence of the scattered energy by employing an envelope stacking procedure similar to previous \( PKP \)-precursor studies (Hedlin et al., 1997; Margerin and Nolet, 2003a; Mancinelli and Shearer, 2013). To characterize the frequency dependence, we repeat the stacking procedure with different bandpass filters (0.4–0.75 Hz, 0.75–1.5 Hz, 1.5–3 Hz, and 3–6 Hz). A separate culling step is applied for each frequency, so each stack may be composed of a different subset of seismograms. The number of seismograms in each stack varies with both range and frequency; the exact numbers are shown in Figure 3.1. Despite the relatively small number of seismograms in the 3- to 6-Hz stack, bootstrap resampling tests suggest that the stacked precursor amplitudes are stable. We apply this procedure on waveforms filtered from 5–10 Hz (not shown), but no signal is discernible at these high frequencies. We also obtain stacks at lower frequencies (0.1–0.2 Hz and 0.2–0.4 Hz, not shown), but these observations may be influenced by diffraction near the \( b \)-caustic and we do not attempt to model them in this study. At frequencies lower than 0.1 Hz, the precursors are indiscernible.
because they overlap with the main phase (c.f., Thomas et al., 2009).

The most remarkable feature of these stacks is that, with increasing frequency, the precursors become more visible at shorter ranges. Since precursors are understood to be waves scattered into and out of the b-caustic at 145° (Cleary and Haddon, 1972), this suggests that increased amounts of large-angle scattering is involved at higher frequencies. For 3-D heterogeneity spectra of the form \( P(m) \propto m^n \), the scattering pattern is proportional to \( m^{4+n} \) (Shearer and Earle, 2004, eq. 4). Thus, to have increasing scattering power with frequency for a given angle, the power-law exponent \( n \) must be greater than \(-4\). (For reference, an exponential model has an exponent of \(-4\) in the large wavenumber limit.) In the following section we will explicitly define various forms of the heterogeneity spectrum and discuss how well each fits the observed PKP precursor amplitudes.

### 3.3 Methods II: Waveform modeling

#### 3.3.1 Random media models

To forward model the global stacks, we take a statistical approach. We define heterogeneity power as a function of wavenumber, and from this assumption we calculate the scattering properties of the medium as a whole. Each random medium is parameterized by an autocorrelation function, \( R(x) \), or alternatively, its three-dimensional (3-D) Fourier transform, the power spectral density function (PSDF):

\[
P(m) = \iiint_{-\infty}^{\infty} R(x) e^{-im \cdot x} dx
\]

where \( x \) is the lag position vector and \( m \) is the angular wavenumber vector. In this study, we consider only random media with isotropic heterogeneity properties. In mathematical terms, \( R \) and \( P \) depend only on \( x \) and \( m \), respectively, where \( x = ||x|| \) and \( m = ||m|| \) (Sato et al., 2012).
3.3.2 Phonon models

Once a PSDF has been defined for each scattering layer within our model, we use a particle-based phonon approach (*Shearer and Earle*, 2004) to forward calculate the wavefield. We run each simulation at a single frequency, \( f_0 \), computed as the harmonic mean of the filter bandlimits, \( f_1 \) and \( f_2 \), i.e.:

\[
 f_0 = \left[ \frac{1}{2} \left( f_1^{-1} + f_2^{-1} \right) \right]^{-1}. \tag{3.2}
\]

This parameter affects the scattering coefficients and intrinsic attenuation.

In this study, we distribute heterogeneity throughout the lowermost 1200 km of the mantle. Previous work has shown that full mantle scattering gives better fits to the time-dependence of the 1-Hz stacked precursors than do models where heterogeneity is restricted to the CMB or the D" region (*Hedlin et al.*, 1997; *Cormier*, 1999; *Margerin and Nolet*, 2003a; *Mancinelli and Shearer*, 2013). We confirm that a 1200-km-thick scattering layer is an appropriate assumption for this work by forward modeling the time-dependence at various frequencies. Layers thicker than 1200 km do not appear to affect the synthetics, probably because most of the scattered energy from shallower depths arrives after PKP\(_{df}\). Shrinking the layer down to a thickness of 200 km (i.e., D" scattering) produces synthetics with constant amplitudes at greater times; this does not match the observed ramp-like time-dependence. There is an exception at 4 Hz where the uncertainties in the data stacks are too large to distinguish between the two cases.

Scattering by strong heterogeneity in the lithosphere and upper mantle affects the precursor amplitudes indirectly by broadening the PKP\(_{df}\) arrival and exciting postcursors (*Cormier*, 1995; *Thomas et al.*, 2000). Since the precursors are already spread out in time, the relative amplitude of the precursor wavetrain is effectively increased. At the cost of computational speed, lithospheric scattering can be modeled directly by the phonon code. Alternatively, one can convolve the output of the phonon code, in power, with an empirical broadening function to account for this effect. Since both methods produce similar results (*Mancinelli and Shearer*, 2013), we use the convolution approach for the sake of computational efficiency.
To be consistent with previous studies, we assume that the $P$-wave quality factor ($Q_\alpha$) for the inner core is 380 (Bhattacharyya et al., 1993). Another parameter that we have to set is the velocity-density scaling ratio $\nu$; we choose 0.8 which is the estimated lithospheric value from Birch’s Law. It has been shown previously that adjusting this parameter has no significant effect on the modeled precursor amplitudes since forward (rather than backward) scattering is involved (Mancinelli and Shearer, 2013).

3.4 Fitting the frequency dependence

Before moving into a quantitative discussion of the various models and their data fits, we would like to illustrate how simple models can produce the observed change in the $PKP$ precursor range-dependence as a function of frequency. Figure 3.2, for example, shows the phonon code prediction for a random media model with an H-G spectrum (Equation 3.4, below) that contains self-similar heterogeneity at length scales smaller than 1000 km. These images show greater amounts of scattered energy at short ranges with increasing frequency, just as is observed in the data stacks.

For a more quantitative treatment, we compare our global stacks with phonon code predictions of the scattered wavefield assuming various types of random media. We focus on finding a single spectrum that simultaneously fits the range-dependence in each of the four frequency bands (0.5, 1, 2, and 4 Hz). To assess the performance of each model, we plot the mean amplitude in a 6-s time window before the onset of $PKP_d$ for each range bin. The 95% confidence intervals are estimated using a similar procedure. We find models that achieve reasonable fits to the data by trial and error; a formal inversion is currently impractical due to the time required to run each phonon model and the lack of a convergence criterion that is reliable for a large set of models.

The first spectrum we test is the exponential random media model previously published by Mancinelli and Shearer (2013). The 3-D PSDF is given by

$$P(m) = \frac{8\pi\epsilon^2a^3}{(1 + a^2m^2)^2}$$ (3.3)
and is plotted in Figure 3.3 with a correlation length, $a$, of 6 km and an rms velocity fluctuation, $\epsilon$, of 0.2%. Exponential models have more small-scale structure than Gaussian models, but most of the variance remains at wavelengths comparable to the correlation length. For a correlation length of about 6 km, as was preferred by Mancinelli and Shearer (2013), the observations are fit reasonably well, although there is not enough scattered energy at ranges greater than 138° at 0.5 Hz (Figure 3.4). If one raises the correlation length of the exponential model to 50 km in order to increase the amount of low-angle scattering, the fits at 1, 2, and 4 Hz degrade because of the relatively rapid fall-off rate of the PSDF.

Margerin and Nolet (2003a) proposed an H-G spectrum (after Henyey and Greenstein, 1941) that is richer in fine-scale heterogeneity:

$$P(m) = \frac{\epsilon^2 a^3}{(1 + a^2 m^2)^{1.5}}. \quad (3.4)$$

This spectrum has the property of self-similarity (i.e., constant power-per-octave) in the limit where $am \gg 1$. When testing these models, we find that an upper limit on the correlation length $a$ is unresolvable, which was also noted by Margerin and Nolet (2003a). As shown in Figure 3.5, including heterogeneity as large as 30–80 km produces better fits to the long range (> 140°) precursors at 0.5 Hz. The correlation length of 30 km provides enough large-scale heterogeneity to fit the observations within error, but extending this value to 80 km does produce a model that more closely tracks the 0.5-Hz stack. Increasing the correlation length to values greater than 80 km does not significantly alter the model prediction. We notice that the H-G models systematically overpredict scattering at 2 Hz at ranges greater than 140°.

To address this, we try an Alternate Model (hereafter referred to by AM) that is even richer than H-G in fine-scale structure:

$$P(m) = \frac{\epsilon^2 a^3}{(1 + a^2 m^2)^{1.3}}. \quad (3.5)$$

This model still fits the range-dependence at 0.5, 1, 2, and 4 Hz within the estimated data uncertainties, and more closely matches the long-range amplitudes at 2 Hz. Thus, we argue that the AM spectrum has the “best-fitting” power-law
exponent of $-2.6$. The predictions of the three types of models (i.e., exponential, H-G, and AM) are shown together with the data in Figure 3.4.

Although the phonon code accounts for multiple scattering, it is interesting to reevaluate whether single (Born) scattering is a suitable assumption for this problem. For the best fitting H-G model with $a = 80$ km, the lower-mantle mean-free-paths are 40,000; 14,000; 5,900; and 2,800 km for 0.5, 1, 2, and 4 Hz respectively. Benchmarking tests from Margerin and Nolet (2003b) suggest that mean-free-times less than 400 s (i.e., mean-free-paths shorter than $\sim 5300$ km) require multiple scattering to be accurate within 20% error. Therefore, single scattering seems to be adequate for PKP precursors at 0.5, 1, and 2 Hz, but possibly not at 4 Hz. The transport mean-free-paths (c.f., Przybiella et al., 2009)—580,000; 290,000; 140,000; and 71,000 km—are considerably larger than the standard mean-free-paths. This suggests that the scattering pattern is strongly anisotropic (i.e., most scattering events redirect energy by only a very small angle); this is not surprising considering that the preferred H-G model has increased amounts of large-scale structure.

In Equations 3.4 and 3.5, the parameter $\epsilon$ represents a scaling factor rather than the rms velocity fluctuations of the medium. Strictly speaking, the H-G and AM spectra have infinite variance when integrated over the entire spectrum. This, of course, is unphysical. To estimate the physical variance, one should integrate the spectrum only to a wavenumber corresponding to half of the seismic wavelength (Margerin and Nolet, 2003a, eq. 12). At lower-mantle velocities and at a maximum frequency of 4 Hz, the largest wavenumber (smallest wavelength, respectively) that we can expect to constrain is $\sim 4$ km$^{-1}$ (2 km).

### 3.5 Lateral variations

Mapping lateral variations in scattering strength may help in understanding the nature of the lower-mantle scatterers. This problem is complicated by the fact that both source- and receiver-side heterogeneity scatter precursor energy, and one cannot uniquely map amplitudes observed at a single station to a point
of origin in the lower mantle. In an initial attempt at this problem, Hedlin and Shearer (2000) inverted for scattering source regions using Global Seismographic Network (GSN) recordings of PKP precursors. The authors noted rough correlations between large-scale tomography anomalies including the African plume and the Tethys trench, but acknowledged that these were “tentative rather than definitive” based on bootstrap resampling tests. In a recent global study of PKP precursors, Waszek et al. (2015) found no correlation between scattering and large-scale velocity structure at the core–mantle boundary (CMB) and noted much variability of the amplitudes within each region.

Here we attempt to solve the problem in a different way. For each seismogram in our dataset, we calculate the CMB piercing points for the PKP$_{df}$ phase. We divide the surface of the CMB into 20° regional cells and group the waveforms by the source-side piercing point. We further divide each regional cell into 8 azimuth bins and construct a 2-D stack (e.g., Figure 3.1) for the data (bandpass filtered from 0.7–2.5 Hz) in each bin. We measure the average amplitude deviation of each regional stack by subtracting the global average (Mancinelli and Shearer, 2013) and taking a weighted mean of the resulting difference in a 20-s window before the onset of PKP$_{df}$. The weights correct for the fact that weak amplitudes tend to occur at short ranges whereas strong amplitudes tend to occur at long ranges. This distills each regional 2-D stack into a single scalar measurement that can be plotted on a map. We quantify the statistical significance of each measurement by bootstrap resampling the set of seismograms and recomputing the 2-D stack and its associated scalar statistic. We deem a regional deviation to be significantly strong (or weak, respectively) if 95% of 1000 bootstrap estimates are above (or below) zero. We repeat this entire exercise assuming that the scattering occurs near the receiver-side piercing point.

After plotting the median deviations for each bin on the maps in Figure 3.6, we find large regions of spatially-coherent strong scattering in the West Pacific, Central/North America, and East Africa. We also identify several regions that display azimuthally-dependent scattering behavior. Receiver-side scattering in western North America, for example, shows stronger-than-average amplitudes for rays
coming from the south and weaker-than-average amplitudes for rays coming from the north. Also, the region near 0° E 60° S displays strong scattering for rays along the ENE–SWS axis and weak scattering along for rays the WNW–ESE axis. These patterns may arise from the shape of the scatterers (i.e., anisotropic heterogeneity) or from differences in scattering properties in the far-side scattering regions. In 9 out of the 10 cases where both maps show a deviation in the same bin, both maps agree on the sign of the deviation. The only exception is a bin near 20° N 70° W.

As an additional check on the reliability of these observations, we conduct a test to determine the average spatial coherence of PKP precursor amplitudes for our global dataset. What we want is a measure, as a function of ray separation, of how likely it is for two measurements of precursor amplitudes to be similar. We define the log-amplitude difference between a pair of precursor waveforms with amplitudes $A_1$ and $A_2$ as $\log_{10}(A_1^*) - \log_{10}(A_2^*)$; the asterisks denote that the raw amplitudes have been divided by the global average to correct for systematic variations caused by the range-dependence of this phase. The ray separation is defined as $\sqrt{(\Delta_s^2 + \Delta_r^2)}/2$ where $\Delta_s$ and $\Delta_r$ are the great circle distances between the two sources and the two receivers, respectively. For each pair, we plot the absolute difference between the log-amplitudes versus ray separation in Figure 3.7. Due to the variability in these measurements it is difficult to see a trend when looking at the raw scatter plot. To address this, we split the measurements into bins by ray separation (log scale) and plot the median absolute log-amplitude difference in each bin (black circles, Figure 3.7). These medians reveal a trend whereby the absolute differences in log-amplitude increase with greater values of ray separation from about 0.02° to 90°. This suggests that large-scale global variations in precursor amplitude do exist within our dataset.

Ideally we would expect the log-amplitude difference to approach zero at increasingly small values of ray separation. We observe, however, that this parameter stops decreasing at ray separations between 0.01° and 0.05°; this is likely because of incoherent noise recorded at nearby (but not colocated) stations. For the case of colocated channels (not plotted because of log x-axis), the log-amplitude difference is nearly zero.
3.6 Array processing

Array methods provide another means to better understand the origin of lower mantle scattering. Determining the slowness and backazimuth of precursor waves can in principle resolve the source–receiver ambiguity discussed in the previous section (Thomas et al., 1999; Cao and Romanowicz, 2007; Frost et al., 2013). In recent years, many broadband stations have been deployed to address questions about the lithosphere and upper mantle. Here we explore how data from these stations could be used to expand global coverage of precursor slowness and backazimuth measurements.

We apply array processing techniques (Rost and Thomas, 2002) to PKP precursors from the 30 September 2009 M$_W$ 7.6 earthquake in southern Sumatra recorded by an array of stations in Southern California. The array geometry is shown in Figure 3.8. The primary goal of this exercise is to determine whether the precursor energy originates from the source- or receiver-side. Using the Seismic Handler analysis program (Stammler, 1993), we construct 4th-root vespagrams to constrain the precursor slowness. Prior to stacking, the seismograms are filtered to high frequency (1–2 Hz). We find that the precursor energy is diffuse in the vespagrams when assuming the theoretical backazimuth of 305$^\circ$, yet the energy of the main phase is strong and the slowness is well constrained. As shown in Figure 3.9, reducing the backazimuth to about 275$^\circ$ gives clear precursor energy in the vespagram with a slowness of 3.2 ± 0.3 s/$^\circ$ followed by a weaker precursor with a slowness of 2.0 ± 0.2 s/$^\circ$. A grid-search over the slowness and backazimuths suggests that the backazimuth of the scattered precursors is 275 ± 7$^\circ$ (Figure 3.10).

To check the calibration of our array, we measure the backazimuth and slowness of the $PKP_{df}$ phase. We observe the slowness to be 2.6 ± 0.3 s/$^\circ$. This is significantly larger (by about 0.7 s/$^\circ$) than the theoretical slowness of 1.9 s/$^\circ$, suggesting that local structure (e.g., dipping sediment layers) may be biasing our precursor measurements towards larger slownesses. The observed backazimuth of $PKP_{df}$ is 300 ± 10$^\circ$, which is in agreement with the theoretical backazimuth of 305$^\circ$. Measuring the slowness of the later arriving phases $PP$ and $SKS$ confirm that our array biases the slowness of these phases, so we apply a correction of −0.5
s/° to the measurements in the previous paragraph.

Developing an ideal set of mislocation vectors for this array would require analyses of many phases from earthquakes all over the globe (e.g., Krüger and Weber, 1992), which is beyond the scope of this study. Despite the lack of a detailed mislocation vector, we argue that enough information is present to resolve the source–receiver ambiguity. The measured (and corrected) backazimuths and slownesses suggest that both precursors are scattered from out-of-plane heterogeneity on the receiver side. Synthetic tests with the phonon code confirm this. In addition to the backazimuth and slowness, the arrival time provides information that helps locate the depth of the scatterer. According to ray theoretical calculations, in-plane CMB scattering produces energy that arrives 18 s prior to $PKP_{df}$; scattering at 600 km above the CMB produces energy 5 s prior to $PKP_{df}$. The precursors revealed by the vespagram analysis show arrival times 12 and 6 s before $PKP_{df}$, suggesting that the observed energy is scattered within the deepest 600 km of the mantle. The upper limit of 600 km is a conservative bound because the scattered energy comes from out-of-plane and thus travels a greater distance. Locations and depth constraints that are more precise may be obtained by using weighted stacking methods (e.g., the $F$-statistic, Frost et al., 2013), but even with our relatively simple analysis we are able to resolve the source–receiver ambiguity and determine that the scattered energy comes from outside the great-circle path.

We also experiment with another method relying on the cross-correlation of waveforms to obtain time-shifts (with errors) that provide optimal alignment of the precursor waveforms. After aligning the broadband waveforms on the $PKP_{df}$ phase, we filter the seismograms between 0.25 and 2.0 Hz and set all amplitudes to zero after the theoretical $PKP_{df}$ onset time. Then, we align the collection of precursors using a cross-correlation algorithm (e.g., Reif et al., 2002). The results of this procedure are shown in Figure 3.11. From the resulting set of optimal time shifts, we can estimate the best-fitting plane wave that corresponds with the arriving energy. Weighted least-squares estimation yields a plane wave with 1.4 s/° and a backazimuth of 260°. Since these waveforms are aligned on $PKP_{df}$ prior to cross-correlation, a correction of 1.9 s/° is added to this estimate to obtain the
absolute slowness of the precursor energy. These values are in rough agreement with those obtained from the beamforming analysis above, again suggesting that the observed precursor energy comes from out-of-plane receiver-side scattering.

We tried this technique on a variety of arrays, and we found that it works best with a relatively broad-band filter (0.25–2.0 Hz) and arrays of closely spaced stations. We found many good precursor recordings by Transportable Array (TA) stations, but in most cases the station spacing was too coarse for our methods to perform very well. The precursor waveforms need to be highly similar in order for the cross-correlation algorithm to work, and this is not the case for many of the arrays we tried. EarthScope Flexible Array stations, although generally more closely spaced than TA stations, displayed dissimilar precursor waveforms from station to station, making it difficult to constrain the origin of the scattered energy. We have not yet tried using data from the Flexible Array experiments deployed in the eastern United States, but these may yield better results given the higher-density spacing and presumably simpler local structure. We leave an exploration of these data for future work.

3.7 Discussion

3.7.1 The nature of lower-mantle scatterers

The motivation behind the research presented in this paper is to better understand the nature of small-scale heterogeneity in the lowermost mantle. Results from the frequency-dependence, spatial coherence, and array processing suggest that the lower mantle consists of a ubiquitous scattering fabric with localized strong scatterers responsible for generating high-amplitude precursors. Here we discuss the implications of our three main results.

(1) We find that H-G random media with correlation lengths of 30 km or larger produce good fits to the global stacks of $PKP$ precursors at 0.5, 1, 2, and 4 Hz. Although the H-G model was previously proposed by Margerin and Nolet (2003a) to model the range dependence of precursor amplitudes at a single frequency, their focus was to increase the amount of heterogeneity at length scales
smaller than 15 km. They tested H-G models with correlation lengths of 15, 30, and 80 km and concluded that their observations could not favor any of these models over the others. Here we have confirmed that the H-G model outperforms the exponential model, but we argue that correlation lengths $\geq 30$ km provide better fits to the 0.5 Hz observations. This represents an improved global constraint from the Margerin and Nolet (2003a) study and confirms the larger-scale lower mantle scatterers reported in regional studies of PKP precursors (Wen and Helmberger, 1998; Thomas et al., 1999).

As things stand, it is likely that the lower-mantle heterogeneity obeys either an H-G or AM type spectrum with an arbitrarily large correlation length. In the limit where the correlation length increases to a very large value, the H-G and AM models approach a power-law form with exponents $-3$ and $-2.6$. The H-G spectrum possesses constant power-per-octave and has been associated with models of a marble-cake mantle structure resulting from convective mixing (Batchelor, 1959; Antonsen and Ott, 1991; Agranier et al., 2005; Ricard et al., 2014). At lowermost-mantle pressures and temperatures the shear-wave velocity contrast between basalt and harzburgite is about 2–4% (Stixrude and Lithgow-Bertelloni, 2012). In the upper-mantle, the shear-wave velocity contrast can be considerably larger, 10–20% (Xu et al., 2008). This may explain why globally-averaged small-scale velocity perturbations in the upper mantle and lithosphere have been reported to be an order of magnitude larger than those in the lower-mantle (Shearer and Earle, 2004, 2008). Another plausible idea is that short-wavelength changes in the fast axis of an anisotropic fabric can scatter energy much like volumetric heterogeneity can. Such textures—either volumetric or anisotropic—may be the source of the ubiquitous PKP precursors, which have been observed in almost every region of the globe (Hedlin and Shearer, 2000; Waszek et al., 2015).

Of course, this result relies on the assumption that ray theory is valid at 0.5 Hz for ranges as large as 142°. Close to the $b$-caustic (at 145°) the effect of diffraction is expected to become increasingly more important at reduced frequencies. The combined effects of diffraction and scattering are difficult to evaluate at this time because of the great computational cost in running global spectral element
simulations accurate to a period of 1 s.

(2) We observe significant large-scale lateral variations in PKP precursor amplitude. Spatially-coherent regions of strong scattering appear beneath the West Pacific, Central/North America, and East Africa. The anomalies beneath Central/North America and the West Pacific were previously noted by the Hedlin and Shearer (2000) study, who suggested that the strong scattering may be due to remnants of the Farallon Slab and Tethys Trench. A small area of strong scattering east of Japan is shown by Hedlin and Shearer (2000), but we find a much broader region of strong scattering that extends throughout much of the West Pacific. We also observe a few cases of azimuthally-dependent scattering (e.g., Cormier, 1999); these may be caused by anisotropic heterogeneity within the observed regions.

(3) We experiment with using various arrays of stations to constrain the slowness and backazimuth of PKP precursor energy, as has been done in some previous studies. It is likely that dense local arrays deployed to address near-surface issues may expand our coverage of scattering in the deep Earth. Although mislocation vectors may be lacking for these improvised arrays, in many cases they may be able to resolve the source–receiver ambiguity. We present an example where the array processing techniques succeeded in locating out-of-plane receiver-side scattering close to the CMB near Southern California. The fact that arrays can precisely locate the slowness and backazimuth of precursor arrivals implies that small-scale heterogeneity may be, in many cases, quite localized. If this is the case, however, one might expect some regions to be devoid of scattering. This has not been routinely observed. Expanding array coverage should help address the question of how much scattered energy comes from localized, rather than distributed, heterogeneity.

3.7.2 Future work

Although this work has focused exclusively on PKP precursors, other phases may provide additional information about small-scale lower-mantle heterogeneity. The time- and range-dependence of 1-Hz $P_{\text{diff}}$ coda, for example, was shown to be consistent with 1% perturbations with a correlation length of 2 km
under the assumption of single scattering (Earle and Shearer, 2001). Since more recent studies have shown that perturbations of this magnitude are too strong (Mancinelli and Shearer, 2013), further research should be done to determine the range of heterogeneity spectra that can match the observed amplitudes of $P_{\text{diff}}$ coda.

$P_{\text{diff}}$ coda filtered at longer periods could, in principle, help constrain heterogeneity power at intermediate scales of tens to hundreds of meters. This phase is challenging to model with the phonon code because it involves both diffraction and scattering. We performed SPECFEM3D.GLOBE (Komatitsch and Tromp, 2002a,b; Chaljub et al., 2007) simulations for 3-D Earth models with random velocity heterogeneity distributed throughout the lower mantle. Preliminary tests, however, suggest that all of the long-period (20–40 s) $P_{\text{diff}}$ coda energy can be modeled by reasonable amounts of heterogeneity in the lithosphere and upper mantle (Mancinelli et al., 2015, submitted), so unique constraints on intermediate-scale heterogeneity in the lower mantle are not likely to come from this phase.

Another scattered phase, $P' \bullet P'$, consists of out-of-plane scattered energy from various depths in the mantle (Earle et al., 2011). The long time-window for this phase suggests that it can be used to characterize heterogeneity throughout the mantle (Rost et al., 2015). Although some success has resulted from using array techniques on this phase (Earle et al., 2011; Rost et al., 2015), characterizing its globally-averaged time-, range-, and frequency-dependence has been challenging thus far due to high-amplitude signal-generated noise from the surface waves that precede this phase. Future studies of $P' \bullet P'$ should focus on using deep earthquakes and innovative stacking methods to isolate the scattered energy associated with $P'P'$.
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Figure 3.1: *PKP* precursor stacks, showing globally-averaged amplitude as a function of time and epicentral distance for different frequency bands. White curves delineate onset times for scattered energy at various depths in the lower mantle. Histograms show how many seismograms were used in each range bin. See Mancinelli and Shearer (2013) for more details.
Figure 3.2: Synthetic $PKP$ precursor amplitudes, as computed using the phonon algorithm for H-G random media with $\epsilon = 0.5\%$ and $a = 1000\ km$. 
Figure 3.3: Comparison of heterogeneity spectra proposed to model PKP precursors. The blue dotted line is the exponential model published by Mancinelli and Shearer (2013). The dashed curves indicate results from older studies based on more band-limited observations (Bataille and Flatte, 1988; Cormier, 1995). The solid colored lines are H-G models with varying correlation lengths (15, 30, 80, and 1000 km) and $\epsilon = 0.5\%$. The dashed-dotted line is our Alternate Model (AM) with $a = 1000$ km and $\epsilon = 0.16\%$. 
Figure 3.4: Comparison between observed (thick black curves) and predicted PKP precursor amplitudes for three different types of random media. The dashed black lines mark the 95% confidence intervals for the data stacks.
Figure 3.5: Comparison between observed (thick black curves) and predicted PKP precursor amplitudes for a variety of H-G models. The dashed black lines mark the 95% confidence intervals for the data stacks.
Figure 3.6: Apparent lateral variations in PKP precursor amplitude. Measurements are grouped into 20° cells based on the CMB entry (upper map) or CMB exit (lower map) points for PKP$_{df}$. Each cell is subdivided into 8 azimuth bins, which are plotted as colored pie wedges. The point of each wedge faces the source region (upper map) or the receiver region (lower map). For the upper map, of the 118 bins containing 5 or more traces, 74 (63%) deviate significantly (see main text) from the global average. For the lower map, of the 122 bins containing 5 or more traces, 79 (65%) deviate significantly from the global average. For clarity, only bins with significant deviations are plotted on these maps.
Figure 3.7: A scatterplot of absolute difference in log-amplitude versus ray separation (gray dots). Due to the large number of points, we only plot every 500th one. The median for the complete set of points is plotted in each bin (black circles). We have restricted this analysis to 1-Hz seismograms recorded at ranges from 120–140°.
Figure 3.8: Stations used to locate the origin of PKP precursor energy from the $M_W$ 7.6 30 September 2009 event in southern Sumatra. Red triangles (Anza Network: BZN, CRY, FRD, KNW, LVA2, PFO, RDM, SND, TRO, WMC; Southern California Seismic Network: DGR, PLM) were used in the beamforming exercise. The blue triangles (Anza Network: HWP, MONP2; Southern California Seismic Network: BEL; Transportable Array: 109C) were added for the cross-correlation analysis.
Figure 3.9: (upper) Example seismogram recorded at station PFO filtered from 1–2 Hz. (center) Fourth-root vespagram assuming the theoretical backazimuth of 305° of the recording at the array in Figure 3.8. (lower) Same as center, but assuming a backazimuth of 275°.
Figure 3.10: Fourth-root stacks in slowness azimuth space for 3-s windows around the earliest precursor (upper), the second precursor (center), and the $PKP_{df}$ arrival (lower).
Figure 3.11: (upper) A record section of the PKP precursor waveforms filtered from 0.25–2.0 Hz. These have been aligned on the reference phase PKP$_{df}$ which was subsequently removed. (center) Waveform alignment after the cross-correlation algorithm is applied. (lower) Observed travel-time shifts (black dots) compared with those predicted by a plane wave with slowness $1.4$ s/$^\circ$ and a back-azimuth of $260^\circ$ (red x’s). Note that the waveforms were aligned on PKP$_{df}$ prior to cross-correlation, so the PKP$_{df}$ slowness ($1.9$ s/$^\circ$) should be added to obtain an absolute slowness estimate.
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Chapter 4

Constraints on the heterogeneity spectrum of Earth’s upper mantle

Abstract

We constrain the heterogeneity spectrum of Earth’s upper mantle at scales from a few kilometers to tens-of-thousands of kilometers using observations from high-frequency scattering, long-period scattering, and tomography. Tomography and high-frequency scattering constraints are drawn from previous studies, but constraints on mantle heterogeneity at intermediate scales (5–500 km) are lacking. To address this, we stack \( \sim 15,000 \) long-period \( P \)-coda envelopes to characterize the globally-averaged scattered wavefield at periods from 5–60 s and at ranges from 50–98°. To fit these observations, we consider models of random mantle heterogeneity and compute the corresponding global wavefield using both a ray theoretical “seismic particle” approach and full spectral element simulations. Von Kármán random media distributed throughout the uppermost 600 km of the mantle with \( a = 2000 \) km, \( \epsilon = 10\% \), and \( \kappa = 0.05 \) provide a good fit to the time-, range-, and frequency-dependence of the stacks, although there is a tradeoff between \( \epsilon \) and the thickness of the assumed scattering layer. This random media model also fits previously published 1-Hz stacks of \( P \)-coda and agrees with constraints on long-wavelength structure from tomography. Finally, we explore geodynamically plausible scenarios...
that might be responsible for the rms and fall-off rate of the proposed spectrum, including a self-similar mixture of basalt and harzburgite.

4.1 Introduction

Seismic tomography has imaged the large-scale structure of the mantle and seismic scattering studies have constrained the strength of mantle heterogeneity at very short length scales, but the full heterogeneity spectrum of the mantle has not yet been resolved. In particular, there is a sizable gap in our knowledge of mantle heterogeneity at intermediate scale lengths between about 5 and 500 km. Gaining a more complete understanding of mantle heterogeneity at all scales is essential to addressing key questions about Earth’s history and dynamics, such as: What is the nature of mantle convection? Can geochemical reservoirs persist throughout geologic time? What is the ultimate fate of subducting slabs?

Over the past decades, global seismic tomography has made great progress toward constraining both the amplitude and location of large-scale lateral velocity perturbations in seismic velocities throughout Earth’s mantle. Such efforts have resulted in a number of tomography models from different groups, all of which are based on regularized inversions of several types of seismic data, including: (1) travel times of direct and reflected phases, (2) normal-mode splitting measurements, (3) surface-wave dispersion measurements, and (4) full seismic waveforms. For structure within the uppermost 200 km of the mantle, most current-generation shear-wave models agree reasonably well to spherical harmonic degree 16, implying a global resolution limit of about 2400 km at these depths, although smaller features may be resolved in areas where favorable data coverage allows. In the deeper upper mantle (200–600 km) and the lowermost mantle (2500–2890 km), the models are well correlated out to degree 8. However, resolving large-scale mid-mantle structure (600–2500 km) is more challenging; in this depth range models are often uncorrelated even at the lowest degrees. See Becker and Boschi (2002) and Meschede and Romanowicz (2015a) for detailed comparisons among many recent mantle models.
Regional tomography models can resolve heterogeneities as small as a few hundred kilometers, although the exact resolution of each model depends upon several factors including (1) the types of seismic data used (surface-waves, body-waves, noise cross-correlations), (2) the inversion technique employed (matching travel times versus fitting waveforms), and (3) the locations of the receivers and sources, which are unique to every region. Again, see Meschede and Romanowicz (2015a) for a survey of recently published regional models.

A rigorous comparison between regional and global tomography models was initially undertaken by Passier and Snieder (1995), who found that regional tomography models of Europe displayed 15–30 times as much power as global models at overlapping scales (about degree 30). Later, Chevrot et al. (1998) emphasized the difficulty of comparing global and regional models due to fundamental differences in parameterization — the former is parameterized in terms of spherical harmonic basis functions and the latter is parameterized in terms of Fourier series — arguing that when the conversion from one basis to the other is properly done, global and regional tomography models are indeed consistent at overlapping length scales. Most recently, Meschede and Romanowicz (2015a) highlighted the importance of minimizing truncation effects when estimating spherical power spectra from regional models and used a multi-taper approach developed by Wieczorek and Simons (2005) to confirm that regional and global tomography models generally agree at overlapping length scales.

Despite the efforts of regional tomography, constraints on the amplitude of mantle structure smaller than a few hundred kilometers remain equivocal. Residuals of $P$-wave travel times suggest that about half of the heterogeneity power is at scales smaller than 300 km (Gudmundsson et al., 1990). Su and Dziewonski (1992), on the other hand, used $SS$ residuals to argue that features larger than 2500–3500 km are dominant.

High-frequency scattering studies provide compelling evidence for significant small-scale (1–10 km) heterogeneity throughout the lithosphere and upper mantle (e.g., Sato and Fehler, 1998; Shearer and Earle, 2004; Kennett and Furumura, 2013). The depth extent of this heterogeneity, however, is poorly resolved.
Global observations of *PKP* precursors suggest that small-scale heterogeneity persists throughout the lower mantle (*Hedlin et al.*, 1997), but recent studies report that these perturbations are likely smaller than those in the lithosphere and upper mantle by an order of magnitude (*Margarin and Nolet*, 2003a; *Mancinelli and Shearer*, 2013).

Taken as a whole, these studies suggest Earth’s upper mantle is seismically heterogeneous at length scales spanning at least 4 orders of magnitude, from a few kilometers to tens of thousands of kilometers. However, our knowledge of the complete mantle heterogeneity spectrum is limited in two important ways: (1) We lack key constraints on global mantle heterogeneity power at intermediate scales (5–500 km), and (2) The different parameterizations used in tomography and scattering studies hamper their direct comparison. Addressing the first point will require both new observations and accurate methods for modeling the effects of intermediate-scale structures on the global seismic wavefield at arbitrary periods. Energy-conserving particle-based methods (*Margarin and Nolet*, 2003b; *Shearer and Earle*, 2004) are ideal for modeling global short-period scattering observations because of their low computational cost. It has not yet been shown, however, that these approaches are valid at periods much longer than 1 s, as ray-theoretical assumptions are expected to fail away from the infinite-frequency limit. Addressing the second point requires relating the power-per-degree on the surface of a sphere (used in most global tomography studies) with the power-spectral-density of velocity perturbations in a volume (used in most scattering studies).

Here we attempt to address these issues. Specifically, we (1) model the time, range, and frequency dependence of globally-averaged *P*-coda amplitudes with a single upper-mantle heterogeneity spectrum, (2) confirm the validity of a ray-theoretical modeling approach with full-wavefield spectral-element calculations, (3) relate our power-spectral-density function with large-scale constraints obtained from tomography models, and (4) suggest a geodynamically-plausible scenario for the generation of the observed upper-mantle heterogeneity spectrum.
4.2 Methods

Our study is motivated by the fact that long-period seismograms often display more energy between the main arrivals than is predicted by global tomography models (Figure 4.1). Our goal is to determine whether adding intermediate-scale (5–500 km) structure to the tomography models can produce scattering that can explain the excess observed energy. We begin by characterizing the average amplitude of scattered energy in a global dataset of seismograms at teleseismic distances. We then attempt to fit these observations by considering models of random mantle heterogeneity and computing the corresponding global wavefield using both a ray theoretical “seismic particle” approach and full spectral element simulations.

4.2.1 Characterizing scattered energy in data

We use “Standing Order for Data” (Owens et al., 2004) to obtain a global dataset of broadband vertical waveforms down-sampled to 0.5 Hz from an online archive maintained by the Incorporated Research Institutions for Seismology Data Management Center (IRIS DMC). Because we are primarily interested in globally-averaged properties, we request data recorded at Global Seismic Network (GSN) stations. We obtain waveforms from 661 normal and thrust events (Mw ≥ 5.7, depth ≤ 50 km) occurring between 1 January 2010 and 17 July 2013. For reasons discussed later in the text, we exclude waveforms from events with strike-slip focal mechanisms.

To measure globally-averaged scattered energy as a function of time, range, and frequency, we construct global stacks after applying the following preprocessing steps. First, each waveform is filtered to isolate the frequency content of interest. Second, we assess the quality of each waveform by measuring the peak amplitude of the direct P-wave pulse relative to the peak amplitude of the “noise” in a window 150 to 50 s prior to the predicted P arrival. Waveforms with poor signal-to-noise (≤ 10) are rejected. Third, we compute the envelope function of the time series and remove pre-event noise power from the entire trace. Fourth, we align the waveforms on the maximum amplitude occurring within ±12 s of the predicted P
arrival time. Finally, we normalize the entire trace by the peak $P$-wave amplitude and stack each point in an appropriate time-distance bin.

Summing thousands of seismograms produces a smoothly-varying final stack that represents the globally-averaged time- and range-dependence of the scattered amplitudes. We repeat this procedure for a set of bandpass filters (5–10 s, 10–20 s, 20–40 s, 30–60 s) to assess how the scattered amplitudes depend upon frequency. Since the signal-to-noise check is applied separately at each frequency, the number of waveforms in each stack varies. The 5–10 s stack (near the microseism noise peak) has the fewest waveforms (6,371) and the 20–40 s stack has the most waveforms (17,382). Because our focus in this study is on intermediate frequencies, we do not analyze data at periods shorter than 5 s. However, later we will compare our results with the 1-Hz scattering study of Shearer and Earle (2004).

The specific design of the filter does not significantly affect the main result, but filters with weak sidelobes in the time-domain are preferred because they reduce contamination of the coda waves by energy leakage from the direct pulse. For consistency, it is important to use identical filters (i.e. the same sets of weights and the same algorithm) to process both the observed and synthetic waveforms.

Ideally, our global waveform stack represents Earth’s globally averaged properties. However, our incomplete ray coverage, coupled with likely lateral variations in scattering strength, implies some uncertainty in this assumption. To assess this, we divide the observations into about 1,600 subsets based upon similar source-receiver geometries and apply the stacking procedure to each subset. The mean of the regionally-distinct substacks provides an estimate of the global average. Bootstrap resampling of the collection of substacks gives $2\sigma$ uncertainty bounds.

### 4.2.2 Modelling I – Monte Carlo method

Particle-based Monte Carlo methods provide a powerful tool for modeling seismic amplitudes at high frequencies (Gusev and Abubakirov, 1987; Abubakirov and Gusev, 1990; Hoshiba, 1991; Margerin et al., 2000; Bal and Moscoso, 2000; Shearer and Earle, 2004). These methods treat the seismic wavefield as a sum
of discrete energy particles that individually experience random scattering events based on probabilities computed from the heterogeneity properties of the medium. These approaches naturally account for multiple-scattering and geometrical spreading effects in an energy-conserving framework. In this work, we use the Monte Carlo phonon algorithm developed by Shearer and Earle (2004).

Initially, we divide the mantle into three concentric scattering volumes. The first volume extends from the Earth’s surface to a depth of 200 km; the second, from 200 km to 600 km; and the third, from 600 km to the core-mantle boundary. The heterogeneity in each volume is statistically parameterized by a von Kármán autocorrelation function (ACF) (Sato and Fehler, 1998),

\[ R(r) = \frac{\epsilon^2 2^{1-\kappa}}{\Gamma(\kappa)} \left( \frac{r}{a} \right)^\kappa K\kappa \left( \frac{r}{a} \right) \]  

(4.1)

where \( r \) is the magnitude of the lag vector, \( a \) is the correlation length, and \( \epsilon \) is the rms velocity perturbation. \( \Gamma \) is the gamma function and \( K\kappa \) is the modified Bessel function of the second kind of order \( \kappa \). This ACF applies to random media with isotropic properties; hence it depends only upon the magnitude, rather than the magnitude and direction, of the lag vector. The one-dimensional (1-D) Fourier-transform of Equation 4.1 gives the 1-D power-spectral-density function (PSDF)

\[ P(m) = \frac{2\pi^{1/2}\Gamma(\kappa + 1/2) \epsilon^2 a}{\Gamma(\kappa) (1 + a^2 m^2)^{\kappa + 1/2}} \]  

(4.2)

where \( m \) is the magnitude of the wavenumber vector. Equation 4.2 resembles a power law with exponent \(-2\kappa - 1\) for large wavenumbers \((am \gg 1)\). The role of \( \kappa \), then, is to control the relative proportion of large- to small-scale heterogeneity in this limit.

Before moving forward, a few more assumptions must be made. We assume that the fractional shear-wave velocity perturbations are equal to the fractional \( P \)-wave perturbations of the medium, and that the fractional density perturbations are proportional to the fractional velocity perturbation scaled by a factor of 80%. We assume that the \( P \)-velocity to \( S \)-velocity ratio equals \( \sqrt{3} \), which is true for a Poisson solid. Altering these parameters affects the directional scattering probabilities, as well as the probability of phase conversions between \( P \) and \( S \).
For example, increasing the relative density perturbations increases the amount of backscatter \cite{sato1998}. We assume an intrinsic attenuation model that is identical to the one favored by \textit{Shearer and Earle} \cite{shearer2004}, who noted that larger $Q$ values provide better fits to high-frequency coda observations, possibly because $Q$ models often include the effects of both scattering and intrinsic attenuation. Above a depth of 220 km, $Q_\alpha = 450$; beneath 220 km, $Q_\alpha = 2500$. For the attenuation of shear energy, we assume that $Q_\beta = \left(\frac{4}{9}\right)Q_\alpha$.

The code tracks individual seismic energy particles (termed \textit{phonons}) that are sprayed over a discrete range of takeoff angles as they travel along trajectories obtained from a large table of pre-computed ray-paths for the 1-D reference model. Upon entering a scattering volume, a phonon is assigned a random path length — an instance of an exponentially distributed random variable whose mean is determined by the heterogeneity properties of the medium. Once the phonon travels its assigned distance it scatters in a random direction, where the directional probability is also governed by the heterogeneity properties. At this point, another random path length is generated from the distribution and the phonon travels onward. When the phonon returns to the free surface, its energy is summed in a time-distance array, and the phonon is reflected downward. As this process is repeated for a large number of phonons, the time-distance array continues to populate, eventually converging to a smooth model of the seismic-energy field. This method also handles $P$-to-$S$ and $S$-to-$P$ conversions and reflection/transmission effects at interfaces using a probabilistic framework. In these models, the phonons are sprayed from an isotropic source at the free surface. The $S/P$ energy ratio is held constant at 23.4, based on theoretical results for a double-couple source averaged over all directions \cite{sato1984}. For more details about this method, the reader is directed to \textit{Shearer and Earle} \cite{shearer2004} and \textit{Shearer and Earle} \cite{shearer2008}.

This phonon method has been used previously to model scattered phases at frequencies near 1 Hz. In this study, however, we aim to model scattered waves at periods as long as 45 s. As a final step one must account for the broadening effects of the long-period filters used to process the waveforms. To this end, we compute
the envelope function of the filter and convolve it, in power, with the output of the phonon code. In the following section, we validate our use of the phonon method at long periods by comparing its results against spectral element calculations.

4.2.3 Modelling II - Spectral element simulations

Recent advances in computing power have made it possible to accurately simulate seismic wave-propagation in 3-D heterogeneous Earth models with full anisotropy, attenuation, and arbitrarily complex 3-D geometry (Komatitsch and Tromp, 2002a,b; Chaljub et al., 2007; Tromp et al., 2008). In particular, the SPECFEM3D_GLOBE (SEM, for short) software package (e.g., Komatitsch et al., 2002) generates synthetic seismograms of global seismic waves accurate for periods from 17–500 s provided that one has access to a modest computer cluster (Tromp et al., 2010). In our experience, synthetics accurate to 17 s can be computed in about 2 hours of computing time on 96 processors. We run simulations on parallel Xeon E5-2680 processors from the Texas Advanced Computing Center (TACC) Stampede system. By contrast, the particle-based modeling approach often converges to a stable solution within a few hours of computing time on a single processor, but it sacrifices phase information, generating only seismic energy envelopes. SEM calculations, on the other hand, produce complete waveforms. Another disadvantage of the phonon approach is that it is based on geometrical ray theory and thus neglects finite-frequency effects that become increasingly relevant at long periods.

In this section, we compare results of the phonon method and SEM. First, we explain how to generate random realizations of layered mantle heterogeneity in 3-D coordinates, and discuss how to interpolate this realization to the SEM mesh. Second, we show our source-receiver distribution for the test. Finally, we compare stacks of SEM synthetics with output from the phonon code and discuss where the two models agree and disagree.

To generate random earth models, we begin in the wavenumber domain. For each element in a $501 \times 501 \times 501$ array, we set the Fourier amplitude to a value defined by the PSDF of choice and randomize the phase component. Transforming
the array into the spatial domain, we obtain a cube of random media. Assuming that a side of this cube is equal to two times the radius of Earth, each voxel has a dimension of $25 \times 25 \times 25$ km. These models, then, can roughly capture heterogeneity as small as 50 km. See Appendix 4.A for details regarding the generation of these blocks of random media.

To include depth-varying heterogeneity in our models, we generate multiple cubes of random media, each with different heterogeneity spectra. We patch together concentric spherical shells from the different cubes to obtain a model that has depth-varying properties. To avoid the sharp velocity changes created by the boundary between two different random heterogeneity models, the transition areas between the spherical shells are smoothed by removing the power above a cutoff wavenumber in the Fourier domain (Figure 4.2). Figure 4.3 shows a slice through the equator of an example random 3-D Earth model with a von Kármán PSDF. We use a trilinear interpolation scheme to assign values from our evenly spaced random model to points on the SEM mesh, whose spacing generally varies with depth.

The setup for the SEM simulation is illustrated by Figure 4.4. To obtain many independent measurements per simulation, we place 26,484 virtual sensors at distances from 50 to 130 degrees from the source, at all azimuths. We place a virtual source at the equator, and experiment with different source radiation patterns. After each simulation, the synthetics are processed and stacked using the same code that processes the real data. The SEM mesh contains 256 spectral elements along each side of the six “chunks” in the cubed sphere. Benchmarks against semi-analytical normal-mode synthetic seimograms show that this mesh is accurate to periods of $\sim 17$s (Komatitsch and Tromp, 2002a,b).

Output from the two methods is compared in Figure 4.5. We find good agreement between the two methods for the scattered energy between $P$ and $PP$ at ranges from $50$–$96^\circ$. The agreement is best for isotropic, normal, and thrust sources. For strike-slip sources, however, the SEM synthetics have codas which are much more energetic than those modeled by the phonon code. This is likely due to the radiation pattern. For strike-slip events, the steep takeoff angles of
teleseismic $P$-waves means that they originate near a node in the $P$-wave radiation pattern. Scattering processes redirect $S$-waves and $P$ energy radiated from other parts of the focal sphere into the $P$ nodal plane; this results in high amplitude codas relative to the direct phase. In previous works (e.g., Shearer and Earle, 2004), it was implicitly assumed that stacking seismograms from many events would result in a net isotropic source, but here we find that including strike-slip events may bias results. Thus we exclude strike-slip events from this study.

Although the methods agree regarding the energy between $P$ and $PP$, there was a marked disagreement on the amplitude of the $PKP$ phase (not shown) in the 20–40 s band. The source of the discrepancy is likely due to destructive interference between $PKP_{cd}$ and $PKP_{df}$. If this effect persists at higher frequencies, lower-mantle heterogeneity constraints from $PKP$ precursors should be revisited. However, such an effort would require SEM simulations accurate to 1 Hz, which is well beyond the scope of this study.

4.3 Results

Here we describe the main features of the data stacks, and the predictions of our preferred model, as plotted in Figure 4.6. In addition to the direct $P$ arrival, surface multiples $PP$ and $PPP$ are clearly visible. At long ranges, the relative amplitude of $PP$ begins to increase. This is mainly due to the decrease in the amplitude of $P$ approaching the onset of the shadow zone at 98°. At longer periods, the pulse-width of the main arrival broadens since the width of the time-domain pulse is proportional to the reciprocal of the bandwidth (in Hertz). Our global stacks show significant energy between the main phases, most notably between $P$ and $PP$, which we interpret to be scattered from volumetric heterogeneity within the mantle. This scattered energy is most notable at high-frequencies, but is distinctly non-zero even at the longest observed period (30–60 s).

Using the phonon method, we test the sensitivity of the synthetics to heterogeneity at various depths within the mantle. Ultimately we find that our data do not possess the resolution to uniquely place heterogeneity in either the lithosphere
or upper mantle, so henceforth we treat the top 600 km as a single layer, although we will discuss how the assumed thickness of this layer affects results at the end of this section. We also find that scattered energy from the lower mantle is not needed to fit these data. In fact, if one makes the lower mantle as heterogeneous as the upper mantle, our synthetics predict that more scattered energy would be seen at long ranges than is observed. This is consistent with the notion that the lower mantle is much less heterogeneous than the upper mantle and lithosphere. Adding the weak amount of lower-mantle scattering required by PKP precursor results (Margerin and Nolet, 2003a; Mancinelli and Shearer, 2013) has a negligible effect on our results; thus for simplicity in this study we set the rms perturbations of the lower mantle to zero and focus on constraining the upper-mantle spectrum.

We find that a von Kármán PSDF (Equation 4.2) with a correlation length of 2000 km, an rms perturbation of 10%, and $\kappa = 0.05$ provides a good first-order fit to the observations at all periods. Moreover, this PSDF provides a reasonable fit to the 1-Hz $P$-coda stacks previously published by Shearer and Earle (2004) (Figure 4.7) and overlaps with long-wavelength constraints from tomography (Figure 4.8). The tomography constraints are derived from spherical harmonic spectra of the uppermost 250 km of the mantle published by Meschede and Romanowicz (2015a). This derivation can be found in Appendix 4.B.

Here are a few observations regarding the fitting process. Increasing $\kappa$ increases the relative proportion of large- to small-scale heterogeneity, thereby affecting the frequency dependence of the synthetics. Values of $\kappa$ close to zero fit the data well, but increasing $\kappa$ much beyond 0.05 impedes our ability to fit the frequency dependence. Our preferred model has $\kappa = 0.05$ (rather than $\kappa = 0.01$) because the increased slope provides better agreement with the tomography results. Adjusting the correlation length has little effect on the synthetics, provided it remains greater than about 500 km. If the correlation length drops below this value, fits at the longest periods begin to degrade. Increasing the rms perturbation increases the amplitude of scattered energy, but not necessarily in a linear fashion. These models generally involve multiple scattering, having mean-free-paths ranging from about 7–500 km for our preferred spectrum (exact values depend on
frequency and depth, see Table 4.1). Due to our large choice of $a$ (which is required to match the large-scale structure in tomography), most scattering events do not redirect energy far from the original direction of propagation. In media where forward-scattering is dominant, a more appropriate quantity for comparison is the transport (i.e., momentum transfer) mean-free-path (e.g., Przybilla et al., 2009), which corrects for anisotropic scattering probabilities. Our preferred phonon models have transport mean-free-paths for $P$ energy in the upper mantle of about 2,500, 4,600, 8,700, and 13,000 km for periods of 7.5, 15, 30, and 45 s, respectively. At 1 Hz, the transport mean-free-path is $\sim 410$ km.

An alternate spectrum (Alternate A) with $a = 500$, $\epsilon = 18\%$, and $\kappa = 0.01$ fits the scattering observations just as well, but does not overlap with the tomography constraints at small wavenumbers. More complicated spectra (e.g., Alternate B) fit the scattering observations well and plot within the bounds allowed by tomography. At present, it is difficult to distinguish among these more complicated heterogeneity spectra, but comparisons with phase velocity maps may improve constraints at long wavelengths. It may seem surprising that $\epsilon$ changes quite dramatically for seemingly small changes in $\kappa$. As $\kappa$ approaches zero increasingly more heterogeneity is added at infinitesimal scales. Despite their differing $\epsilon$ values, Alternate A and the preferred spectrum plot almost on top of each other in Figure 4.8.

We investigate the possibility of lateral variations in scattering strength in our observations by employing the following procedure. For each data trace, we measure the mean amplitude of the $P$-coda in a window from 50–100 s after the peak $P$ amplitude. The measurements are then divided into 1,637 groups based on ray-path endpoints. In each regional group, bootstrap resampling with replacement is applied to determine the mean and variance of the coda amplitude. After discarding the groups with few ($< 5$) or wildly variable (errorbars wider than 0.15) measurements, we sort the remaining $\sim 350$ groups from smallest to largest mean amplitude, and plot their spatial distribution.

We find significant lateral variations of the scattered energy at all periods of observation except the longest (30–60 s). Paths traversing the continents tend
to result in weaker-than-average codas, whereas paths traversing the oceans (in particular subduction zones) tend to display the opposite effect. This pattern is shown, for example, in the 10–20 s band of observation (Figure 4.9). Similar patterns are observed for the 5–10 s and 20–40 s bands.

To fit the subset of data from the 25% of the paths with the smallest scattered amplitudes, $\epsilon$ of the preferred spectrum needs to be reduced from 10% to 6%. Likewise, fitting the subset of data from the largest 25%, $\epsilon$ needs to be increased only slightly, from 10% to 11%. Spectra that match the regional substacks displaying either the strongest or weakest coda amplitudes are plotted in Figure 4.8.

Before moving on, we should note the linear tradeoff between $\epsilon$ and the assumed thickness of the upper mantle scattering layer. That is, halving the assumed thickness of the scattering layer requires a doubling of $\epsilon$ in order to achieve similar fits. This is only true down to a certain thickness. Below a thickness of 100 km, the synthetics are unable to match the observed time-dependence for any $\epsilon$.

### 4.4 Discussion

In the previous section we proposed a single mantle heterogeneity spectrum that simultaneously explains, to first-order, (1) the long-period constraints presented in this study, (2) the high-frequency constraints reported previously (Shearer and Earle, 2004), (3) and constraints from global and regional tomography. Here we discuss geodynamically plausible scenarios for the generation of the heterogeneity observed at scales from 5–800 km.

Nearly 30 years ago, it was suggested that the upper mantle might contain elongated strips of subducted lithosphere that have been stretched and folded to small scales by convective strains (Allègre and Turcotte, 1986). This so-called marble-cake mantle contains heterogeneity at many scales, likely possessing a power-law spectrum with an exponent of $-1$ (Batchelor, 1959; Antonsen and Ott, 1991; Agranier et al., 2005; Ricard et al., 2014). The two primary components of this mixture would be basalt and harzburgite. (Basalt undergoes a phase change to eclogite at depth. For the purposes of this paper, “basalt” refers to both of these
Although the seismic velocities of these compositions vary with depth, they differ from each other by about 10% when averaged over the uppermost 800 km of the mantle (Xu et al., 2008). Figure 4.10 illustrates the textures associated with self-similar mixtures of basalt and harzburgite.

In Figure 4.11, we plot spectra for various basalt-harzburgite mixtures. First, assuming that mixing occurs only at wavelengths between 5 and 800 km, we vary the basalt fraction of the mantle (10%, 25%, 50%). Unsurprisingly, the 50–50 mixture produces the greatest rms scattering, but it is not large enough to match the preferred spectrum for the paths with the strongest codas. Second, we vary the minimum wavelength at which mixing occurs, assuming that the mantle is 50% basalt. We find that mixing down to the centimeter or meter scale significantly reduces the rms of the spectrum. If a basalt–harzburgite mixture is indeed responsible for the scattered energy in $P$-coda, this result implies that the mixing does not occur at scales much smaller than a kilometer. This is contrary to the notion that a marble-cake texture persists to the centimeter scale, at which point chemical diffusion homogenizes the mantle (Kellogg and Turcotte, 1987).

Another factor that may affect the velocity contrast between basalt and harzburgite is the presence of water. If basalt and harzburgite are fully hydrated, the contrast may increase from 10% to 20% or even 30% in the uppermost 185 km of the mantle in the vicinity of low temperature subduction zones (Hacker, 2003). Such an effect may contribute to the lateral variations in scattering strength discussed in the previous section.

Earlier we noted a tradeoff between the thickness of the assumed scattering layer and the value of $\epsilon$ required to match the amplitude of the scattered energy. Figure 4.12 shows the seismic velocity contrast between two components that would be required to match the observations. A scattering layer 100-km thick, for example, would require a velocity contrast of 45% between compositions. More reasonable velocity contrasts are compatible with thicker scattering layers, such as the 600-km thick one we have assumed throughout much of this study.

Of course, it is possible that scattering is stronger in the crust and lithosphere than in the underlying upper mantle due to compositional heterogeneity.
with stronger velocity contrasts than our assumed 10%. The presence of such a strong shallow scattering zone would reduce the scattering required at deeper depths in our model, but unfortunately we lack the depth resolution to test this idea.

We can, however, place this result within the context of the numerous studies that have used high-frequency $S$-wave envelopes to estimate the scattering properties of the lithosphere. At 1 Hz, regional studies typically suggest lithospheric mean-free-paths around 150 km (e.g., Japan, Hoshiba, 1993), although depending on the region this value can be as low as 28 km (Northern Greece, Hatzidimitriou (1994)) and as high as 1000 km (Germany, Sens-Schönfelder and Wegler (2006)). Our preferred spectrum has a transport mean-free-path of 330 km for 1-Hz $S$ energy in the lithosphere, which is within the range of previously reported values. Our spectrum also predicts an increase in $g_0$ (reciprocal of the mean-free-path) with increasing frequency between 1 and 10 Hz. While some regional $S$-coda studies (e.g., Fehler et al., 1992; Przybilla et al., 2009) agree with this trend, a majority show a constant or decreasing $g_0$ with frequency (e.g., Hoshiba, 1993; Giampiccolo et al., 2006).

Another important question is whether anisotropic scattering plays an important role in this problem. Kawakatsu et al. (2009) proposed horizontal melt-rich bands beneath the lithosphere-asthenosphere boundary; whereas Kennett and Furumura (2013) invoked horizontally elongated heterogeneities throughout the lithosphere and asthenosphere to model the codas of $Po$ and $So$. The presence of intrinsic anisotropy in seismic wavespeed may also be relevant. Varying orientations of olivine might provide a viable way to scatter enough energy, as the velocity difference between the fast and slow axes of olivine is on the order of 10%.

Thus far we have focused on how compositional variations might shape the observed spectrum, but lateral variations in temperature also play a role, especially at long wavelengths. Large scale variations in the uppermost mantle are dominated by the thermal differences between continents and oceans, i.e. warm, seismically-slow spreading ridges versus cold, seismically-fast cratons. At scales of $\sim 10$ km, the heterogeneity is most likely compositional because small-scale tem-
perature perturbations quickly diffuse away. Thus, the intermediate scales may represent a transition region where both thermal and compositional variations give significant contributions to observed perturbations in seismic velocity. This, perhaps, is an overly simplistic view, as it has been argued that large-scale variations in both temperature and composition are required to satisfy gravity observations (Deschamps et al., 2002).

In the future, extending these results to shorter ranges may help resolve the depth extent of scattering. Modeling scattered regional phases such as $Pn$- and $Sn$-coda (e.g. Tittgemeyer et al., 1996) may facilitate comparisons with local and regional coda studies and improve constraints on heterogeneity in the uppermost mantle.

Scattering of surface-wave energy may also contribute to our understanding of intermediate-scale structure in the upper mantle. Incoherent long-period ($\sim 100$ s) energy following the fundamental-mode surface waves can be modeled by invoking self-similar small-scale velocity perturbations throughout the mantle (Meschede and Romanowicz, 2015b). More events should be analyzed in order to obtain quantitative global constraints, as these will be important in confirming or refining our proposed spectrum.
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Figure 4.1: A comparison of recorded (black) and synthetic (red) seismograms for the 9 September 2010 $M_w$ 6.2 earthquake near the coast of Central Chile. Synthetic seismograms were computed as part of the Global Shake Movie project (Tromp et al., 2010) using 3-D velocity model S362ANI (Kustowski et al., 2008). Both the data and synthetics have been filtered from 20–40 s.
Figure 4.2: Illustration of the smoothing procedure. This random heterogeneity model has strong small-scale heterogeneity in the upper mantle and weak large-scale heterogeneity in the lower mantle. The transition between the two layers has been smoothed in the wavenumber domain by suppressing all structure with a wavelength smaller than 60 km.
Figure 4.3: Cross-section through an example 3D mantle model with random heterogeneity. The mantle is divided into two layers. The upper mantle—600 km thick—has stronger heterogeneity than the lower mantle. The heterogeneity in both the upper and lower mantle layers are random realizations of a Von Kármán autocorrelation function.
Figure 4.4: SEM model setup. 26,484 receivers are located in the gray region (50-130° range) at ∼ 1° spacing. The source is placed at the intersection of the equator and the prime meridian, at a depth of 20 km.

Figure 4.5: A comparison between the phonon and SEM methods for $P$-coda. The SEM synthetics were computed for a thrust source. They were filtered from 20-40s before stacking. The phonon code was run at 30s. The output was convolved, in power, with the filter wavelet used to postprocess the SEM synthetics.
Figure 4.6: Time and range dependence of $P$-coda filtered from 5–10s (upper-left), 10–20s (upper-right), 20–40s (lower-left), and 30–60s (lower-right). Data are plotted in gray; 95% confidence bounds obtained by regional bootstrapping are shown by thin black curves. The amplitudes predicted by the phonon code for the preferred random heterogeneity model are shown by dashed red curves. The phonon models were run at 7.5s (upper-left), 15s (upper-right), 30s (lower-left), and 45s (lower-right).
**Figure 4.7**: Fits of our preferred model (dashed red) to the 1-Hz data stacks published by Shearer and Earle, 2004. Phonon code run at 1s.
Figure 4.8: The preferred heterogeneity spectrum based on fits to scattering observations and tomography results. Two alternate spectra are plotted that fit the scattering observations almost as well. Bounds for the preferred spectrum are shown by black dashed lines. Each period of observation constrains the spectrum for a range of wavenumbers; these are shown by the black horizontal bars.
Figure 4.9: Lateral variations in $P$-coda amplitude when filtered from 10–20s. Data are grouped based on their ray endpoints (both source- and receiver-side). For each populated “bin” we show the associated source cell and receiver cell (colored circles) connected by a black curve. The statistical significance of these variations is confirmed by bootstrap resampling the measurements in each bin.
Figure 4.10: Random realizations of two-phase mixtures of basalt (dark green) and harzburgite (light green). The mixtures are self-similar so any linear length-scale may be applied to the axes.
Figure 4.11: Top: Predicted spectra for a marble-cake mixture of basalt and harzburgite. The net power of the spectrum is affected by changing the basalt fraction of the mixture. These models assume mixing occurs primarily at wavelengths between 5 and 800 km. Bottom: Predicted spectra for a marble-cake mixture of basalt (50%) and harzburgite (50%). The power of the spectrum over the range of observations (5-800 km) is reduced by allowing mixing to occur at smaller scales.
Figure 4.12: Tradeoffs between the thickness of the scattering layer and the required rms velocity perturbations. The thinnest layer tested (denoted by a red x) did not fit the data as well as the thicker layers. Assuming a two-component mixture with self-similar structure from 5–800 km, the equivalent velocity contrast between the two components can be calculated. The dashed green line represents the average velocity contrast between basalt and harzburgite throughout the upper mantle.
Table 4.1: Mean-free-paths (in km) for $P$ energy ($l_P$) and $S$ energy ($l_S$) for the preferred heterogeneity model. The superscript $t$ denotes the transport mean-free-path.

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>Lithosphere (0–200 km)</th>
<th>Upper Mantle (200–600 km)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$l_P$</td>
<td>$l_S$</td>
</tr>
<tr>
<td>1</td>
<td>11</td>
<td>7.2</td>
</tr>
<tr>
<td>7.5</td>
<td>67</td>
<td>44</td>
</tr>
<tr>
<td>15</td>
<td>130</td>
<td>83</td>
</tr>
<tr>
<td>30</td>
<td>270</td>
<td>160</td>
</tr>
<tr>
<td>45</td>
<td>450</td>
<td>240</td>
</tr>
</tbody>
</table>
Appendices

4.A Generating cubes of random media

We take the following approach (following Hoshiba (2000)) to generate global random media models. The fractional velocity fluctuation of the random medium $\xi(x)$ by definition has zero mean and rms perturbation $\epsilon$. Let $n(x)$ be the discretized version of the fractional velocity fluctuation with discretization intervals $\Delta_x, \Delta_y, \Delta_z$ along the respective $x$-, $y$-, and $z$-axes, and $N_x, N_y, N_z$ are the total number of discretization points in these orthogonal directions.

The random fluctuations $n(x)$ can be generated by taking the three dimensional inverse Fast Fourier Transform (FFT) of a function whose amplitude spectrum is the square root of the discretized PSDF and whose phase $\theta(m)$ is randomly generated from a uniform probability density in $[0, 2\pi)$ and satisfies $\theta(-m) = -\theta(m)$:

$$n(x) = F^{-1} \left[ P(|m|)^{1/2} (N_x \Delta_x N_y \Delta_y N_z \Delta_z)^{1/2} e^{i\theta(m)} \right]$$

(4.3)

Limitations imposed by computer memory make it difficult to span many scale-lengths in these models. For models shown in this work, $\Delta_x$ is typically around 25 km, meaning that power at wavelengths smaller than about 50 km cannot be represented in the discretized form. The rms perturbations in these models will always be less than or equal to the $\epsilon$ used to parameterize the continuous PSDF defined on $(-\infty, \infty)$. If the PSDF decays away rapidly at high wavenumbers (as is the case for a Gaussian PSDF), then

$$\epsilon^2 = \frac{1}{N_x N_y N_z} \sum_{i,j,k} n_{ijk}^2$$

(4.4)

holds true. We use this relation to verify the accuracy of our FFT routine and normalization factors for the case of Gaussian random media. We can then be confident that our algorithm is correct for arbitrary random-media parameterizations, including those that have a considerable fraction of heterogeneity power at sub-grid length-scales.
4.B Comparison with tomography

We wish to relate our scattering results to long-wavelength heterogeneity power that has been constrained by global and regional inversions of seismic data. *Meschede and Romanowicz* (2015a) conduct a comprehensive analysis of global and regional tomography models, providing a constraint on heterogeneity power in the upper mantle down to scales of about 300 km (i.e. up to degree 128). *Meschede and Romanowicz* (2015a) present their results in units of logarithmic-density, or power-per-octave, $s(l)$, which is a function of spherical-harmonic degree, $l$. As it is not immediately obvious how to relate $s(l)$ with the power-spectral-density function that is constrained by our scattering observations, we dedicate this section to defining the different measures of heterogeneity power so that we can reliably compare one metric with another.

4.B.1 Spherical spectra

Following the notation used by *Meschede and Romanowicz* (2015a), any square-integrable function on a sphere, $f(r)$, can be represented by a weighted sum of the spherical-harmonic functions $Y^m_l(r)$, with degree $l$ and angular order $m$:

$$f(r) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} c_{lm} Y^m_l(r)$$

(4.5)

with real valued $c_{lm}$ coefficients. The spherical harmonic functions are given by

$$Y^m_l(r) = \sqrt{(2l - 1) \frac{(l - m)!}{(l + m)!}} P^m_l (\cos \theta) e^{im\phi}$$

(4.6)

where $P^m_l$ is the associated Legendre function of degree $l$ and order $m$, $\theta$ is the polar angle, and $\phi$ is the azimuthal angle. These basis functions, in addition to being orthogonal and complete, posses unit power normalization:

$$\frac{1}{4\pi} \int_{\Omega} Y^m_l(r) Y^{m^*}_l(r) d\Omega = \delta_{ln}\delta_{mk}.$$  

(4.7)

Here, $\Omega$ denotes the surface of the unit sphere. The mean square velocity perturbations of the model can be obtained directly from the $c_{lm}$ coefficients via Parseval’s
Theorem

\[ \frac{1}{4\pi} \int_{\Omega} f(r)^2 \, d\Omega = \sum_l \sum_m |c_{lm}|^2 = \sum_l S_l \]  

(4.8)

where \( S_l = \sum_m |c_{lm}|^2 \) is the power-per-degree. *Meschede and Romanowicz* (2015a) present their results in power-per-octave, \( s(l) \), given by

\[ s(l) = \log_{10}(2) l S_l \]  

(4.9)

which has the desirable property that for self-similar media \( s(l) \) plots as a constant function. Converting from power-per-octave to power-per-degree is straightforward using Equation 4.9, but before relating power-per-degree to power-spectral-density, we will precisely define the power-spectral-density function and discuss how the choice of dimensionality affects results.

### 4.B.2 Power spectral density

For functions defined on \( \mathbb{R}^N \), the power-spectral-density function (PSD or PSDF) is the common measure of how a function’s power is distributed across a range of frequencies. The PSD of a time-series with units \( U \), to take a common example from geophysics, has units of power-per-Hertz (\( U^2\cdot s \)). In this work, we are concerned with variations of an elastic medium in space, so the units of these spectra will be in either power-per-inverse-distance (\( U^2\cdot km \)), power-per-inverse-area (\( U^2\cdot km^2 \)), or power-per-inverse-volume (\( U^2\cdot km^3 \)). When concerned with fractional fluctuations of a property, as is our case, \( U \) is dimensionless.

We assume that the \( P \) velocity \( \alpha \) and the shear velocity \( \beta \) exhibit equal fractional fluctuations \( \xi \). The fluctuation in density, \( \rho \), is assumed to be proportional to \( \xi \) by a scaling factor \( \nu \):

\[ \xi = d \ln \alpha = d \ln \beta = \nu d \ln \rho. \]  

(4.10)

Birch’s Law suggests that \( \nu = 0.8 \) is an appropriate value for the lithosphere, but smaller values may be appropriate for the deeper mantle. The autocorrelation function of our random medium is given by

\[ R(x) = \langle \xi(y) \xi(y+x) \rangle \]  

(4.11)
where the brackets denote an ensemble average. This function depends on only
the lag vector \( \mathbf{x} \) if the statistics are stationary with respect to space. Moreover, if
the statistics are isotropic (i.e. the perturbations have an average aspect ratio of
unity), \( R \) depends only on the magnitude of the lag vector, \( x \equiv || \mathbf{x} || \).

*Sato and Fehler* (1998) define the power spectral density function (PSDF)
as the three-dimensional Fourier transform of a function \( R(\mathbf{x}) \):

\[
P(\mathbf{m}) = P(m) = \int \int \int_{-\infty}^{\infty} R(\mathbf{x}) e^{-i\mathbf{m} \cdot \mathbf{x}} d\mathbf{x}.
\]  

(4.12)

where \( \mathbf{m} \) is the (angular) wavenumber vector and \( m \equiv || \mathbf{m} || \). This function is
important because it directly relates to the scattering properties of the medium. To
our knowledge, there is no current theory that relates heterogeneity parameterized
in terms of spherical harmonics to scattering properties.

In this work, we are dealing only with isotropic, stationary media, so we
will be presenting power spectral densities computed for one dimension. One can
convert an \( N \)-dimensional PSDF to an \( M \)-dimensional PSDF by using the following
relations:

\[
R(x) = \frac{1}{(2\pi)^N} \int P_{ND}(m) e^{i \mathbf{m} \cdot \mathbf{x}} d^N \mathbf{m}.
\]  

(4.13)

\[
P_{MD}(m) = \int R(x) e^{-i \mathbf{m}' \cdot \mathbf{x}} d^M \mathbf{x}.
\]  

(4.14)

where the integrals are over \( \mathbb{R}^N \) and \( \mathbb{R}^M \), respectively. In the second relation, \( \mathbf{m}' \)
is also a wavenumber vector but it may differ in dimensionality from \( \mathbf{m} \).

As a note of caution, the choice of dimensionality affects the shape and
units of the power spectrum. For example, the statistics of a self-similar random
medium is described by a three-dimensional PSDF of power-law form with an
exponent \(-3\) which has units of distance cubed. The equivalent one-dimensional
PSDF computed for a random line drawn through that same volume will have a
power law exponent of \(-1\) and have units of distance. This is an important point
when comparing spectral decay rates from different studies. Similarly, spherical-
spectra are subject to arbitrary choices in normalization (e.g., power-per-degree
versus power-per-octave) which affect the apparent amplitude and fall-off rate of
the spectrum.
4.B.3 Direct comparisons between power-per-degree and power-spectral-density

Now that power-per-degree and power-spectral-density have been explicitly defined, we move to explain how to directly compare the power-per-octave data of Meschede and Romanowicz (2015a) and our constrained 1-D PSDF. In other words, how do we take spherical harmonic spectra, $S_l$ and plot them on the same axes as the PSDF?

First, we obtain the spherical autocorrelation function, $\tilde{R}(\theta)$, defined over the interval $[-\pi, \pi]$ for the model at a given radius, $r$, where $\theta$ represents the angle of separation at the origin between two points on the sphere. This can be done by taking a weighted sum of the Legendre polynomials, $P_l$:

$$\tilde{R}(\theta) = \sum_l S_l P_l(\cos \theta) \tag{4.15}$$

We provide a brief proof of Equation 4.15 in the following section.

After obtaining $\tilde{R}(\theta)$, we can estimate what the corresponding ACF, $R(x)$, would be by unwrapping and flattening $\tilde{R}(\theta)$ onto the cartesian $x$-axis. This is done by scaling $\theta$ by $r$, which yields a function defined on the interval $[-\pi r, \pi r]$

$$R(x) = \begin{cases} \tilde{R}(x/r) & \text{if } x \in [-\pi r, \pi r] \\ \text{undefined} & \text{otherwise.} \end{cases}$$

Since we have no interest in wavelengths longer than $2\pi r$, we need not worry about the finite domain of this function.

Third, we estimate $P(m)$ numerically by discretizing $R(x)$ into $n$ elements with indices $j = 0, 1, \ldots, n - 1$ evenly spaced by $\Delta x$. We take the scaled digital Fourier transform (DFT) of $R_j$ to obtain a discretized PSDF:

$$P_k = \sum_{j=0}^{n-1} R_j \exp \left(-2\pi i \frac{jk}{n}\right) \Delta x \quad k = 0, \ldots, n - 1 \tag{4.16}$$

with corresponding angular wavenumbers

$$m_k = \frac{2\pi k}{n\Delta x}, \quad k = 0, \ldots, n - 1. \tag{4.17}$$

To perform this operation, we use built-in real fast Fourier transform (RFFT) and functions provided by Scipy (www.scipy.org).
4.B.4 Proof

To prove $\tilde{R}(\cos \theta) = \sum_l S_l P_l(\cos \theta)$, we begin by defining the spherical autocorrelation function as:

$$\tilde{R}(\hat{r} \cdot \hat{s}) = \langle f(\hat{r}) f(\hat{s}) \rangle = \langle f(\hat{r}) f(\hat{s})^* \rangle$$ (4.18)

The second step is justified because we are concerned with real functions on a sphere. The model $f(\hat{r})$ can be written as a weighted sum of the spherical harmonic functions:

$$f(\hat{r}) = \sum_{l,m} c_{lm} Y^m_l(\hat{r})$$ (4.19)

so Equation 4.18 becomes

$$\tilde{R}(\hat{r} \cdot \hat{s}) = \langle \sum_{l,m} c_{lm} Y^m_l(\hat{r}) \sum_{n,k} c^*_{nk} Y^k_n(\hat{s})^* \rangle = \sum_{l,m} \langle |c_{lm}|^2 \rangle Y^m_l(\hat{r}) Y^m_l(\hat{s})^*$$ (4.20)

where the second step is justified because the $c_{lm}$ coefficients are uncorrelated for a random stationary process on a sphere. Using the spherical harmonic addition theorem, we obtain:

$$\tilde{R}(\hat{r} \cdot \hat{s}) = \sum_l \langle |c_{lm}|^2 \rangle (2l + 1) P_l(\hat{r} \cdot \hat{s}) = \sum_l S_l P_l(\hat{r} \cdot \hat{s})$$ (4.21)

where $S_l = \sum_{m} |c_{lm}|^2$ or equivalently $(2l + 1) \langle |c_{lm}|^2 \rangle$.

The addition theorem is given by:

$$(2l + 1) P_l(\hat{s} \cdot \hat{r}) = \sum_{m=-1}^{l} Y^m_l(\hat{s}) Y^{m*}_l(\hat{r})$$ (4.22)
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Chapter 5

Evidence for a reduced velocity gradient in the lowermost outer core from the range dependence of $PKKP$ precursor amplitudes

Abstract

We stack a large global dataset of 1-Hz $PKKP$ waveforms to constrain globally-averaged properties of $PKKP$ precursors. We find that the precursor observations are better explained by scattering from core-mantle boundary (CMB) topography than by scattering from the near-surface, lower mantle, outer core, or inner core. However, as previously noted, simple models of CMB topography and standard 1D seismic velocity models fail to model the range dependence of the relative amplitude between $PKKP_{bc}$ and its precursors. We propose a new reference model with a reduced velocity gradient in the lowermost 250 km of the outer core that fits both our $PKKP_{bc}$ precursor amplitudes and constraints on absolute $PKP_{bc}$ travel times. Our globally averaged $PKKP$ precursor observations are consistent with random CMB topography with rms variations of $\sim 440$ m and a horizontal correlation length of $\sim 7$ km.
5.1 Introduction

High-frequency scattered energy associated with $PKKP$—a core phase reflected from the underside of the core–mantle boundary—has been observed since the 1970s (Doornbos, 1974). Short-wavelength topography on the core-mantle boundary (CMB) is capable of generating precursors to $PKKP$ (Chang and Cleary, 1981), and global stacks of this energy have been modeled by invoking small-scale topography on the CMB (Earle and Shearer, 1997). However, a problem remains with this simple interpretation. Earle and Shearer (1997) were unable to match the range dependence displayed in the data with simple models of CMB scattering: synthetics underpredict precursor amplitudes at short ranges ($80–90^\circ$) and overpredict amplitudes at long ranges ($100–110^\circ$).

In this paper, we reproduce the observations of Earle and Shearer (1997) by stacking a global dataset of $\sim$16,000 high-quality $PKKP$ waveforms recorded from 1990–2013. We use a Monte Carlo seismic-particle approach (e.g., Shearer and Earle, 2004) to forward model the observations, and we confirm that simple models where energy is scattered by CMB topography generate precursors with a range-dependence that systematically mismatches the observations. To address the possibility of scattered energy from other regions within the Earth, we explore a broad set of models that account for these possible contributions, including scattering from the inner-core, from the lower mantle, and from the lithosphere. We find many models that excite precursory energy to $PKKP_{bc}$, but none that match the range dependence of the observations within their estimated errors.

After failing to find a scattering geometry that explains the range dependence seen in the data, we explore the possibility that changes to the underlying 1-D velocity model could provide a better fit to the $PKKP_{bc}$ precursor observations. We find that the synthetic amplitudes are sensitive to the assumed velocity profile above the inner-core. Several velocity profiles exist that improve the model fits, but many of these models are irreconcilable with observed travel times for other seismic phases. Observed $PKP_{bc}$ travel-time residuals from Souriau (2015), however, do imply that standard 1-D velocity models such as $ak135$ need a increased velocity gradient about 400–550 km above the ICB and a decreased velocity gradient in
a 300-km-thick region above the ICB. We design a 1-D velocity model that fits the $PKP_{bc}$ travel times from Souriau (2015), and find that this model, together with scattering from CMB topography, produces improved fits to the $PKKP_{bc}$ precursors at shorter ranges. This result supports: (1) CMB scattering as the primary cause of $PKKP_{bc}$ precursor energy, and (2) a lowermost outer core that is characterized by a change in composition or phase at an average depth of 250 km above the ICB.

5.2 Methods

5.2.1 Data stacking

We begin our analysis with a collection of 604,626 broadband vertical (i.e., BHZ) seismograms from 7,696 events occurring from 1990–2013, recorded at epicentral distances between 70° and 120°. The seismograms are windowed around $PKKP_{bc}$ and, after applying an anti-aliasing filter, downsampled to 10 Hz. We apply a stacking procedure similar to Earle and Shearer (1997), following the strategy outlined by Shearer and Earle (2008). In brief, each seismogram is filtered between 0.7 and 2.5 Hz and aligned on the ray-theoretical arrival time of $PKKP_{bc}$. If the resulting waveform exhibits a signal-to-noise amplitude ratio lower than $\sqrt{1.9}$, it is rejected from the stack. We experimented with different noise windows, but settled on a window from $-140$ to $-80$ s to be consistent with the processing method of Earle and Shearer (1997). If the seismogram passes the signal-to-noise test, the envelope function of the seismogram is computed and converted to power. The average pre-event noise power is subtracted from the entire trace, and the resulting time-series is summed in an appropriate range bin.

The final stack contains a total of 16,205 seismograms; note that many have been rejected due to signal-generated noise. Figure 5.1 shows the spatial coverage of these data. Although much of the Earth’s surface area is represented, the coverage is far from uniform. To get a sense of how close our stack is to the true global average, we apply bootstrap resampling to regional subsets of the data. We divide the Earth’s surface into 104 cells, each about 20° across. Each
seismogram is assigned two integers, \(i\) and \(j\), that index the source and receiver cells, respectively. Of course, not all \((i,j)\)-combinations are populated because the ray geometry of this phase is limited to a small range of epicentral distances and the source and receiver distributions are non-uniform. The number of populated substacks is between 124 and 274 depending on the particular range bin. The seismograms are grouped with others of the same \((i,j)\)-pair. For each bootstrap sample, data are combined from a random selection of the populated groups and stacked. The mean of the 1000 bootstrap samples provides our estimate for the global average; the square-root of the variance provides an estimate of the standard error. These are plotted for each range bin in Figure 5.2.

### 5.2.2 Waveform modeling

To model the global stack, we use a particle-based Monte Carlo phonon algorithm. This method has been used in previous studies to model energy scattered from volumetric heterogeneity (Shearer and Earle, 2004; Peng et al., 2008; Mancinelli and Shearer, 2013; Mancinelli et al., 2015), but it has not yet been used to model scattering from interface topography. Bataille and Flatté (1988) and Bataille et al. (1990) derived a theory based on the Kirchhoff-Helmholtz method where the average scattered power at a given point is computed by summing scattering contributions from the entire CMB interface. Their theory suggests that (1) the scattered power scales linearly with the mean-square fluctuation of the topographic surface (provided that the perturbations are \(< 1\) km); and (2) the scattering pattern is directly related to the two-dimensional (2-D) Fourier transform, \(\Phi(k)\), of the topography autocorrelation function where the wavenumber vector \(k = \omega/\alpha (\hat{r} - \hat{s})\), and \(\hat{r}\) and \(\hat{s}\) are unit vectors describing the directions of the specular reflection and the scattered wave, respectively. More concretely, the intensity radiated by the rough surface is given by

\[
I(k) = A^2 R^2 ||k||^2 \left[ \delta(k) + ||k||^2 \Omega \Phi(k) \right]
\]

(5.1)

where \(\Omega\) depends upon geometry (Bataille and Flatté, 1988, equation A19), \(A\) is the amplitude of the incident wave, and \(R\) is the reflection coefficient. The total
The probability that a reflected phonon scatters away from the specular direction is given by integrating the second term over all directions, i.e.,

\[ P_s = ||k||^2 \int \int \Omega \Phi \left[ ||k|| \left( \hat{r} - \hat{s} \right) \right] d\hat{s}. \tag{5.2} \]

To simulate the effects of CMB topography on \( PKKP \), we directly define a scattering probability, \( P_s \), and a distribution of scattering angles (e.g., zero-mean Gaussian with width, \( \sigma \)). After finding a working model, we can estimate the correlation length, \( a \), of Gaussian topography from the 2-D Fourier transform, i.e.,

\[ a = \frac{\alpha}{\sqrt{2\omega \sin \frac{\sigma}{2}}} \tag{5.3} \]

and the rms fluctuation in topography, \( \zeta \), by applying numerical integration to Equation 5.2 assuming

\[ \Phi(k) = \frac{\zeta^2}{4\pi} a^2 e^{-||k||^2 a^2/4} \tag{5.4} \]

\[ \Omega = 1. \tag{5.5} \]

The advantage of this theory is that it directly relates the statistical properties of a rough surface to scattering probabilities. This is in contrast to the approach taken by Earle and Shearer (1997), who generated Kirchhoff synthetics from specific realizations of random topography.

### 5.3 Scattering throughout the Earth

Fine-scale seismic structure is likely present in nearly every depth range throughout the Earth, possibly excepting the liquid outer-core (Shearer, 2015). In this section, we explore the possibility of scattering contributions to the observed \( PKKP \) precursors from many of these depth-ranges including the core, the lower mantle, and the shallow Earth.

#### 5.3.1 Inner-core scattering and \( PKIJKP \)

Strong scattering by small-scale structure within the solid inner core has been proposed previously by several studies. Vidale and Earle (2000) and Peng
et al. (2008) modeled PKiKP-coda as backscattered energy originating from just beneath the inner-core boundary. It has also been suggested that strong, small-scale heterogeneity throughout the inner-core could be primarily responsible for inner-core attenuation observed at frequencies near 1 Hz (Cormier et al., 1998).

We find, however, that heterogeneity within the inner core does not produce observable precursors to PKKPbc, provided that one assumes a realistic value for the inner-core attenuation, $1/Q_\alpha$. If one relaxes this constraint and allows for arbitrarily large inner-core $Q_\alpha$, PKIJKP—a core phase with an underside reflection and conversion at the inner-core boundary—becomes visible in the precursor window of the synthetics. This phase displays large amplitudes at short ranges and small amplitudes at long ranges, as do the observations, but the emergent nature of the observed precursors is not well-matched by this candidate, as PKIJKP is not a scattered phase. Moreover, it is unlikely that PKIJKP can be seen in global stacks, given what is known about the bulk attenuation of the inner core.

Topography on the inner-core boundary (e.g., Cao et al., 2007) may also scatter energy; we did not explicitly test this scenario because the ray geometries involved are expected to be very similar to those of energy scattered by inner-core heterogeneity.

5.3.2 Outer-core scattering

Although it is generally assumed that the fluid outer core is well mixed (Stevenson, 1987), we test to see if scattering in this region might contribute energy to the observed signal. Back-scattering from a heterogeneous layer at the top of the outer core with variable thickness between 100–300 km indeed generates precursors to PKKPbc in our synthetics. These precursors, however, behave much like those produced from CMB topography: they are too large at ranges $>90^\circ$ and too small at ranges $<90^\circ$. Forward-scattering in the outer core is unlikely from evidence from PKP precursor onset times, but backward-scattering is permissible. However, it is difficult to imagine a mechanism the scatters energy in the backward direction only, so we pursue this candidate no further.
5.3.3 CMB topography

Of all the scattering models that we tried, CMB topography produces synthetics that most closely resemble the observed data stacks. The observations are best matched when 20% of the CMB-reflected energy is scattered according to Gaussian scattering probabilities with a width of 15° (Figure 5.2, center panel). Increasing the overall scattering probability tends to increase the scattered amplitudes at all times. Increasing the Gaussian width (i.e., increasing the average scattering angle) tends to affect the time-dependence of the precursor energy; larger angles generally redirect a greater proportion of energy to earlier times. The main problem with these models, again, is that they systematically underpredict the observations at short ranges and overpredict the observations at long ranges. We find that our preferred model is associated with a Gaussian correlation length of 7 km and an rms topography fluctuation of 440 m. These findings are largely consistent with those reported by Earle and Shearer (1997), although our preferred rms topography fluctuation is outside of their preferred range of 250–350 m.

5.3.4 Lower-mantle scattering

Volumetric heterogeneity in the lower mantle also excites visible precursors to $PKKP_{bc}$, provided that the rms perturbations are on the order of 1%. This model is problematic for two reasons: (1) synthetics associated with this model display a wide bump of strong energy from -60 to -20 s at ranges near $\sim 86^\circ$, whereas the observations show no such feature; and (2) it is difficult to reconcile this model with observations of $PKP$ precursors that suggest weak small-scale variations on the order of 0.1% in the lowermost mantle (Margerin and Nolet, 2003; Mancinelli and Shearer, 2013).

5.3.5 Scattering near the Earth’s surface

Finally, structure near the Earth’s surface can produce precursors to $PKKP_{bc}$. This energy is thought to be scattered from teleseismic $P$ to $PKP$, or vice-versa, near or at the underside reflection from the free surface. The focusing effect of
the $b$-caustic amplifies this energy, termed $P \bullet PKP$, and is likely responsible for $PKKP_x$—high-frequency energy observed at ranges beyond the $c$ caustic (Earle and Shearer, 1998; Earle, 2002).

Both volumetric heterogeneity in the lithosphere/upper-mantle and topography at the Earth’s surface can generate precursors to $PKKP_{bc}$. This model is problematic, however, because these precursors have much earlier onset times than those observed (Figure 5.2, left panel), particularly at long ranges. Moreover, synthetics associated with this model display relatively constant power at greater times; this is at odds with the emergent nature of the observed energy.

It is interesting that the heterogeneity parameters for the lithosphere and upper mantle published by Shearer and Earle (2004) predict synthetic precursors that are much larger than the observations (not shown). This suggests that either (1) the strength of $P \bullet PKP$ varies laterally and our signal-to-noise check is doing its job of rejecting the set of seismograms that are contaminated by this energy; or (2) the Shearer and Earle (2004) model underestimates the role of intrinsic attenuation in the mantle and thus $P \bullet PKP$ retains too much energy. Explanation (1) is more likely due to the clear observations of $P \bullet PKP$ made at the LASA array by Earle (2002).

After exploring all of these models, we find that CMB topography is most likely responsible for the observed precursors to $PKKP_{bc}$. These models, however, still fail to explain the observed range-dependence. In the following section, we show that improved fits can be achieved through more careful modeling of the reference phase $PKKP_{bc}$.

5.4 The validity of ray theory

One possible reason that scattering models might fail to match the observed range-dependence is if ray theory breaks down for rays turning near the ICB. This would result in lower relative $PKKP_{bc}$ amplitudes at short ranges near the $c$-caustic, as finite-frequency waves begin to sense inner-core structure. We test this idea by generating $\sim$1-Hz reflectivity synthetics (e.g., Choy et al., 1980) for
the $bc$ branch. This involves applying the Earth Flattening Transformation to $iasp$91 and approximating the result with a model of 500 uniform layers. The layer thicknesses vary with depth, but are around 20–30 km (in Flat Earth coordinates) in the vicinity of the ICB. We generate synthetic seismograms accurate to 1.05 Hz for slowness values between 0.005 and 0.07 s/km; the slowness spacing is on the order of $10^{-6}$ s/km. The result of this test, shown in Figure 5.3, indicates that the amplitudes of $PKKP_{bc}$ are only significantly affected by finite-frequency effects at ranges less than $\sim 78^\circ$. Since we are concerned with improving the fits at ranges between $80^\circ$ and $100^\circ$, it is unlikely that the limitations of ray theory are causing the systematic misfits to the observations.

### 5.5 Perturbing the outer-core velocity gradient

Another factor that affects the amplitude of $PKKP_{bc}$ is geometrical spreading. This is handled in the phonon code by counting the number of phonons that return to the free surface in any given time–range bin. Increasing (or decreasing) the velocity gradient in a particular depth range refracts more (or fewer, respectively) phonons into a particular range bin at the free surface. Thus, the amplitude of the $PKKP_{bc}$ branch can be reduced near the $c$-caustic by reducing the $P$-velocity gradient just above the ICB. Likewise, the amplitude of the $PKKP_{bc}$ branch can be increased away from the $c$-caustic by increasing the $P$-velocity gradient in a layer located a few hundred km above the ICB. We find that imposing a reduction in the velocity gradient at 250 km above the ICB significantly improves our ability to match the observed range-dependence with a model of CMB topography. A few of these velocity profiles are shown in Figure 5.4.

### 5.6 A plausible velocity model for the base of the outer core

Although we are able to achieve better fits to the $PKKP_{bc}$ precursor stacks by perturbing the velocity gradient of the outer core, we would be remiss to ignore
the effect this has on the travel-times of the core phases. In this section, we attempt to find a model that improves fits to the $PKKP_{bc}$ precursor amplitudes while maintaining reasonable fits to $PKP_{bc}$ travel-times. As a first step, we replace our initial 1-D model, $iasp91$ ($Kennett$ and $Engdahl$, 1991), with its update, $ak135$ ($Kennett$ et al., 1995). The updated model is highly similar to $iasp91$, except in the region above the ICB where a reduced velocity gradient is imposed to provide better fits to the core phases. Upon first glance, model $ak135$ is appealing because it features a layer of reduced velocity-gradient above the ICB. After generating synthetics from this model, however, we find no significant improvement to the data fits. This is likely because the gradient reduction in $ak135$ occurs at about 100 km above the ICB, but our earlier results suggest that the reduction ought to be much higher, at about 250 km above the ICB, if we are to achieve better fits to $PKKP_{bc}$ precursors.

While $ak135$ is generally accepted as one of the best models for modeling the travel-times of a broad range of core phases, it does not perfectly match the observed travel-times of every individual phase. Observed travel-time residuals of $PKP_{bc}$ with respect to $ak135$ suggest an increased velocity gradient in a layer 400–550 km above the ICB and a decreased gradient at depths in a layer 0–300 km above the ICB ($Souriau$, 2015, Fig. 2b). We design a 1-D velocity model that has a visible reduction in velocity gradient at about 250 km above the ICB and fits the observed travel-time residuals of $Souriau$ (2015), as shown in Figure 5.4.

This model clearly improves the fits to the $PKKP_{bc}$ precursor observations at 86° and 90° by increasing the relative precursor amplitudes at these ranges (Figure 5.2, right panel). An additional (and unexpected) improvement from this model occurs at 106°, where the direct $PKKP_{ab}$ amplitude the resembles the data more closely than before. The most apparent flaw of our new model appears at 102°, where the synthetic precursor amplitudes are much larger than are observed. This may be due to the tunneling effect of the $ab$ branch past the $a$ point, which would likely increase the amplitude of the reference phase at 102°.
5.7 Discussion

Several previous studies support the idea of a decreased velocity gradient in the lowermost outer core, suggesting a change in composition (or phase) that raises the density of the fluid approaching the ICB. To model $PKP_{bc}$ and $PKP_c$-diffracted traveltimes, Souriau and Poupinet (1991) used a liquid core model in which the velocity is constant in the lowermost 150 km of the fluid core. Song and Helmberger (1992) modeled $PKP$ waveforms with a low-velocity gradient in the lowermost 400 km of the fluid core. This resulted in the proposal of PREM2 (Song and Helmberger, 1995), a $P$-velocity model for the core that shows a better fit to $PKP$ differential travel times, amplitude ratios, and waveforms than does PREM (Dziewonski and Anderson, 1981). PREM2 is much like ak135, having nearly constant velocity throughout the lowermost 100 km of the outer core.

More recently, Yu et al. (2005) argue for large-scale lateral variability in lowermost outer-core structure using differential travel times, waveforms, and amplitude ratios of core phases. Rays traversing the eastern hemisphere are best explained by PREM, whereas data traversing the western hemisphere are better explained by another model (called OW) that has reduced velocities relative to PREM in the lowermost 200 km of the outer core. Another study by Zou et al. (2008) found that travel times of $PKP_c$-diffracted favor models with a reduced gradient like ak135, while $PKP_c$-diffracted amplitudes favor PREM-like models. The authors suggest that this paradox may be reconciled by introducing a low $Q_\alpha$ zone in the bottom 350 km of the outer core. Adam and Romanowicz (2015) report global observations of a mystery (M-) phase, which likely represents scattered energy from the vicinity of the inner-core boundary. Adam and Romanowicz (2015) tentatively explain the travel times of this phase by invoking an increased gradient from 100 to 400 km above the ICB with a 50-km-thick low-velocity layer right above the ICB. The two regions are connected by a 50-km-thick transition with a steep negative velocity gradient. We test an outer-core velocity model with a low-velocity layer similar to that proposed by Adam and Romanowicz (2015), but we found that this model generates precursors that are much too large at ranges from 75–85°, likely because the low-velocity layer dramatically reduces the direct
$PKKP_{bc}$ amplitudes at ranges less than $\sim 85^\circ$.

5.8 Conclusion

In summary, we find that commonly-used reference models such as $iasp91$ and $ak135$ do not adequately explain the relative amplitudes between $PKKP_{bc}$ phases and their precursors. We propose a new reference model that better fits both (1) $PKP_{bc}$ travel-time constraints adapted from Souriau (2015), and (2) $PKKP_{bc}$ precursor amplitudes, assuming that CMB scattering is the primary cause of the observed precursor energy. We test and rule out contributions of scattered energy from the inner-core, the outer-core, and the lower-mantle. Although there remains the possibility that the precursor window is partially contaminated by $P \cdot PKP$ energy scattered near the Earth’s surface, we are unable to find a model of near-surface scattering that explains the time- and range-dependence of the observations as well as do models of CMB topography.
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Figure 5.1: Spatial distribution of the $PKKP$ dataset used in this study. The upper map shows the source–receiver locations for the $\sim 17,000$ recordings that passed our signal-to-noise test; the lower map shows corresponding CMB underside reflection points.
Figure 5.2: Globally-averaged $PKKP$ precursor stacks (black); the standard error of the mean is shown by gray shading. The red curves represent phonon code predictions for scattering (left) in the uppermost 200 km of the mantle; (center) at the CMB reflection point; and (right) at the CMB reflection point with a decreased gradient in the outer core. The precursors are scaled by a factor of 15 to enhance visibility. The thick dotted line in the left panel delineates onset times for $P \cdot PKP$ scattering at the Earth’s surface.
Figure 5.3: (A) Ray-theoretical travel times of the $PKKP$ triplication for velocity model $iasp91$. (B) Comparison between ray-theoretical and 1-Hz reflectivity amplitudes for $PKKP_{bc}$. On the $bc$ branch near the $c$-caustic, the reflectivity amplitudes decrease more rapidly than the ray-theoretical amplitudes as finite-frequency waves begin to sense inner-core structure. Note that all amplitudes are relative and that the $PKKP_{df}$ amplitudes shown do not include the effects of inner-core attenuation or the transmission coefficient at the ICB.
Figure 5.4: (A) One-dimensional reference models of the lowermost outer-core. The initial model we use is iasp91 (Kennett and Engdahl, 1991); models ak135 (Kennett et al., 1995) and PREM (Dziewonski and Anderson, 1981) are plotted for comparison. The collection of models plotted in grey allow us to better fit the range dependence of the PKKP precursors, but degrade fits to PKP travel-times. The model plotted in red allows for better fits to the range dependence of the observations, and it also predicts ray-theoretical travel times that match the PKPₘ residuals measured by Souriau (2015). (B) Comparison between the observed travel-time residuals (blue) reported by Souriau (2015) (blue) and the ray-theoretical prediction corresponding to the model denoted by an asterisk (red).
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Chapter 6

Conclusion

6.1 Summary of findings

We have made progress in addressing our original research question: how strong is heterogeneity within the Earth’s mantle and how is this strength distributed across different scale lengths? Major accomplishments include: (1) successful modeling of several scattered phases at a variety of frequencies; (2) new constraints on upper-mantle heterogeneity at scales from 5–500 km; and (3) relating constraints from tomography, long-period scattering, and high-frequency scattering to a single heterogeneity spectrum. Below we briefly review the other main findings presented in this thesis.

In Chapter 2, we found that small-scale (≈10 km) heterogeneity in the lowermost mantle is weak (rms perturbations of ≈0.1%), in agreement with Margerin and Nolet (2003). We found the bug in the code used by Hedlin et al. (1997) that was responsible for the previously published value of 1%. We confirmed that the small-scale structure is likely distributed throughout the lowermost mantle, rather than concentrated near the core–mantle boundary. Scattering from within the upper mantle and lithosphere is likely much stronger than scattering from within the lower mantle, as evidenced by the strong PKP coda.

In Chapter 3, we characterized and modeled PKP precursor amplitudes over a range of frequencies in order to constrain the broader spectrum of heterogeneity within the lowermost mantle. From low-frequency precursors, in particular,
we found evidence for structure larger than \( \sim 8 \) km in size. We also observed large-scale lateral variations in \( PKP \) precursor amplitudes, which are deemed significant based on bootstrap resampling tests. We used array processing techniques on an improvised array of stations to locate scatterers near the core–mantle boundary beneath Southern California.

In Chapter 4, we characterized and modeled long-period \( P \)-coda in order to place constraints on intermediate scales of heterogeneity within the upper mantle. We proposed a single spectrum that matches constraints from (1) long-period scattering observations, (2) high-frequency scattering observations, and (3) results from seismic tomography. The fall-off rate of the spectrum appears to be consistent with a self-similar mixture of basalt and harzburgite.

In Chapter 5, we stacked and modeled \( PKKP \) precursor amplitudes to constrain short-wavelength topography on the core–mantle boundary. We ruled out scattering contributions from other depth regions, including the core and lower-mantle. We found that standard 1-D models of seismic velocity fail to predict the observed relative amplitudes between \( PKKP \) and their precursors. We proposed a new 1-D model with a 250-km-thick reduced gradient above the inner-core boundary that provides a better match to the observations, while improving fits to absolute \( PKP_{df} \) travel times.

6.2 Future research directions

6.2.1 \( P \text{diff coda and } PKKP_x \)

A study of high-frequency \( P \text{diff coda} \) by Earle and Shearer (2001) showed that the long-duration of the scattered wavetrain can be modeled by imposing rms velocity perturbations of 1% throughout the mantle. We explicitly showed in Chapter 2, however, that perturbations of such strength predict \( PKP \) precursor amplitudes that are much larger than those observed. At the time of the Earle and Shearer (2001) study, it was assumed that 1% was the appropriate constraint from \( PKP \) precursors (Hedlin et al., 1997), so the authors made an effort to find a model that could explain \( P \text{diff coda} \) while being consistent with earlier results. Now that
the constraint from $P\bar{K}P$ precursors has been revised, the time is right to revisit $P_{\text{diff}}$ coda. Earle and Shearer (2001) used a hybrid approach: the scattering effects were modeled using ray theory while diffraction at the core–mantle boundary was modeled by computing amplitudes from reflectivity. The phonon code—in its current form—is based entirely on ray theory, so some method development needs to be done in order to handle diffraction effects.

An alternative mechanism for the generation of $P_{\text{diff}}$ coda is multiple scattering near the core–mantle boundary (e.g., Bataille and Lund, 1996), but this hypothesis may be difficult to reconcile with the emergent nature of $P\bar{K}P$ precursors, which favors single scattering from heterogeneity distributed uniformly across lowermost mantle depths.

Another scattered phase, $P\bar{K}K\bar{P}_x$, consists of emergent high-frequency energy extending beyond the $P\bar{K}K\bar{P}$ c-caustic and was first documented by Earle and Shearer (1998). This phase, initially thought to originate from scattering at depth, has been reinterpreted as $P\bullet P\bar{K}P$—energy scattered near the Earth’s surface from teleseismic $P$ into the $P\bar{K}P$ b-caustic—based on slowness measurements from the LASA array (Earle, 2002). Time-domain modeling of this phase may provide additional constraints on near-surface heterogeneity, which, when combined with constraints from $P$-coda, may help resolve the depth extent of scattering from within the upper-mantle and may offer additional constraints on the competing effects of scattering versus intrinsic attenuation.

### 6.2.2 Phase velocity spectra

In Chapter 4, we used tomography spectra compiled and published by Meschede and Romanowicz (2015) to obtain long-wavelength constraints on the heterogeneity spectrum. Alternatively, one may be able to derive constraints from long-period phase velocity maps (e.g., Ekström, 2011). For example, from an arbitrary random realization of our preferred heterogeneity spectrum from Chapter 4, we can obtain associated phase velocity maps that represent the average velocity structure over some depth ranges. Spherical harmonic spectra from these maps
can be directly compared with those from phase velocity maps based on inversions of actual data. One complication that arises when performing this exercise is determining the relative importance of perturbations in $v_p$ versus perturbations in $v_s$. As is common in scattering studies, we have assumed that $\frac{\delta v_p}{v_p}$ and $\frac{\delta v_s}{v_s}$ are equal, but this is not likely to hold for large-scale velocity changes that are primarily due to thermal effects. We look forward to further collaboration with Zhitu Ma and Guy Masters to develop this research more fully.

6.2.3 Modeling heterogeneity spectra with geodynamics

*Allègre and Turcotte* (1986) suggested that convective strains can deform and stir elongated strips of depleted lithosphere into the bulk mantle, thereby producing a marble-cake texture after billions of years. The $P$-coda results presented in Chapter 4 of this thesis may provide direct geophysical evidence for such mantle structure. To assess whether these observational constraints indeed suggest the presence of an incompletely-mixed marble-cake mantle, we propose to perform geodynamical calculations.

In collaboration with Dave Stegman, we plan to use StagYY (*Tackley*, 2008) to simulate three-dimensional mantle stirring processes for realistic Earth models. The code generates compositional heterogeneity at spreading ridges and injects it into the deeper mantle at subduction zones. After simulating 4 billion years of heterogeneity production, subduction, and subsequent stirring, we will convert the final compositional field to a model of seismic wavespeed perturbations using mineral physics relationships from *Xu et al.* (2008). We can assess how well the geodynamical calculations agree with our observational constraints by (1) examining the statistical properties of the geodynamic models (comparing spherical power spectra, e.g.), and (2) interpolating the geodynamics-based velocity model onto the SPECFEM3D_GLOBE (e.g., *Komatitsch et al.*, 2002) mesh in order to generate synthetic seismograms which then can be compared directly with observations.
6.3 Final remarks and outstanding challenges

The Earth’s mantle appears to be heterogeneous at all scales that can be probed by seismic waves, from a few kilometers to thousands of kilometers. The upper mantle, in particular, is likely to contain significant amounts of compositional heterogeneity at small scales, giving the mantle a fractal-like character that is visually at odds with the artificially smooth tomography images that pervade the geophysical literature. This richness of small-scale structure may even control how waves are attenuated, especially at high-frequencies. An ultimate goal of this research is to develop a reference 1-D heterogeneity model that is able to produce the features of all the known scattered phases, including $P$-coda, $P_{\text{diff}}$ coda, $PKP$ precursors, and $PKKP$ precursors, among others. Although the findings presented in this thesis bring us closer to this goal, several outstanding issues remain, including:

(1) The depth distribution of scattering in the upper mantle is poorly resolved. A major remaining challenge is determining the relative scattering contributions from heterogeneity within the crust and lithosphere versus those from heterogeneity in the asthenosphere and below. Analyses of scattered regional phases may help resolve this issue, but these phases are typically limited to shorter periods.

(2) The intermediate scale lengths in the lower mantle remain unconstrained. The challenge here is finding a phase that is sensitive to $\sim 100$ km structure in the deep mantle. The time duration of $PKP$ precursors is too short to be sensitive to structure much larger than a few tens of km, and long-period $P_{\text{diff}}$ coda can be adequately modeled with reasonable amounts of upper-mantle heterogeneity. Backscattered energy from $P' \cdot P'$ (e.g., Rost et al., 2015) may help resolve this gap in the lower-mantle spectrum, but preliminary research suggests that the signal-to-noise ratio of this phase is quite poor.

(3) What is the role of anisotropic scattering? Cormier (1999) tested various models of anisotropic heterogeneity in the lower mantle, finding that isotropic heterogeneity produces the best fits to observations of broadband $PKP$ precursors. Anisotropic heterogeneity is commonly invoked in order to explain the scattered re-
gional coda that appears to be channelled to long distances. Kennett and Furumura (2013), for example, invoked horizontally elongated heterogeneities throughout the lithosphere and asthenosphere to model the codas of Po and So.

The competing effects of heterogeneity in isotropic elastic parameters versus heterogeneity in anisotropic parameters should also be further explored. It is possible that 3-D variations in the orientations of olivine crystals may provide an alternative way to scatter seismic waves (Karen Fischer, personal communication) that does not require differences in bulk composition.

In conclusion, considerable work remains to be done in improving our understanding of the distribution of small-scale heterogeneity throughout the Earth, yet it is becoming increasingly evident that the mantle contains structure at many scale lengths. Our constraints on the upper-mantle heterogeneity spectrum may provide geophysical evidence for the gradual stirring of different compositions (i.e., basalt and harzburgite) within the mantle. An interesting observation is the order-of-magnitude difference between heterogeneity strength in the upper- and lower-mantle, as the latter appears to contain much weaker small-scale velocity perturbations than does the former. We speculate that this difference might be simply explained by the post-garnet phase transition at the base of the upper-mantle, which reduces the velocity contrast between the two components of the hypothesized marble-cake mantle from about 10% to less than 1% (Stixrude and Lithgow-Bertelloni, 2012). Of course, there are several other phase transitions throughout the upper mantle that are thought to affect the velocity contrast between compositions, so we look forward to conducting more detailed attempts at modeling this in the future.
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