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ABSTRACT OF THE DISSERTATION

Noncommutative Plurisubharmonic Polynomials

by

Jeremy Michael Greene

Doctor of Philosophy in Mathematics
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Professor J. William Helton, Chair

Many optimization problems and engineering problems connected with linear systems lead to matrix inequalities. Matrix inequalities are constraints in which a polynomial or a matrix of polynomials with matrix variables is required to take a positive semidefinite value. Many of these problems have the property that they are “dimension free” and, in this case, the form of the polynomials remains the same for matrices of all size. In other words, we have noncommutative polynomials. One very much desires these polynomials to be “convex” in the unknown matrix variables, since if they are, then numerical calculations are reliable and local optima are global optima.

In this dissertation, we classify all changes of variables (not containing transposes) from noncommutative non-convex polynomials to noncommutative convex
polynomials. This introduces notions of noncommutative complex Hessians and plurisubharmonicity, classical notions from several complex variables. In addition, we present a theory of noncommutative integration and we prove a “local implies global” result in that we show noncommutative plurisubharmonicity on a noncommutative open set implies noncommutative plurisubharmonicity everywhere.
Chapter 1

Introduction

Many optimization problems and engineering problems connected with linear systems lead to matrix inequalities. Matrix inequalities are constraints in which a polynomial or a matrix of polynomials with matrix variables is required to take a positive semidefinite value. Many of these problems have the property that they are "dimension free" and, in this case, the form of the polynomials remains the same for matrices of all size. In other words, we have noncommutative polynomials. One very much desires these polynomials to be "convex" in the unknown matrix variables, since if they are, then numerical calculations are reliable and local optima are global optima.

Often, one is most interested in the Hessian of a polynomial and its positivity, as this determines convexity. However, in this dissertation, we are concerned with the complex Hessian, since it turns out to be related to which problems can be made convex by an nc analytic changes of variables.

In the classical study of complex variables, we have polynomials in $z$ and $\bar{z}$. We can then take derivatives with respect to $z$ and $\bar{z}$; i.e., $\frac{\partial p}{\partial z}(z, \bar{z})$ and $\frac{\partial p}{\partial \bar{z}}(z, \bar{z})$. We can also construct a matrix and fill it with mixed second partial derivatives; i.e., the $(i, j)$-th entry of the matrix is $\frac{\partial^2 p}{\partial z_i \partial \bar{z}_j}$. In classical several complex variables, this matrix of mixed partial derivatives is called the complex Hessian and if this complex Hessian is positive semidefinite, then the original polynomial is said to be plurisubharmonic (plush).

In this dissertation, we present noncommutative directional derivatives, the
noncommutative analogue of the complex Hessian, and we define noncommutative plurisubharmonicity. We classify all noncommutative changes of variables (not containing transposes) from noncommutative non-convex polynomials to noncommutative convex ones. This introduces notions of noncommutative complex Hessians and noncommutative plurisubharmonicity, extending classical notions from several complex variables. In addition, we prove a “local implies global” result in that we show noncommutative plurisubharmonicity on an “nc open set” implies noncommutative plurisubharmonicity everywhere (this is false in classical analysis).

We also present a theory of noncommutative integration. We give necessary and sufficient conditions as to when a given nc polynomial is an nc directional derivative. We also give necessary and sufficient conditions as to when a given nc polynomial is an nc complex Hessian. In addition, we prove a noncommutative version of the Frobenius theorem where we determine when a given nc polynomial is the “nc gradient of a potential”.

This introductory chapter gives the necessary basic definitions and summarizes the main results in this dissertation. Chapter 2 contains the result that classifies all nc plush polynomials and the theory of nc integration. Chapter 3 contains the “local implies global” result.

1.1 NC Polynomials

Many of the the definitions we shall need sit in the context of an elegant theory of noncommutative analytic functions, such as is developed in the articles [K-VV] and [Voi1, Voi2]; see also [Pop6]. Also, related to the results presented in this dissertation are those on various classes of noncommutative functions on balls as in [AK, BGM]. Transformations on nc variables with analytic functions are described in [HKM, Pop6].
1.1.1 NC Variables and Monomials

We consider the free semi-group on the $2g$ noncommuting formal variables $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$. The variables $x_j^T$ are the formal transposes of the variables $x_j$. The free semi-group in these $2g$ variables generates monomials in all of these variables $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$, often called monomials in $x, x^T$.

If $m$ is a monomial, then $m^T$ denotes the transpose of the monomial $m$. For example, given the monomial (in the $x_j$’s) $x^w = x_{j_1}x_{j_2}\ldots x_{j_n}$, the involution applied to $x^w$ is $(x^w)^T = x_{j_n}^T \ldots x_{j_2}^T x_{j_1}^T$.

1.1.2 The Ring of NC Polynomials

Let $\mathbb{R}\langle x_1, \ldots, x_g, x_1^T, \ldots, x_g^T \rangle$ denote the ring of noncommutative polynomials over $\mathbb{R}$ in the noncommuting variables $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$. We often abbreviate $\mathbb{R}\langle x, x^T \rangle$ by $\mathbb{R}\langle x, x^T \rangle$.

Note that $\mathbb{R}\langle x, x^T \rangle$ maps to itself under the involution $^T$.

We call a polynomial nc analytic if it contains only the variables $x_j$ and none of the transposed variables $x_j^T$. Similarly, we call a polynomial nc antianalytic if it contains only the variables $x_j^T$ and none of the variables $x_i$.

We call an nc polynomial, $p$, symmetric if $p^T = p$. For example, $p = x_1x_1^T + x_2^T x_2$ is symmetric. The polynomial $\tilde{p} = x_1x_2x_4 + x_3x_1$ is nc analytic but not symmetric. Finally, the polynomial $\hat{p} = x_2^T x_1^T + 4x_3^T$ is nc antianalytic but not symmetric.

We call an nc polynomial hereditary if all $x_1^T, x_2^T, \ldots, x_g^T$ variables appear to the left of every $x_1, x_2, \ldots, x_g$ variable. Similarly, we call an nc polynomial anti-hereditary if all $x_1^T, x_2^T, \ldots, x_g^T$ variables appear to the right of every $x_1, x_2, \ldots, x_g$ variable. For example, when $g = 1$, the nc polynomial $p = x^T x x^T$ is hereditary, $p = x x^T x x^T$ is antihereditary, and $p = x x^T x + x^T x x^T$ is neither hereditary nor antihereditary.
1.1.3 Substituting Matrices for NC Variables

If $p$ is an nc polynomial in the variables $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$ and

$$X = (X_1, X_2, \ldots, X_g) \in (\mathbb{R}^{n \times n})^g,$$

the evaluation $p(X, X^T)$ is defined by replacing $x_j$ by $X_j$ and $x_j^T$ by $X_j^T$. Note that, for $Z_n = (0_n, 0_n, \ldots, 0_n) \in (\mathbb{R}^{n \times n})^{2g}$ where each $0_n$ is the $n \times n$ zero matrix, $p(0_n) = I_n \otimes p(0_1)$. Because of this relationship, we often write $p(0)$ with the size $n$ unspecified. The involution, $^T$, is compatible with matrix transposition, i.e.,

$$p^T(X, X^T) = p(X, X^T)^T.$$

Matrix Positivity

We say that an nc symmetric polynomial, $p$, in the $2g$ variables $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$, is **matrix positive** if $p(X, X^T)$ is a positive semidefinite matrix when evaluated on every $X \in (\mathbb{R}^{n \times n})^g$ for every size $n \geq 1$; i.e.,

$$p(X, X^T) \succeq 0$$

for all $X \in (\mathbb{R}^{n \times n})^g$ and all $n \geq 1$.

In [H02], Helton classified all matrix positive nc symmetric polynomials as sums of squares. We recall Theorem 1.1 from [H02]:

**Theorem 1.1.1.** Suppose $p$ is a noncommutative symmetric polynomial. If $p$ is a sum of squares, then $p$ is matrix positive. If $p$ is matrix positive, then $p$ is a sum of squares.

Matrix Convexity

We say that an nc symmetric polynomial, $p$, is **matrix convex** if

$$tp(X, X^T) + (1-t)p(Y, Y^T) - p(tX + (1-t)Y, tX^T + (1-t)Y^T) \succeq 0$$

for all $0 \leq t \leq 1$ and for all $X, Y \in (\mathbb{R}^{n \times n})^g$ for every $n \geq 1$. This is the usual convexity inequality known from classical analysis. In [HM04], Helton and McCullough classified all nc matrix convex symmetric polynomials as having degree two. More specifically, we now recall Corollary 7.1 in [HM04]:
Theorem 1.1.2. A noncommutative symmetric matrix convex polynomial $p$ can be written as

$$p(x, x^T) = c_0 + \Lambda_0(x, x^T) + \sum_{j=1}^{N} \Lambda_j(x, x^T)N^T \Lambda_j(x, x^T)$$

where $\Lambda_0, \ldots, \Lambda_N$ are linear in $x, x^T$ and $c_0$ is a real constant.

1.2 NC Differentiation

Now we make some definitions and state some properties about nc differentiation. In the classical study of complex variables, we have polynomials in $z$ and $\bar{z}$. We can then take derivatives with respect to $z$ and $\bar{z}$; i.e., $\frac{\partial p}{\partial z}(z, \bar{z})$ and $\frac{\partial p}{\partial \bar{z}}(z, \bar{z})$. We can also make a matrix and fill it with mixed second partial derivatives; i.e., the $(i,j)$-th entry of the matrix is $\frac{\partial^2 p}{\partial z_i \partial \bar{z}_j}$. In classical several complex variables, this matrix of mixed partial derivatives is called the complex Hessian.

The noncommutative differentiation of polynomials in $x$ and $x^T$ defined in this dissertation is analogous to classical differentiation of polynomials in $z$ and $\bar{z}$ from several complex variables.

Definition of Directional Derivative

Let $p$ be an nc polynomial in the nc variables $x = (x_1, \ldots, x_g)$ and $x^T = (x_1^T, \ldots, x_g^T)$. In order to define a directional derivative, we first replace all $x_i^T$ by $y_i$. Then the directional derivative of $p$ with respect to $x_j$ in the direction $h_j$ is

$$p_{x_j}[h_j] := \frac{\partial p}{\partial x_j}(x, x^T)[h_j] = \frac{dp}{dt}(x_1, \ldots, x_j + th_j, \ldots, x_g, y_1, \ldots, y_g)|_{t=0}|_{y_i = x_i^T}. \quad (1.1)$$

The directional derivative of $p$ with respect to $x_j^T$ in the direction $k_j$ is

$$p_{x_j^T}[k_j] := \frac{\partial p}{\partial x_j^T}(x, x^T)[k_j] = \frac{dp}{dt}(x_1, \ldots, x_g, y_1, \ldots, y_j + tk_j, \ldots, y_g)|_{t=0}|_{y_i = x_i^T}. \quad (1.2)$$
Often, we take $k_j = h_j^T$ in Equation (1.2) and we define

\[
p_x[h] := \frac{\partial p}{\partial x}(x, x^T)[h] = \frac{dp}{dt}(x + th, y)|_{t=0}|_{y=x^T} = \sum_{i=1}^{g} \frac{\partial p}{\partial x_i}(x, x^T)[h_i]
\]

\[
p_{x^T}[h^T] := \frac{\partial p}{\partial x^T}(x, x^T)[h^T] = \frac{dp}{dt}(x, y + tk)|_{t=0}|_{y=x^T, k=h^T} = \sum_{i=1}^{g} \frac{\partial p}{\partial x_i^T}(x, x^T)[h_i^T].
\]

Then, we (abusively\(^1\)) define the $\ell^{th}$ directional derivative of $p$ in the direction $h$ as

\[
p^{(\ell)}(x)[h] := \frac{d^{\ell}p}{dt^{\ell}}(x + th, y + tk)|_{t=0}|_{y=x^T, k=h^T}
\]

so the first directional derivative of $p$ in the direction $h$ is

\[
p'(x)[h] = \frac{\partial p}{\partial x}(x, x^T)[h] + \frac{\partial p}{\partial x^T}(x, x^T)[h^T] = p_x[h] + p_{x^T}[h^T].
\] (1.3)

(1.4)

It is important to note that the directional derivative is an nc polynomial that is homogeneous degree 1 in $h$, $h^T$. If $p$ is symmetric, so is $p'$.

**Examples of Differentiation**

Here we provide some examples of how to compute directional derivatives.

**Example 1.2.1.** Let $p = x_1 x_2^T x_1 + x_1^T x_2 x_1^T$. Then we have

\[
p_{x_1}[h_1] = \frac{\partial p}{\partial x_1}(x, x^T)[h_1] = h_1 x_2^T x_1 + x_1 x_2^T h_1
\]

\[
p_{x_2}[h_2^T] = \frac{\partial p}{\partial x_2}(x, x^T)[h_2^T] = x_1 h_2^T x_1
\]

\[
p_x[h] = \frac{\partial p}{\partial x}(x, x^T)[h] = h_1 x_2^T x_1 + x_1 x_2^T h_1 + x_1^T h_2 x_1^T
\]

and,

\[
p'(x)[h] = h_1 x_2^T x_1 + x_1 h_2^T x_1 + x_1 x_2^T h_1 + h_1^T x_2 x_1^T + x_1^T h_2 x_1^T + x_1^T x_2 h_1^T.
\]

\(^1\)For more detail, see [HMV06]. The idea for computing $p^{(\ell)}(x)[h]$ is that we first noncommutatively expand $p(x + th)$. Then, $p^{(\ell)}(x)[h]$ is the coefficient of $t^\ell$ multiplied by $\ell!$; i.e., $p^{(\ell)}(x)[h] = (\ell!)(\text{coefficient of } t^\ell)$.
Example 1.2.2. Given a general monomial, with $c \in \mathbb{R}$,

$$m = cx_{i_1}^{j_1}x_{i_2}^{j_2} \cdots x_{i_n}^{j_n}$$

where each $i_k$ is either 1 or $T$, we get that

$$m' = ch_{i_1}^{j_1}x_{j_1}^{i_1}x_{i_2}^{j_2} \cdots x_{i_n}^{j_n} + \cdots + cx_{i_1}^{j_1} \cdots x_{j_n-1}^{i_n-1}h_{j_n}^{i_n}.$$

### 1.2.1 NC Hessian and NC Complex Hessian

Often, one is most interested in the Hessian of a polynomial and its positivity; as this determines convexity. However, in this dissertation, we are concerned with the complex Hessian since it turns out to be related to nc analytic changes of variables.

We define the **nc complex Hessian**, $q(x, x^T)[h, h^T]$, of an nc polynomial $p$ as the nc polynomial in the $4g$ variables $x = (x_1, \ldots, x_g)$, $x^T = (x_1^T, \ldots, x_g^T)$, $h = (h_1, \ldots, h_g)$, and $h^T = (h_1^T, \ldots, h_g^T)$

$$q(x, x^T)[h, h^T] := \frac{\partial^2 p}{\partial s \partial t}(x + th, y + sk)|_{t,s=0}|_{y=x^T, k=h^T}. \quad (1.5)$$

The nc complex Hessian is an iterated nc directional derivative in the sense that we compute it as follows. We first take the nc directional derivative of $p$ with respect to $x^T$ in the direction $h^T$ to get $p_{x^T}[h^T]$. Then, we take the nc directional derivative of that with respect to $x$ in the direction $h$ to get $(p_{x^T}[h^T])_x[h]$. We will see later, in Lemma 2.2.12, that we can switch the order of differentiation to $(p_x[h])_{x^T}[h^T]$ and we still get the same polynomial. Sometimes we denote the nc complex Hessian as $p_{x^T,x}[h^T, h]$. Hence, we have the following equivalent notations for the nc complex Hessian (and we will use each one when context is convenient):

$$q(x, x^T)[h, h^T] = p_{x^T,x}[h^T, h] = (p_{x^T}[h^T])_x[h] = (p_x[h])_{x^T}[h^T]. \quad (1.6)$$

An extremely important fact about $q(x, x^T)[h, h^T]$, which is restated in Theorem 2.2.16 (P1), is that it is quadratic in $h, h^T$ and that **each term contains some** $h_j$ **and some** $h^T_k$. The nc complex Hessian is actually a piece of the full nc
Hessian which is
\[ p'' = \frac{\partial^2 p}{\partial t^2} (x + th, y)|_{t=0}|_{y=x^T} + \frac{\partial^2 p}{\partial t \partial s} (x + th, y + sk)|_{t,s=0}|_{y=x^T, k=h^T} \]
\[ + \frac{\partial^2 p}{\partial s^2} (x + th, y + sk)|_{t,s=0}|_{y=x^T, k=h^T} \]
\[ = 2q(x, x^T)[h, h^T] + \frac{\partial^2 p}{\partial t^2} (x + th, y)|_{t=0}|_{y=x^T} + \frac{\partial^2 p}{\partial s^2} (x, y + sk)|_{s=0}|_{y=x^T, k=h^T}. \]

1.2.2 NC Plurisubharmonicity

We call a symmetric nc polynomial, \( p \), **nc plurisubharmonic** (or **nc plush**) if the nc complex Hessian, \( q \), of \( p \) is matrix positive. In other words, we require that \( q \) be positive semidefinite when evaluated on all tuples of real \( n \times n \) matrices for every size \( n \); i.e.,
\[ q(X, X^T)[H, H^T] \succeq 0 \]
for all \( X, H \in (\mathbb{R}^{n \times n})^g \) for every \( n \geq 1 \).

Examples of NC Complex Hessians and NC Plurisubharmonicity

Here we provide some examples of how to compute nc complex Hessians.

**Example 1.2.3.** Let \( p = x_1 x_2^T x_1 + x_2^T x_2 x_1^T \) as in Example 1.2.1. Then we have
\[ q = h_1 h_2^T x_1 + x_1 h_2^T h_1 + h_1^T h_2 x_1^T + x_1^T h_2 h_1^T. \]

**Example 1.2.4.** Let \( p = x^T x^T xx \). Then, we have
\[ q(x, x^T)[h, h^T] = h^T x^T hx + h^T x^T xh + x^T h^T hx + x^T x^T h^T xh \]
\[ = (h^T x^T + x^T h^T)(hx + xh) \]
\[ = (hx + xh)^T(hx + xh). \]
We can see that, for any \( X, H \in \mathbb{R}^{n \times n} \) for any size \( n \geq 1 \), we have that
\[ q(X, X^T)[H, H^T] = (HX + XH)^T(HX + XH) \succeq 0. \]
Hence, this nc polynomial, \( p = x^T x^T xx \), is nc plush.

**Example 1.2.5.** The nc complex Hessian of any nc analytic polynomial is 0. The nc complex Hessian of any nc antianalytic polynomial is 0. Hence, both nc analytic and nc antianalytic polynomials are nc plush.
1.3 Main Results of Chapter 2

In Chapter 2 we classify all symmetric nc plush polynomials in $g$ free variables.

**Theorem 1.3.1.** An nc symmetric polynomial $p$ in free variables is nc plurisubharmonic if and only if $p$ can be written in the form

$$p = \sum f_j^T f_j + \sum k_j k_j^T + F + F^T$$

(1.7)

where the sums are finite and each $f_j, k_j, F$ is nc analytic.

**Proof.** The proof requires all of Chapter 2 and culminates in Section 2.4. \qed

Chapter 3 strengthens the result of Theorem 1.3.1 by weakening the hypothesis while keeping the same conclusion. Specifically, in Chapter 3, we assume that the nc polynomial is nc plush on an “nc open set” and conclude that it is nc plush everywhere and hence has the form in Equation (1.7). The proof, in Chapter 3, draws on most of the theorems in Chapter 2 together with a very different technique involving representations of noncommutative quadratic functions.

The representation in Equation (1.7) is unique up to the natural transformations.

**Theorem 1.3.2.** Let $p$ be an nc symmetric polynomial in free variables that is nc plurisubharmonic and let

$$\tilde{N} := \min \{ N : p = \sum_{j=1}^{N} f_j^T f_j + \sum_{j=1}^{M} k_j k_j^T + F + F^T \}$$

$$\tilde{M} := \min \{ M : p = \sum_{j=1}^{N} f_j^T f_j + \sum_{j=1}^{M} k_j k_j^T + F + F^T \}.$$ 

Then, we can represent $p$ as

$$p = \sum_{j=1}^{\tilde{N}} f_j^T f_j + \sum_{j=1}^{\tilde{M}} k_j k_j^T + \tilde{F} + \tilde{F}^T$$

and if $N$ and $M$ are integers such that $N \geq \tilde{N}, M \geq \tilde{M}$ and

$$p = \sum_{j=1}^{N} f_j^T f_j + \sum_{j=1}^{M} k_j k_j^T + F + F^T,$$
then there exist isometries $U_1 : \mathbb{R}^N \rightarrow \mathbb{R}^N$ and $U_2 : \mathbb{R}^M \rightarrow \mathbb{R}^M$ such that

$$
\begin{pmatrix}
  f_1 \\
  \vdots \\
  f_N
\end{pmatrix}
= U_1
\begin{pmatrix}
  \tilde{f}_1 \\
  \vdots \\
  \tilde{f}_N
\end{pmatrix}
+ \vec{c}_1
$$
and

$$
\begin{pmatrix}
  k_1^T \\
  \vdots \\
  k_M^T
\end{pmatrix}
= U_2
\begin{pmatrix}
  \tilde{k}_1^T \\
  \vdots \\
  \tilde{k}_M^T
\end{pmatrix}
+ \vec{c}_2
$$

where $\vec{c}_1 \in \mathbb{R}^N$ and $\vec{c}_2 \in \mathbb{R}^M$.

**Proof.** Theorem 1.3.1 gives the desired form of $p$ and nc integration will give the uniqueness. We provide the details of the proof in Section 2.4. \qed

A byproduct of the proof of Theorem 1.3.1 is noncommutative integration theory of nc polynomials. This includes a Frobenius theorem for nc polynomials and is discussed further in Section 2.2.

### 1.4 Direct Sums and NC Open Sets

Now we present the additional definitions needed for Chapter 3. We start with direct sums and nc open sets. We then state the main results of Chapter 3.

#### 1.4.1 Direct Sums

Our definition of the direct sum is the usual one, which for two matrices $X_1$ and $X_2$, is given by

$$X_1 \oplus X_2 := \begin{pmatrix}
  X_1 & 0 \\
  0 & X_2
\end{pmatrix}.$$ 

Given a finite set of matrix tuples $\{X^1, \ldots, X^t\}$ with

$$X^j = \{X_{j1}, X_{j2}, \ldots, X_{jg}\} \in (\mathbb{R}^{n_j \times n_j})^g$$

for $j = 1, \ldots, t$, we define

$$\bigoplus_{j=1}^t X^j := \left\{ \bigoplus_{j=1}^t X_{j1}, \bigoplus_{j=1}^t X_{j2}, \ldots, \bigoplus_{j=1}^t X_{jg} \right\}.$$

For example, if $X^1 = \{X_{11}, \ldots, X_{1g}\}$, $X^2 = \{X_{21}, \ldots, X_{2g}\}$, and $X^3 = \{X_{31}, \ldots, X_{3g}\}$, we get

$$X^1 \oplus X^2 \oplus X^3 = \{X_{11} \oplus X_{21} \oplus X_{31}, \ldots, X_{1g} \oplus X_{2g} \oplus X_{3g}\}.$$
Now let
\[ B = \bigcup_{n=1}^{\infty} B_n \]
where \( B_n \subseteq (\mathbb{R}^{n \times n})^g \) for \( n \geq 1 \) be given. The graded set \( B \) respects direct sums if for each finite set
\[ \{X^1, \ldots, X^t\} \quad \text{with} \quad X^j \in B_{n_j} \quad \text{and} \quad n = \sum_{j=1}^{t} n_j, \]
with repetitions allowed, \( \oplus_{j=1}^{t} X^j \in B_n \).

### 1.4.2 NC Open Set

A set \( G \subseteq \bigcup_{n \geq 1} (\mathbb{R}^{n \times n})^g \) is an nc open set if \( G \) satisfies the following two conditions:

(i) \( G \) respects direct sums, and

(ii) there exists a positive integer \( n_0 \) such that if \( n > n_0 \), the set \( G_n := G \cap (\mathbb{R}^{n \times n})^g \) is an open set of matrix tuples.

We say that an nc polynomial, \( p \), is nc plush on an nc open set, \( G \), if the nc complex Hessian, \( q \), of \( p \) satisfies
\[ q(X, X^T)[H, H^T] \succeq 0 \quad (1.8) \]
for all \( X \in G \) and all \( H \in (\mathbb{R}^{n \times n})^g \) for all \( n \geq 1 \).

### 1.5 Main Results of Chapter 3

As we will see, in Section 3.4, the nc complex Hessian, \( q \), if matrix positive on an nc open set, can be factored as
\[ q = V(x, x^T)[h, h^T]^T L(x, x^T) D(x, x^T) L(x, x^T)^T V(x, x^T)[h, h^T] \quad (1.9) \]
where \( D(x, x^T) \) is a diagonal matrix, \( L(x, x^T) \) is a lower triangular matrix with ones on the diagonal (we call this a unit lower triangular matrix), and \( V(x, x^T)[h, h^T] \) is a vector of monomials in \( x, x^T, h, h^T \).
When we take the transpose of a matrix (or vector) with monomial or polynomial entries (e.g., \(L(x, x^T)^T\) or \(V(x, x^T)[h, h^T]^T\)), we get the matrix obtained by taking the transpose (as a matrix) \textit{and} applying the transpose (involution) to every entry.

**Example 1.5.1.** If

\[
v = \begin{pmatrix} hxx \\ hx \\ h \end{pmatrix},
\]

then

\[
v^T = \begin{pmatrix} x^T x^T h^T & x^T h^T & h^T \end{pmatrix}.
\]

The next theorem shows the surprising result that the diagonal matrix, \(D(x, x^T)\), in Equation (1.9) does not depend on \(x, x^T\) and that \(L(x, x^T)\) has nc polynomial entries.

**Theorem 1.5.2.** If \(p\) is an nc symmetric polynomial that is nc plurisubharmonic on an nc open set, then \(q\), the nc complex Hessian of \(p\), can be written as

\[
q = V(x, x^T)[h, h^T]^T L(x, x^T)D L(x, x^T)^T V(x, x^T)[h, h^T]
\]

where \(V(x, x^T)[h, h^T]\) is a vector of monomials in \(x, x^T, h, h^T\),

\[
D = \text{diag}(d_1, d_2, \ldots, d_N)
\]

is a positive semidefinite constant real matrix, and \(L(x, x^T)\) is a unit lower triangular matrix with nc polynomial entries.

**Proof.** The proof of this theorem requires all of Chapter 3 and culminates in Subsection 3.4.4.

This gives rise to an extension of Theorem 1.3.1. In Chapter 2, it is shown that an nc polynomial which is nc plush \textit{everywhere} has the specific form given in Equation (1.10) below (same as Equation (1.7) above). In Chapter 3, Theorem 1.5.3, below, is a stronger, “local implies global”, result in that an nc polynomial that is nc plush just on an nc open set is actually nc plush everywhere (and has the form in Equation (1.10)).
**Theorem 1.5.3.** If an nc symmetric polynomial, $p$, is nc plurisubharmonic on an nc open set, then $p$ is, in fact, nc plurisubharmonic everywhere and has the form expressed in Equation (1.7) from Theorem 1.3.1

$$p = \sum f_j^T f_j + \sum k_j k_j^T + F + F^T$$

(1.10)

where the sums are finite and each $f_j$, $k_j$, and $F$ is nc analytic.

**Proof.** That $D = D(x, x^T)$, in Theorem 1.5.2, is a positive semidefinite constant real matrix immediately implies

$$q(X, X^T)[H, H^T] \geq 0$$

for all $X, H \in \cup_{n \geq 1}(\mathbb{R}^{n \times n})^g$; that is, $p$ is nc plush at all $X \in \cup_{n \geq 1}(\mathbb{R}^{n \times n})^g$. Consequently, Theorem 1.3.1 gives that $p$ is of the desired form

$$p = \sum f_j^T f_j + \sum k_j k_j^T + F + F^T$$

where the sums are finite and $f_j$, $k_j$, $F$ are nc analytic. \hfill \Box

Note that with an nc polynomial, $p$, as in Equation (1.10), the nc complex Hessian, $q$, of $p$ is

$$q = \sum (f_j^T)_{x^T}(h^T)(f_j)_x[h] + \sum (k_j)_x[h](k_j^T)_{x^T}[h^T],$$

(1.11)

which is obviously matrix positive as it is a sum of squares. From Equation (1.11), we see that the nc complex Hessian for an nc polynomial that is nc plush on an nc open set has even degree.
Chapter 2

Noncommutative
Plurisubharmonic Polynomials,
Global Assumptions

In this chapter, we classify all symmetric nc plush polynomials as convex polynomials with an nc analytic change of variables; i.e., an nc symmetric polynomial $p$ is nc plush if and only if it has the form

$$p = \sum f_j^T f_j + \sum k_j k_j^T + F + F^T \tag{2.1}$$

where the sums are finite and $f_j$, $k_j$, $F$ are all nc analytic.

We also present a theory of noncommutative integration for nc polynomials and we prove a noncommutative version of the Frobenius theorem.

The next chapter, Chapter 3, proves that if the nc complex Hessian, $q$, of $p$ takes positive semidefinite values on an “nc open set” then $q$ takes positive semidefinite values on all tuples $X, H$. Thus, $p$ has the form in Equation (2.1). The proof, in Chapter 3, draws on most of the theorems in Chapter 2 together with a very different technique involving representations of noncommutative quadratic functions.

Now, we recall the main theorems in this chapter.
2.1 Main Results of Chapter 2

In this chapter we classify all symmetric nc plush polynomials in $g$ free variables.

**Theorem 2.1.1.** An nc symmetric polynomial $p$ in free variables is nc plurisubharmonic if and only if $p$ can be written in the form

$$p = \sum f_j^T f_j + \sum k_j k_j^T + F + F^T$$

where the sums are finite and each $f_j, k_j, F$ is nc analytic.

**Proof.** The proof requires the rest of this chapter and culminates in Section 2.4. □

Chapter 3 strengthens the result of Theorem 2.1.1 by weakening the hypothesis while keeping the same conclusion. Specifically, in Chapter 3, we assume that the nc polynomial is nc plush on an “nc open set” and conclude that it is nc plush everywhere and hence has the form in Equation (2.2). The proof, in Chapter 3, draws on most of the theorems in this chapter together with a very different technique involving representations of noncommutative quadratic functions.

The representation in Equation (2.2) is unique up to the natural transformations.

**Theorem 2.1.2.** Let $p$ be an nc symmetric polynomial in free variables that is nc plurisubharmonic and let

$$\tilde{N} := \min \{ N : p = \sum_{j=1}^N f_j^T f_j + \sum_{j=1}^M k_j k_j^T + F + F^T \}$$

$$\tilde{M} := \min \{ M : p = \sum_{j=1}^N f_j^T f_j + \sum_{j=1}^M k_j k_j^T + F + F^T \}.$$  

Then, we can represent $p$ as

$$p = \sum_{j=1}^{\tilde{N}} f_j^T f_j + \sum_{j=1}^{\tilde{M}} k_j k_j^T + \tilde{F} + \tilde{F}^T$$

and if $N$ and $M$ are integers such that $N \geq \tilde{N}, M \geq \tilde{M}$ and

$$p = \sum_{j=1}^N f_j^T f_j + \sum_{j=1}^M k_j k_j^T + F + F^T ,$$
then there exist isometries $U_1: \mathbb{R}^\tilde{N} \to \mathbb{R}^N$ and $U_2: \mathbb{R}^\tilde{M} \to \mathbb{R}^M$ such that

\[
\begin{pmatrix}
  f_1 \\
  \vdots \\
  f_N
\end{pmatrix} = U_1 \begin{pmatrix}
  \tilde{f}_1 \\
  \vdots \\
  \tilde{f}_N
\end{pmatrix} + \vec{c}_1 \quad \text{and} \quad \begin{pmatrix}
  k^T_1 \\
  \vdots \\
  k^T_M
\end{pmatrix} = U_2 \begin{pmatrix}
  \tilde{k}^T_1 \\
  \vdots \\
  \tilde{k}^T_M
\end{pmatrix} + \vec{c}_2
\]

where $\vec{c}_1 \in \mathbb{R}^N$ and $\vec{c}_2 \in \mathbb{R}^M$.

Proof. Theorem 2.1.1 gives the desired form of $p$ and nc integration will give the uniqueness. We provide the details of the proof in Section 2.4.

A byproduct of the proof of Theorem 2.1.1 is noncommutative integration theory of nc polynomials. This includes a Frobenius theorem for nc polynomials and is discussed further in Section 2.2.

2.1.1 Guide to Chapter 2

In Section 2.2, we provide a theory of noncommutative integration for nc polynomials and in Section 2.2.4, we state and prove a noncommutative version of the Frobenius theorem. In Section 2.3, we prove that the nc complex Hessian for an nc plush polynomial is the sum of hereditary and antihereditary squares. Finally, in Section 2.4, we prove the main results. We apply nc integration theory to the sum of squares representation of the nc complex Hessian found in Section 2.3. We also settle the issue of uniqueness of this sum of squares representation.

2.2 NC Integration

In this section, we introduce a natural notion of noncommutative (nc) integration and then give some basic properties. We say that an nc polynomial $p$ in $x = (x_1, \ldots, x_g)$ and $h_j$ is integrable in $x_j$ if there exists an nc polynomial $f(x)$ such that $f_{x_j}[h_j] = p$. We say that an nc polynomial $p$ in $x = (x_1, \ldots, x_g)$ and $h = (h_1, \ldots, h_g)$ is integrable if there exists an nc polynomial $f(x)$ such that $f'(x)[h] = p$. 

2.2.1 Notation

Let \( m \) be a monomial containing only the variables \( x_1, x_2, \ldots, x_g \). When we write \( m|_{x_i \rightarrow h_i} \), we mean the set of monomials that are degree one in \( h_i \) where one \( x_i \) in \( m \) has been replaced by \( h_i \). For example, if \( m = x_1x_2x_1x_2 \), then

\[
m|_{x_1 \rightarrow h_1} = \{h_1x_2x_1x_2, x_1x_2h_1x_2\}
\]

and

\[
m|_{x_2 \rightarrow h_2} = \{x_1h_2x_1x_2, x_1x_2x_1h_2\}.
\]

We also define a double substitution as follows. When we write \( m|_{x_i \rightarrow h_i, x_j \rightarrow h_j} := (m|_{x_i \rightarrow h_i})|_{x_j \rightarrow h_j} \), we mean the set of monomials that are degree one in \( h_i \) and degree one in \( h_j \) where one \( x_i \) in \( m \) has been replaced by \( h_i \) and one \( x_j \) in \( m \) has been replaced by \( h_j \). Note that we have

\[
m|_{x_i \rightarrow h_i, x_j \rightarrow h_j} = m|_{x_j \rightarrow h_j, x_i \rightarrow h_i}.
\]

Using \( m = x_1x_2x_1x_2 \), we have that

\[
m|_{x_1 \rightarrow h_1, x_2 \rightarrow h_2} = m|_{x_2 \rightarrow h_2, x_1 \rightarrow h_1} = m|_{x_1 \rightarrow h_1, x_2 \rightarrow h_2} = \{h_1h_2x_1x_2, h_1x_2x_1h_2, x_1h_2h_1x_2, x_1x_2h_1h_2\}.
\]

Sometimes we will start with a monomial \( m \) that is degree 1 in \( h_i \) and we wish to replace this \( h_i \) by \( x_i \). When we write \( m|_{h_i \rightarrow x_i} \), the set we get contains just one monomial so we abuse notation and use \( m|_{h_i \rightarrow x_i} \) to represent the actual monomial in this set.

2.2.2 Differentially Wed Monomials

For \( \gamma \) either 1 or \( T \), two monomials \( m \) and \( \tilde{m} \) are called \textit{1-differentially wed with respect to} \( x_j^\gamma \) if both \( m \) and \( \tilde{m} \) have degree one in \( h_j^\gamma \) and if \( m \) has an \( x_j^\gamma \) where \( \tilde{m} \) has an \( h_j^\gamma \) and if \( \tilde{m} \) has an \( x_j^\gamma \) where \( m \) has an \( h_j^\gamma \). Thus, interchanging \( h_j^\gamma \) and this \( x_j^\gamma \) in \( m \) produces \( \tilde{m} \); i.e.,

\[
m|_{h_j^\gamma \rightarrow x_j^\gamma} = \tilde{m}|_{h_j^\gamma \rightarrow x_j^\gamma}
\]
More generally, two monomials $m$ and $\tilde{m}$ are called **1-differentially wed** if both are degree one in $h$ or $h^T$ and if

$$m|_{h^\alpha \rightarrow x^\alpha} = \tilde{m}|_{h^\beta \rightarrow x^\beta}$$

for some $\alpha, \beta$ either 1 or $T$ and some $i, j$.

From these definitions, if $m$ and $\tilde{m}$ are 1-differentially wed with respect to a particular variable then $m$ and $\tilde{m}$ are 1-differentially wed but not the other way around (which we demonstrate below).

**Example 2.2.1.** The monomials $m = h_1 x_2^T x_1$ and $\tilde{m} = x_1 x_2^T h_1$ are 1-differentially wed with respect to $x_1$.

**Example 2.2.2.** The monomials $m = h_1 x_2^T x_1$ and $\tilde{m} = x_1 h_2^T x_1$ are 1-differentially wed (but not with respect to a particular variable).

**Example 2.2.3.** The monomials $m = x_2 h_2 x_2$ and $\tilde{m} = x_1 x_2 h_2$ are not 1-differentially wed (and, therefore, also not 1-differentially wed with respect to any variable).

**Theorem 2.2.4.** An nc polynomial $p$ in $x = (x_1, \ldots, x_g), h = (h_1, \ldots, h_g)$ is integrable if and only if each monomial in $p$ has degree one in $h$ (i.e., contains exactly one $h_j$ for some $j$) and whenever a monomial $m$ occurs in $p$, each monomial which is 1-differentially wed to $m$ also occurs in $p$ and has the same coefficient.

**Proof.** First suppose the nc polynomial $p$ in $x, h$ is integrable. Then, there exists an nc polynomial, $f(x)$, such that $f'(x)[h] = p$. Write $f$ as

$$f = \sum_{i=1}^{N} c_i m_i$$

where each $c_i \in \mathbb{R}$ and each $m_i$ is a monomial in $x$. Then, by applying Example 1.2.2 to each term $c_i m_i$, if a monomial $\tilde{m}$ occurs in $p = f'$, then every 1-differentially wed monomial to $\tilde{m}$ also occurs in $p = f'$ with the same coefficient.

Now suppose each monomial in $p$ has degree 1 in $h$ (i.e., contains some $h_j$) and if $m$ is a monomial in $p$, then each monomial which is 1-differentially wed also occurs in $p$ with the same coefficient. We will show that $p$ is integrable.
Write
\[ p = \sum_{i=1}^{N} c_i m_i \]
where each \( c_i \in \mathbb{R} \) and each \( m_i \) is a monomial in \( x \) and degree 1 in \( h \). Now we will change the order of summation of these terms so that we group together all monomials with the same coefficient that are 1-differentially wed. We do this in the following way.

Let \( w_1 \) be the polynomial that contains \( c_1 m_1 \) and all 1-differentially wed monomials to \( m_1 \) with the same coefficient \( c_1 \).

Let \( 1 \leq \alpha_2 \) be the smallest integer such that \( c_{\alpha_2} m_{\alpha_2} \) is not a term in \( w_1 \). Then let \( w_2 \) be the polynomial that contains \( c_{\alpha_2} m_{\alpha_2} \) and all 1-differentially wed monomials to \( m_{\alpha_2} \) with the same coefficient \( c_{\alpha_2} \).

Let \( 1 \leq \alpha_3 \) be the smallest integer such that \( c_{\alpha_3} m_{\alpha_3} \) is not a term in \( w_1 \) and not a term in \( w_2 \). Then let \( w_3 \) be the polynomial that contains \( c_{\alpha_3} m_{\alpha_3} \) and all 1-differentially wed monomials to \( m_{\alpha_3} \) with the same coefficient \( c_{\alpha_3} \).

We continue this process until it stops (it stops since \( p \) is a finite sum of monomials). Then we have written \( p \) as
\[ p = \sum_{i=1}^{\ell} w_i. \]

It is important to note that with this construction, each \( w_i \) is a homogeneous polynomial of some fixed degree where each term in \( w_i \) is degree 1 in \( h \).

Now define \( \alpha_1 = 1 \) and
\[ f_i(x) := c_{\alpha_i}(m_{\alpha_i}|_{h=x}), \quad 1 \leq i \leq \ell. \]

Then, by properties of differentiation and construction of \( w_i \), we have that \( f'_i = w_i \). Finally, define
\[ f(x) := \sum_{i=1}^{\ell} f_i(x) \]
and notice that \( f' = p \). \[ \square \]
Corollary 2.2.5. An nc polynomial \( p \) in \( x, h_j \) is integrable in \( x_j \) if and only if each monomial in \( p \) has degree one in \( h_j \) and whenever a monomial \( m \) occurs in \( p \), each monomial which is 1-differentially wed with respect to \( x_j \) also occurs in \( p \) and has the same coefficient.

2.2.3 Uniqueness of Noncommutative Integration

In this subsection, we explore the uniqueness of noncommutative integration. In classical calculus, integrating produces constants of integration. Here, we provide the noncommutative analogue.

Proposition 2.2.6. Suppose \( m \) and \( \tilde{m} \) are distinct monomials in the variables \( x = (x_1, \ldots, x_g) \). Then, we have that

1. \( (m)_{x_i} [h_i] \) and \( (\tilde{m})_{x_i} [h_i] \) have no terms in common and hence

\[
(m)_{x_i} [h_i] \neq (\tilde{m})_{x_i} [h_i]
\]

provided \( x_i \) is contained in either \( m \) or \( \tilde{m} \); and

2. we have that

\[
m' = (m)_x [h] \neq (\tilde{m})_x [h] = \tilde{m}'.
\]

Moreover, If \( m \) and \( \tilde{m} \) are distinct monomials in the variables \( x = (x_1, \ldots, x_g) \) and \( y = (y_1, \ldots, y_s) \), then

\[
m_x [h] \neq \tilde{m}_x [h].
\]

Proof. If \( m \) and \( \tilde{m} \) have different degree, then so do their nc directional derivatives and we are done. Suppose \( m \) and \( \tilde{m} \) have the same degree. If \( m \) contains \( x_i \) and \( \tilde{m} \) does not, then \( (\tilde{m})_{x_i} [h_i] = 0 \) while \( (m)_{x_i} [h_i] \) is a nonzero nc polynomial.

Suppose both \( m \) and \( \tilde{m} \) contain \( x_i \) and are the same degree. Then, write

\[
m = x_{j_1} x_{j_2} \cdots x_{j_s} \quad \text{and} \quad \tilde{m} = x_{k_1} x_{k_2} \cdots x_{k_s}
\]

where the tuple of integers \((j_1, j_2, \ldots, j_s)\) is not the same as the tuple of integers \((k_1, k_2, \ldots, k_s)\). This forces \( (m)_{x_i} [h_i] \) and \( (\tilde{m})_{x_i} [h_i] \) to have no terms in common. This completes the proof of (1).
To prove (2), note that

\[ m' = (m)_x[h] = \sum_{i=1}^{g} (m)_{x_i}[h_i] \quad \text{and} \quad \tilde{m}' = (\tilde{m})_x[h] = \sum_{i=1}^{g} (\tilde{m})_{x_i}[h_i] \]

and if \( m' = \tilde{m}' \), then we must have \( (m)_{x_i}[h_i] = \tilde{m}_x[h_i] \) for each \( i \). However, (1) implies that this is impossible.

If \( m \) and \( \tilde{m} \) are distinct monomials in the variables \( x = (x_1, \ldots, x_g) \) and \( y = (y_1, \ldots, y_g) \), the proof follows exactly the way the proof of (2) does. \( \square \)

**Lemma 2.2.7.** Suppose \( p \) is an nc polynomial in the variables \( x = (x_1, \ldots, x_g) \) such that \( p_{x_i}[h_i] = 0 \). Then, \( p(x_1, \ldots, x_g) = f(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_g) \) is an nc polynomial in the variables \( x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_g \).

**Proof.** First, if \( m \) is a monomial in the variables \( x = (x_1, \ldots, x_g) \) that contains \( x_i \), then \( m_{x_i}[h_i] \) is a sum of terms where each instance of \( x_i \) is replaced by \( h_i \) (see Example 1.2.1). Note that each term in \( m_{x_i}[h_i] \) has a different number of variables to the left of \( h_i \); hence, the terms cannot cancel. Thus, \( m_{x_i}[h_i] \neq 0 \).

Now suppose \( p \) is an nc polynomial in the variables \( x = (x_1, \ldots, x_g) \) such that \( p_{x_i}[h_i] = 0 \). We write the nc polynomial \( p \) as

\[ p = \sum_{j=1}^{N} \alpha_j m_j \quad (2.4) \]

where the \( \alpha_j \) are nonzero real constants and the \( m_j \) are distinct monomials. Then, we have that

\[ 0 = p_{x_i}[h_i] = \sum_{j=1}^{N} \alpha_j (m_j)_{x_i}[h_i]. \quad (2.5) \]

Since the \( m_j \) are distinct monomials, Proposition 2.2.6 implies that no cancellation can occur in Equation (2.5). This implies that

\[ (m_j)_{x_i}[h_i] = 0 \]

for all \( j = 1, \ldots, N \). Then, by the first paragraph in this proof, we get that each \( m_j \) is a monomial in the variables \( x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_g \). This implies that \( p \), as in Equation (2.4), is a polynomial in the variables \( x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_g \). \( \square \)
**Proposition 2.2.8.** Suppose $p$ is an nc polynomial in the $g + s$ variables $x = (x_1, \ldots, x_g)$ and $y = (y_1, \ldots, y_s)$. If $p_x[h] = 0$, then

$$p(x, y) = p(x_1, \ldots, x_g, y_1, \ldots, y_s) = f(y_1, \ldots, y_s)$$

is an nc polynomial in the variables $y = (y_1, \ldots, y_s)$.

**Proof.** If $p$ is an nc polynomial in the $g + s$ variables $x = (x_1, \ldots, x_g)$ and $y = (y_1, \ldots, y_s)$, then

$$p_x[h] = \sum_{i=1}^{g} p_{x_i}[h_i].$$

It is important to note that $p_{x_i}[h_i]$ is an nc polynomial in $x$, $y$, and linear in $h_i$. Since

$$p_x[h] = \sum_{i=1}^{g} p_{x_i}[h_i] = 0$$

and since each $p_{x_i}[h_i]$ is an nc polynomial that is linear in $h_i$, it follows that

$$p_{x_i}[h_i] = 0 \quad \text{for all } 1 \leq i \leq g.$$ 

Then, Lemma 2.2.7 implies that $p$ is an nc polynomial in the variables

$$x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_g, y_1, \ldots, y_s \quad \text{for all } 1 \leq i \leq g$$

This can only happen if $p$ is an nc polynomial in the variables $y = (y_1, \ldots, y_s)$. \qed

**Corollary 2.2.9.** Suppose $p$ is an nc polynomial in $x = (x_1, \ldots, x_g)$. Then, we have that

1. if

$$p'(x)[h] = p_x[h] = \sum_{i=1}^{g} p_{x_i}[h_i] = 0,$$

then $p$ is constant, and

2. if $\tilde{p}$ is another nc polynomial in the variables $x = (x_1, \ldots, x_g)$ such that $p' = \tilde{p}'$ then $p = \tilde{p} + \alpha$ where $\alpha$ is a real constant.

**Proof.** Property (1) directly follows from Proposition 2.2.8.

If $p' = \tilde{p}'$, then, since nc differentiation is linear, we get that

$$0 = p' - \tilde{p}' = (p - \tilde{p})'$$

which, by property (1), implies that $p - \tilde{p}$ is constant. \qed
Noncommutative Complex Differentiation

Here, we specialize from the variables \( x = (x_1, \ldots, x_g) \) and \( y = (y_1, \ldots, y_s) \) to the variables \( x = (x_1, \ldots, x_g) \) and \( x^T = (x_1^T, \ldots, x_g^T) \). The first corollary below, Corollary 2.2.10, follows directly from Proposition 2.2.8 above.

**Corollary 2.2.10.** Suppose \( p \) is an nc polynomial in the variables \( x = (x_1, \ldots, x_g) \) and \( x^T = (x_1^T, \ldots, x_g^T) \). Then, we have that

1. if \( p_x[h] = 0 \), then \( p \) is an nc antianalytic polynomial, and

2. if \( p_{x^T}[h^T] = 0 \), then \( p \) is an nc analytic polynomial.

**Lemma 2.2.11.** Let \( p \) be an nc polynomial in the nc variables \( x = (x_1, \ldots, x_g) \), \( x^T = (x_1^T, \ldots, x_g^T) \) and let \( q \) be the nc complex Hessian of \( p \). Then \( q = 0 \) if and only if \( p = F + G^T \) where \( F \) and \( G \) are nc analytic polynomials.

If, in addition, \( p \) is symmetric, then \( q = 0 \) if and only if \( p = F + F^T \) where \( F \) is an nc analytic polynomial.

**Proof.** Lemma 2.2.12, in Section 2.2.4 below, allows us to switch the order of differentiation to get

\[
q = p_{x^T,x}[h^T, h] = (p_{x^T}[h^T])_x[h] = (p_x[h])_{x^T}[h^T].
\]

Then, we have that the nc complex Hessian of \( p = F + G^T \) is

\[
q = (F_{x^T}[h^T])_x[h] + (G^T_x[h])_{x^T}[h^T] = 0.
\]

Now suppose \( p \) contains a term with both \( x \) and \( x^T \). Write \( p \) as

\[
p = \sum_{j=1}^{N} \alpha_j m_j
\]

where \( \alpha_j \) are nonzero real constants and \( m_j \) are distinct monomials in \( x \) and/or \( x^T \). Then, the nc complex Hessian of \( p \) is

\[
q = \sum_{j=1}^{N} \alpha_j (m_j)_{x^T,x}[h^T, h].
\]
Since the $m_j$ are distinct, Proposition 2.2.6 implies that the nc polynomials

$$(m_i)_x[h^T] \quad \text{and} \quad (m_j)_x[h^T]$$

have no terms in common for all $i \neq j$. Then, we apply Proposition 2.2.6 again to get that the nc polynomials $(m_i)_x[h^T, h]$ and $(m_j)_x[h^T, h]$ have no terms in common for all $i \neq j$. This implies that no cancellation occurs in $q$ so that $q \neq 0$.

\[\square\]

2.2.4 NC “Gradient” of a Potential

In this subsection, we give a noncommutative Frobenius Theorem and present some equivalent tests to determine if a list of nc polynomials is simultaneously integrable.

**Lemma 2.2.12.** Suppose $p(x_1, \ldots, x_g)$ is an nc polynomial in $x_1, \ldots, x_g$. Then

$$(p_{x_i}[h_i])_{x_j}[h_j] = (p_{x_j}[h_j])_{x_i}[h_i].$$

**Proof.** Write

$$p = \sum_{\alpha=1}^{t} c_{\alpha}m_{\alpha}$$

where each $c_{\alpha} \in \mathbb{R}$ and each $m_{\alpha}$ is a monomial in $x_1, \ldots, x_g$. Then we have

$$(p_{x_i}[h_i])_{x_j}[h_j] = \sum_{\alpha=1}^{t} c_{\alpha}((m_{\alpha})_{x_i}[h_i])_{x_j}[h_j]$$

and

$$(p_{x_j}[h_j])_{x_i}[h_i] = \sum_{\alpha=1}^{t} c_{\alpha}((m_{\alpha})_{x_j}[h_j])_{x_i}[h_i].$$

Note that the nc directional derivative $(m_{\alpha})_{x_i}[h_i]$ is the sum of all monomials in the set $m_{\alpha}|_{x_i \rightarrow h_i}$ and the nc directional derivative $((m_{\alpha})_{x_i}[h_i])_{x_j}[h_j]$ is the sum of all monomials in the set $m_{\alpha}|_{x_i \rightarrow h_i, x_j \rightarrow h_j}$. Equation (2.3) implies that

$$m_{\alpha}|_{x_i \rightarrow h_i, x_j \rightarrow h_j} = m_{\alpha}|_{x_j \rightarrow h_j, x_i \rightarrow h_i}$$

which implies that

$$c_{\alpha}((m_{\alpha})_{x_i}[h_i])_{x_j}[h_j] = c_{\alpha}((m_{\alpha})_{x_j}[h_j])_{x_i}[h_i].$$
Hence, \((p_x[h_i])_{x_j}[h_j] = (p_x[h_j])_{x_i}[h_i]\).

The following theorem is the noncommutative analogue of the Frobenius Theorem in that the classical specialization of \((a) \iff (b)\) to \(x \in \mathbb{R}^g\) in Theorem 2.2.13 below says that

\[
\left( f_1, f_2, \ldots, f_g \right)
\]

is the gradient of a function if and only if

\[
\frac{\partial f_i}{\partial x_j} = \frac{\partial f_j}{\partial x_i}.
\]

**Theorem 2.2.13.** Suppose \(\delta\) is an nc polynomial such that

\[
\delta(x_1, \ldots, x_g, h_1, \ldots, h_g) = \sum_{i=1}^{g} f_i(x_1, \ldots, x_g, h_i)
\]

where each \(f_i(x_1, \ldots, x_g, h_i)\) is homogeneous of degree 1 in \(h_i\). Then, the following are equivalent:

(a) \(\delta\) is integrable.

(b) Each \(f_i(x_1, \ldots, x_g, h_i)\) is integrable in \(x_i\) and \((f_i)_{x_j}[h_j] = (f_j)_{x_i}[h_i]\) for any \(i, j\).

(c) For each monomial, \(m\), in \(\delta\), every 1-differentially wed monomial to \(m\) also occurs in \(\delta\) with the same coefficient.

**Proof.** Theorem 2.2.4 gives the equivalence of (a) and (c).

Now we show (a) and (b) are equivalent. First, suppose (a) holds. Then there exists an nc polynomial \(P(x_1, \ldots, x_g)\) such that

\[
P' = \delta \implies \sum_{i=1}^{g} P_{x_i}[h_i] = \sum_{i=1}^{g} f_i(x_1, \ldots, x_g, h_i).
\]

This forces \(P_{x_i}[h_i] = f_i(x_1, \ldots, x_g, h_i)\) and then Lemma 2.2.12 gives that

\[
(f_i)_{x_j}[h_j] = (P_{x_i}[h_i])_{x_j}[h_j] = (P_{x_j}[h_j])_{x_i}[h_i] = (f_j)_{x_i}[h_i].
\]

Now suppose (a) is false; i.e., \(\delta\) is not integrable. Then, there exists some term \(\alpha m\) \((\alpha \in \mathbb{R})\) in \(\delta\) such that not all 1-differentially wed monomials to \(m\) with
the same coefficient $\alpha$ occur in $\delta$. Without loss of generality, suppose $\alpha m$ is a term in $f_1(x, h_1)$. Recall, this implies $m$ is degree one in $h_1$.

If $\delta$ does not contain a monomial that is 1-differentially wed to $m$ with respect to $x_1$ with the same coefficient $\alpha$, then $f_1(x, h_1)$ is not integrable in $x_1$.

Suppose $\alpha m$ contains the variable $x_k$ and that $\delta$ (more specifically, $f_k(x, h_k)$) does not contain the term $\alpha \tilde{m}$, where $\tilde{m}$ is a specific monomial in the set

$$(m|_{h_1 \rightarrow x_1})|_{x_k \rightarrow h_k} = (m|_{x_k \rightarrow h_k})|_{h_1 \rightarrow x_1}.$$

Note that $\tilde{m}$ is 1-differentially wed to $m$ and this implies that the sets $m|_{x_k \rightarrow h_k}$ and $\tilde{m}|_{x_1 \rightarrow h_1}$ are equal. If $(f_1)_x[h_k] = (f_k)_x[h_1]$, then $\alpha \hat{m}$, where $\hat{m}$ is a specific monomial in the set $m|_{x_k \rightarrow h_k} = \tilde{m}|_{x_1 \rightarrow h_1}$, is a term in $(f_1)_x[h_k] = (f_k)_x[h_1]$. This implies that $\alpha \hat{m}$, where $\hat{m} = \hat{m}|_{h_1 \rightarrow x_1}$, is a term in $f_k(x, h_k)$ which is contained in $\delta$.

Thus, we have shown that if $\delta$ is not integrable then either some $f_i(x, h_i)$ is not integrable with respect to $x_i$ or $(f_i)_x[h_j] \neq (f_j)_x[h_i]$ for some $i \neq j$. \hfill $\Box$

### 2.2.5 Levi-differentially Wed Monomials

Now we turn to properties of the nc complex Hessian $q$, as $q$ is just a second nc directional derivative.

Two monomials $m$ and $\tilde{m}$ are called **Levi-differentially wed** if $m$ and $\tilde{m}$ are both degree 2 in $h, h^T$, $m$ contains some $h_i, h^T_j$, $\tilde{m}$ contains some $h_k, h^T_s$ and

$$m|_{h_i \rightarrow x_i, h^T_j \rightarrow x^T_j} = \tilde{m}|_{h_k \rightarrow x_k, h^T_s \rightarrow x^T_s}$$

Indeed, Levi-differentially wed is an equivalence relation on the monomials in the nc complex Hessian, $q$, with the coefficients of all Levi-differentially wed monomials in $q$ being the same.

**Example 2.2.14.** The monomials $h^T h x^T x$, $h^T x x^T h$, $x^T h h^T x$, and $x^T x h^T h$ are all Levi-differentially wed to each other.

**Example 2.2.15.** None of the monomials $h^T h x^T x$, $h^T x h^T x$, $x^T h x^T h$ are Levi-differentially wed to each other.
The next theorem provides necessary and sufficient conditions as to when a given nc polynomial is actually an nc complex Hessian.

**Theorem 2.2.16.** An nc polynomial $q$ in $x, x^T, h, h^T$ is an nc complex Hessian if and only if the following two conditions hold:

(P1) Each monomial in $q$ contains exactly one $h_j$ and one $h_k^T$ for some $j, k$.

(P2) If a certain monomial $m$ is contained in $q$, any monomial $\tilde{m}$ that is Levi-differentially wed to $m$ is also contained in $q$ with the same coefficient.

**Proof.** First, suppose $q$ is an nc complex Hessian. Equation (1.5) shows that $q$ is an nc directional derivative of an nc directional derivative. Then, properties of nc directional derivatives imply that (P1) and (P2) hold.

Now suppose (P1) and (P2) hold. Write $q$ as

$$q = \sum_{i=1}^{N} c_i m_i$$

where each $c_i \in \mathbb{R}$ and each $m_i$ is a monomial that contains some $h_j$ and $h_k^T$. Now we will change the order of summation of these terms so that we group together all monomials with the same coefficient that are Levi-differentially wed to each other. We do this in the following way.

Let $w_1$ be the nc polynomial that contains $c_1 m_1$ and all Levi-differentially wed monomials to $m_1$ with the same coefficient $c_1$.

Let $1 \leq \alpha_2$ be the smallest integer such that $c_{\alpha_2} m_{\alpha_2}$ is not a term in $w_1$. Then let $w_2$ be the nc polynomial that contains $c_{\alpha_2} m_{\alpha_2}$ and all Levi-differentially wed monomials to $m_{\alpha_2}$ with the same coefficient $c_{\alpha_2}$.

Let $1 \leq \alpha_3$ be the smallest integer such that $c_{\alpha_3} m_{\alpha_3}$ is not a term in $w_1$ and not a term in $w_2$. Then let $w_3$ be the nc polynomial that contains $c_{\alpha_3} m_{\alpha_3}$ and all Levi-differentially wed monomials to $m_{\alpha_3}$ with the same coefficient $c_{\alpha_3}$.

We continue this process until it stops (it stops since $q$ is a finite sum of monomials). Then we have written $q$ as

$$q = \sum_{i=1}^{\ell} w_i.$$
It is important to note that with this construction, each $w_i$ is a homogeneous polynomial of some fixed degree where each term in $w_i$ contains some $h_j$ and some $h_k^T$.

Now define $\alpha_1 = 1$ and

$$f_i(x, x^T) := c_{\alpha_i} (m_{\alpha_i}|_{h \to x, h^T \to x^T}), \quad 1 \leq i \leq \ell.$$  

Then we have, by properties of differentiation and construction of $w_i$, that the nc complex Hessian of each $f_i$ is $w_i$. Finally, define

$$f(x, x^T) := \sum_{i=1}^{\ell} f_i(x, x^T)$$

and notice that the nc complex Hessian of $f$ is $q$.

**Lemma 2.2.17.** Let $m, m', n, n'$ be nc analytic monomials with degree 1 in $h$ (or all nc antianalytic monomials with degree 1 in $h^T$). Then $m, m'$ are 1-differentially wed and $n, n'$ are 1-differentially wed if and only if $n^T m$ and $n'^T m'$ are Levi differentially wed.

**Proof.** Without loss of generality, suppose $m, m', n, n'$ are all nc analytic monomials with degree 1 in $h$.

$m, m'$ are 1-differentially wed and $n, n'$ are 1-differentially wed if and only if

$$m|_{h_i \to x_i} = m'|_{h_j \to x_j}$$
$$n|_{h_k \to x_k} = n'|_{h_s \to x_s}.$$

This happens if and only if

$$(n^T m)|_{h_k^T \to x_k^T, h_i \to x_i} = (n|_{h_k \to x_k})^T (m|_{h_i \to x_i})$$
$$= (n'|_{h_s \to x_s})^T (m'|_{h_j \to x_j}) = (n'^T m')|_{h_k^T \to x_k^T, h_j \to x_j}$$

since $m, m', n, n'$ are all nc analytic and each is degree 1 in $h$. ☐
2.3 Complex Hessian as a Sum of Squares

Assuming nc plurisubharmonicity means we have a matrix positive nc complex Hessian. By Theorem 1.1.1, this leads to a sum of squares representation for the nc complex Hessian.

The next lemma follows the proof of Proposition 4.1 in [HM04] with the nc Hessian now replaced by the nc complex Hessian.

Lemma 2.3.1. If $p$ is an nc symmetric plush polynomial then the nc complex Hessian, $q$, of $p$ can be written as

$$q(x, x^T)[h, h^T] = \sum_{j=1}^m r_j^T r_j$$

where each $r_j$ is an nc polynomial that is homogeneous of degree 1 in $h$ (or $h^T$).

Proof. Since $p$ is nc plush, $q(X, X^T)[H, H^T] \succeq 0$ for all $X, H \in (\mathbb{R}^{n \times n})^g$ for all $n \geq 1$. By Theorem 1.1.1, $q(x, x^T)[h, h^T]$ is a sum of squares. Hence, we can write $q$ as

$$q(x, x^T)[h, h^T] = \sum_{j=1}^m r_j^T r_j$$

where each $r_j$ is a polynomial in $x, x^T, h,$ and $h^T$. Write

$$r_j = \sum_{w \in \text{Mon}(x, x^T, h, h^T)} r_j(w)w$$

where $\text{Mon}(x, x^T, h, h^T)$ is the set of monomials in the given variables and where all but finitely many of the $r_j(w) \in \mathbb{R}$ are 0. Let $\text{deg}_h(r)$ denote the degree of $r$ in $h$ (and $h^T$) and let $\text{deg}_x(r)$ denote the degree of $r$ in $x$ (and $x^T$). Let

$$d_h = \max\{\text{deg}_h(r_j) : j\}$$
$$d_x = \max\{\text{deg}_x(w) : \exists j \text{ s.t. } r_j \text{ contains } w \text{ and } \text{deg}_h(w) = d_h\}$$
$$S_{d_x, d_h} = \{w : r_j \text{ contains } w \text{ for some } j, \text{deg}_h(w) = d_h, \text{deg}_x(w) = d_x\}.$$

The portion of $q$ homogeneous of degree $2d_h$ in $h$ and $2d_x$ in $x$ is

$$Q = \sum_{j=1, \ldots, m, v, w \in S_{d_x, d_h}} r_j(v)r_j(w)v^Tw.$$
Since for \( v, w \in S_{d_x, d_h} \), \( v_1^T w_1 = v_2^T w_2 \) can occur if and only if \( v_1 = v_2 \) and \( w_1 = w_2 \), we see that \( Q \neq 0 \) and thus \( \text{deg}_h(q) = 2d_h \). Since \( q \) has degree 2 in \( h \) and \( h^T \), we obtain \( 2d_h = 2 \) which implies \( d_h = 1 \).

Since we know \( q \) is positive, Theorem 1.1.1 allows us to represent \( q \) as a sum of squares, \( q = \sum r_j^T r_j \). We now wish to show that these \( r_j \) are either nc analytic or nc antianalytic.

**Theorem 2.3.2.** If \( p \) is an nc symmetric plush polynomial, then the nc complex Hessian, \( q \), of \( p \) can be written as in Lemma 2.3.1,

\[
q(x, x^T)[h, h^T] = \sum_{j=1}^{m} r_j^T r_j
\]

where each \( r_j \) is either nc analytic or nc antianalytic.

**Proof.** Since \( p \) is assumed nc plush we get that \( q(X, X^T)[H, H^T] \succeq 0 \) for all \( X, H \in (\mathbb{R}^{n \times n})^d \) for all \( n \geq 1 \). Again, by Theorem 1.1.1, we get that \( q \) is a finite sum of squares,

\[
q = \sum_{j=1}^{m} r_j^T r_j.
\]

By Lemma 2.3.1, each \( r_j \) is homogeneous of degree 1 in \( h \) or \( h^T \). We wish to show that each \( r_j \) is either nc analytic or nc antianalytic. Consider all monomials in the \( r_i \)'s of the form

\[
Lh_j^T Mx_k N
\]

or of the form

\[
Lx_j^T Mh_k N
\]

\[
Lx_k Mh_j^T N
\]

or of the form

\[
Lh_k Mx_j^T N.
\]

Here, \( L, M, N \) are monomials in \( x \) and \( x^T \). The theorem being false is equivalent to some such monomial existing and we say these are monomials of the *offending form*. This is easy to check just by comparing the form of each offending monomial to \( r_j \) being nc analytic or nc antianalytic.
We now focus on offending monomials of the highest degree (over all offending monomials).

**Case 1:** Suppose that the offending monomial of highest degree is of the form $Lh_j^T M x_k N$. Without loss of generality, say this monomial occurs in $r_1$. Then $r_1^T r_1$ contains the monomial

$$m := N^T x_k^T M^T h_j L^T L h_j^T M x_k N.$$  

We claim that this monomial, $m$, appears in $q$. To be cancelled, $\tilde{L} h_j^T M x_k N$ must appear in some $r_\ell$ where $\tilde{L}$ factors $L$ or $L$ factors $\tilde{L}$. This implies that either $r_\ell^T r_\ell$ contains a monomial of the form $w^T w$, where $w$ is of the offending form and $w$ has higher degree than $m$, or we must have $\tilde{L} = L$. The first option would contradict the highest degree assumption of $m$ so we must have $\tilde{L} = L$. In this case, the coefficient of $m$ arising from $r_\ell^T r_\ell$ is positive so no cancellation occurs.

Observe that $q$ contains many Levi-differentially wed monomials to $m$. For example, 

$$N^T x_k^T M^T x_j L^T L h_j^T M h_k N$$

is contained in $q$, so it appears in some square, say $r_k^T r_k$. Thus, $r_k^T$ contains $N^T x_k^T M^T x_j L^T L h_j^T$ (or $N^T x_k^T M^T x_j L^T L h_j^T M$) which is of the offending form (2.8). But this monomial is longer than the longest offending monomial we selected; namely, $m$. This is a contradiction.

**Case 2:** Suppose that the offending monomial of highest degree is of the form $L x_k M h_j^T N$. Without loss of generality, say this monomial occurs in $r_1$. Then $r_1^T r_1$ contains the monomial

$$m := N^T h_j M^T x_k^T L^T L x_k M h_j^T N.$$  

We claim that this monomial, $m$, appears in $q$. To be cancelled, $\tilde{K} h_j^T N$ must appear in some $r_\ell$ where $\tilde{K}$ factors $L x_k M$ or $L x_k M$ factors $\tilde{K}$. This implies that either $r_\ell^T r_\ell$ contains a monomial of the form $w^T w$, where $w$ is of the offending form and $w$ has higher degree than $m$, or we must have $\tilde{K} = L x_k M$. The first option would contradict the highest degree assumption of $m$ so we must have $\tilde{K} = L x_k M$. 

In this case, the coefficient of $m$ arising from $r^T_ir_\ell$ is positive so no cancellation occurs.

Observe that $q$ contains many Levi-differentially wed monomials to $m$. For example,
\[ N^T x_j M^T x_k^T L^T L h_k M h_j^T N \]
is contained in $q$, so it appears in some square, say $r^T_k r_k$. Thus, $r^T_k$ contains
\[ N^T x_j M^T x_k^T L^T L h_k \text{ (or } N^T x_j M^T x_k^T L^T L h_k M) \]
which is of the offending form (2.7). But this monomial is longer than the longest offending monomial we selected; namely, $m$. This is a contradiction.

**Case 3:** This case concerns $L h_k M x_j^T N$ and the argument is parallel to that in Case 1.

**Case 4:** This case concerns $L x_j^T M h_k N$ and the argument is parallel to that in Case 2. \hfill \Box

### 2.4 Proof of Main Results of Chapter 2

We now prove the main theorem which we now recall from Section 2.1.

**Theorem 2.4.1.** An nc symmetric polynomial $p$ in free variables is nc plurisubharmonic if and only if $p$ can be written in the form
\[ p = \sum f^T_j f_j + \sum k_j k^T_j + F + F^T \]  
(2.10)
where the sums are finite and each $f_j, k_j, F$ is nc analytic.

**Proof.** If $p$ has the form given in Equation (2.10) then $q(x,x^T)[h,h^T]$, the nc complex Hessian of $p$, is
\[ q = \sum (f^T_j x)[h^T](f_j)x[h] + \sum (k_j)x[h](k^T_j)x^T[h^T] \]
\[ = \sum (f_j)x[h]^T(f_j)x[h] + \sum (k_j)x[h](k_j)x[h]^T, \]
which is a finite sum of squares. Hence, $q(X,X^T)[H,H^T] \succeq 0$ for all $X,H \in (\mathbb{R}^{n \times n})^g$ for all $n \geq 1$ and thus $p$ is nc plush.
Now, suppose $p$ is nc plush. By Theorem 2.3.2, write

$$q = \sum r_j^T r_j$$

where each $r_j$ is nc analytic or nc antianalytic and homogeneous of degree one in $h$ or $h^T$. In view of Theorem 2.2.4, we now show that each $r_j$ is integrable. Suppose $m$ is a monomial in $r_j$ and that $m'$ is any monomial 1-differentially wed to $m$ (other than $m$). We shall now show that $m'$ occurs in $r_j$ with the same coefficient as $m$.

To do this, suppose $r_j$ contains $C_jm + C'_jm'$ for some $j$’s. Note that $C'_j$ may certainly be 0. Then $r_j^T r_j$ must contain the terms $C_j^2 m^T m$, $C'_j m'^T m'$, $C_j C'_j m'^T m'$, $C'_j C_j m^T m$. By summing over all $j$ such that $r_j$ contains $C_j m + C'_j m'$ we get that $q$ must have the terms

$$(\sum_j C_j^2)m^T m, \quad (\sum_j C'_j m')m'^T m', \quad (\sum_j C_j C'_j)m^T m'.$$

By Lemma 2.2.17, the monomials $m^T m$, $m'^T m'$, and $m^T m'$ are Levi-differentially wed. Thus, all 3 coefficients are equal. This means we have

$$\sum_j C_j^2 = \sum_j C'_j C_j = \sum_j C_j C'_j = \sum_j C_j C'_j.$$  \hspace{1cm} (2.11)

The Cauchy Schwartz inequality gives

$$(\sum_j C_j C'_j)^2 \leq (\sum_j C_j^2) (\sum_j C_j^2)$$  \hspace{1cm} (2.12)

and Equation (2.11) implies we have equality in Equation (2.12). This means we have $C_j = \alpha C'_j$ for all $j$. Then we get

$$\sum_j C_j C'_j = \sum_j \alpha C_j = \alpha \sum_j C_j$$

and by Equation (2.11), we get $\alpha = 1$. Hence $C_j = C'_j$ for all $j$. This means that $r_j$ contains $C_j m$ if and only if it contains $C_j m'$ where $m$ and $m'$ are any two 1-differentially wed monomials.

Since $m$ and $m'$ are arbitrary 1-differentially wed monomials, we get that, by Theorem 2.2.4, $r_j$ is integrable. We integrate it to get $f_j$ in Equation (2.10) if $r_j$ is nc analytic and $k_j^T$ in Equation (2.10) if $r_j$ is nc antianalytic. We note that
there are other antiderivatives for the $r_j$ (for example, $f_j + x^T$) but when $r_j$ is 
c analytic (resp. nc antianalytic) we only care about the nc analytic (resp. nc antianalytic) ones.

Define
\[ \tilde{p} := \sum f_j^T f_j + \sum k_j k_j^T. \]
By construction, $\tilde{p}$ is a sum of hereditary and antihereditary squares. Also note that the nc complex Hessian of $\tilde{p}$ is equal to the nc complex Hessian of $p$. Apply Lemma 2.2.11 to finish the proof. 

Now we prove the uniqueness of the representation of an nc symmetric plush polynomial. We recall Theorem 2.1.2 from Section 2.1:

**Theorem 2.4.2.** Let $p$ be an nc symmetric polynomial in free variables that is nc plurisubharmonic and let
\[
\tilde{N} := \min\{N : p = \sum_{j=1}^{N} f_j^T f_j + \sum_{j=1}^{M} k_j k_j^T + F + F^T\}
\]
\[
\tilde{M} := \min\{M : p = \sum_{j=1}^{N} f_j^T f_j + \sum_{j=1}^{M} k_j k_j^T + F + F^T\}.
\]

Then, we can represent $p$ as
\[
p = \sum_{j=1}^{\tilde{N}} \tilde{f}_j^T \tilde{f}_j + \sum_{j=1}^{\tilde{M}} \tilde{k}_j \tilde{k}_j^T + \tilde{F} + \tilde{F}^T
\]
and if $N$ and $M$ are integers such that $N \geq \tilde{N}$, $M \geq \tilde{M}$ and
\[
p = \sum_{j=1}^{N} f_j^T f_j + \sum_{j=1}^{M} k_j k_j^T + F + F^T,
\]
then there exist isometries $U_1 : \mathbb{R}^{\tilde{N}} \rightarrow \mathbb{R}^{N}$ and $U_2 : \mathbb{R}^{\tilde{M}} \rightarrow \mathbb{R}^{M}$ such that
\[
\begin{pmatrix} f_1 \\ \vdots \\ f_N \end{pmatrix} = U_1 \begin{pmatrix} \tilde{f}_1 \\ \vdots \\ \tilde{f}_N \end{pmatrix} + \tilde{c}_1 \quad \text{and} \quad \begin{pmatrix} k_1^T \\ \vdots \\ k_M^T \end{pmatrix} = U_2 \begin{pmatrix} \tilde{k}_1^T \\ \vdots \\ \tilde{k}_M^T \end{pmatrix} + \tilde{c}_2
\]
where $\tilde{c}_1 \in \mathbb{R}^N$ and $\tilde{c}_2 \in \mathbb{R}^M$. 
Proof. Suppose \( N \) and \( M \) are integers such that \( N \geq \tilde{N}, M \geq \tilde{M} \) where \( p \) can be written as
\[
p = \sum_{j=1}^{N} f_j^T f_j + \sum_{j=1}^{M} k_j k_j^T + F + F^T \tag{2.13}
\]
and suppose \( \tilde{M} \geq \tilde{M} \) is such that we have
\[
p = \sum_{j=1}^{\tilde{N}} \tilde{f}_j^T \tilde{f}_j + \sum_{j=1}^{\tilde{M}} \tilde{k}_j \tilde{k}_j^T + F + F^T. \tag{2.14}
\]

Then, the nc complex Hessian, \( q \), of \( p \) based on the representations in Equations (2.14) and (2.13) is
\[
q = \sum_{j=1}^{\tilde{N}} (\tilde{f}_j)_x[h]^T (\tilde{f}_j)_x[h] + \sum_{j=1}^{\tilde{M}} (\tilde{k}_j)_x[h] (\tilde{k}_j)_x[h]^T \tag{2.15}
\]
\[
= \sum_{j=1}^{\tilde{N}} (f_j)_x[h]^T (f_j)_x[h] + \sum_{j=1}^{M} (k_j)_x[h] (k_j)_x[h]^T.
\]

We define \( H_{\text{hered}}(q) \) as the purely hereditary part of \( q \) to be all of the terms that contain \( h^T \) to the left of \( h \) and we define \( H_{\text{antihereditary}}(q) \) as the purely antihereditary part of \( q \) to be all of the terms that contain \( h \) to the left of \( h^T \).

First, from Equation (2.15), consider the purely hereditary part of the nc complex Hessian,
\[
H_{\text{hered}}(q) = \sum_{j=1}^{\tilde{N}} (\tilde{f}_j)_x[h]^T (\tilde{f}_j)_x[h] = \sum_{j=1}^{\tilde{N}} (f_j)_x[h]^T (f_j)_x[h].
\]

Since \( H_{\text{hered}}(q) \) is a sum of squares, it is matrix positive. Hence, the Gram representations\(^1\) for this purely hereditary part of \( q \) contain \( \ell \times \ell \) unique positive semidefinite matrices, \( \tilde{G} \) and \( G \), that are both of rank \( \tilde{N} \) such that
\[
\sum_{j=1}^{\tilde{N}} (\tilde{f}_j)_x[h]^T (\tilde{f}_j)_x[h] = y^T \tilde{G} y \quad \text{and} \quad \sum_{j=1}^{N} (f_j)_x[h]^T (f_j)_x[h] = y^T G y,
\]
where \( y \) is an \( \ell \times 1 \) vector of monomials in \( x \) and \( h \). The purely hereditary nature of \( H_{\text{hered}}(q) \) forces \( \tilde{G} \) and \( G \) to be unique (so, in fact, \( \tilde{G} = G \)).

\(^1\)See [PW] as a reference for the Gram representation.
Since $\tilde{G}$ is positive semidefinite, we can write $\tilde{G}$ as $\tilde{G} = \tilde{W}^T \tilde{W}$, where $\tilde{W} : \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{\tilde{N}}$ is an $\tilde{N} \times \ell$ matrix with rank($\tilde{W}$) = $\tilde{N}$ such that

$$\tilde{Wy} = \begin{pmatrix} (\tilde{f}_1)_x[h] \\ \vdots \\ (\tilde{f}_{\tilde{N}})_x[h] \end{pmatrix}.$$

Similarly, we can write $G$ as $G = W^T W$, where $W : \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{N}$ is an $N \times \ell$ matrix with rank($W$) = $\tilde{N}$ such that

$$Wy = \begin{pmatrix} (f_1)_x[h] \\ \vdots \\ (f_N)_x[h] \end{pmatrix}.$$

Note that the range of $W$ is an $\tilde{N}$-dimensional subspace sitting inside of $\mathbb{R}^N$.

Let $\mathbb{R}^{\tilde{N}}$ denote the subspace of $\mathbb{R}^N$ spanned by the first $\tilde{N}$ coordinates of $\mathbb{R}^N$; i.e.,

$$\mathbb{R}^{\tilde{N}} = \text{span}\{e_1, e_2, \ldots, e_{\tilde{N}}\}$$

where $e_i$ is the $i^{th}$ standard basis vector in $\mathbb{R}^N$. Then define the $N \times \tilde{N}$ matrix $E : \mathbb{R}^{\tilde{N}} \rightarrow \mathbb{R}^N$ as $E = \begin{pmatrix} I_{\tilde{N}} \\ 0 \end{pmatrix}$ so that $E \tilde{W} y = \begin{pmatrix} \tilde{Wy} \\ 0 \end{pmatrix} \in \mathbb{R}^N$. We note that if $N = \tilde{N}$, then $E = I_{\tilde{N}}$.

Let $V : \mathbb{R}^N \rightarrow \mathbb{R}^N$ be an $N \times N$ unitary matrix that maps $\mathbb{R}^{\tilde{N}}$ onto the range of $W$ such that

$$V \begin{pmatrix} \tilde{Wy} \\ 0 \end{pmatrix} = Wy.$$

This implies that $Wy = VE \tilde{Wy}$ and note that the $N \times \tilde{N}$ matrix $U_1 = V E : \mathbb{R}^{\tilde{N}} \rightarrow \mathbb{R}^N$ is an isometry and that

$$\begin{pmatrix} (f_1)_x[h] \\ \vdots \\ (f_N)_x[h] \end{pmatrix} = U_1 \begin{pmatrix} (\tilde{f}_1)_x[h] \\ \vdots \\ (\tilde{f}_{\tilde{N}})_x[h] \end{pmatrix}.$$  \hspace{1cm} (2.16)
Now, we perform nc integration to each nc polynomial in the vectors on both sides of Equation (2.16). We do this according to Corollary 2.2.9 to get

\[
\begin{pmatrix}
    f_1 \\
    \vdots \\
    f_N
\end{pmatrix}
= U_1 
\begin{pmatrix}
    \tilde{f}_1 \\
    \vdots \\
    \tilde{f}_N
\end{pmatrix} + \vec{c}_1
\]  

(2.17)

where $\vec{c}_1 \in \mathbb{R}^N$.

Similarly, if, at the start of the proof, we assumed $\tilde{N} \geq \tilde{N}$ is such that we have

\[
p = \sum_{j=1}^{\tilde{N}} \tilde{f}_j^T \tilde{f}_j + \sum_{j=1}^{\tilde{M}} \tilde{k}_j \tilde{k}_j^T + F + F^T,
\]

then, we would have constructed an isometry $U_2 : \mathbb{R}^\tilde{M} \to \mathbb{R}^M$ such that

\[
\begin{pmatrix}
    k_1 \\
    \vdots \\
    k_M
\end{pmatrix}
= U_2 
\begin{pmatrix}
    \tilde{k}_1 \\
    \vdots \\
    \tilde{k}_M
\end{pmatrix} + \vec{c}_2
\]  

(2.18)

where $\vec{c}_2 \in \mathbb{R}^M$ and $M$ is as in Equation (2.13).

Combining Equation (2.17) and Equation (2.18), we can then write $p$ with the minimal number of hereditary and antihereditary squares as

\[
p = \sum_{j=1}^{\tilde{N}} \tilde{f}_j^T \tilde{f}_j + \sum_{j=1}^{\tilde{M}} \tilde{k}_j \tilde{k}_j^T + \tilde{F} + \tilde{F}^T.
\]

Chapter 2 of this dissertation is taken from [GHV] that has been submitted for publication with coauthors J. William Helton and Victor Vinnikov as
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Chapter 3

Noncommutative
Plurisubharmonic Polynomials,
Local Assumptions

In this chapter, we show that if an nc polynomial is nc plurisubharmonic on an nc open set then the polynomial is actually nc plurisubharmonic everywhere and has the form

\[ p = \sum f_j^T f_j + \sum k_j k_j^T + F + F^T \]  

(3.1)

where the sums are finite and \( f_j, k_j, F \) are all nc analytic.

In Chapter 2, it was shown that if \( p \) is nc plurisubharmonic everywhere then \( p \) has the form in Equation (3.1). In other words, Chapter 2 makes a global assumption while the current chapter makes a local assumption, but both reach the same conclusion.

This chapter requires a technique that is not used in Chapter 2. We use a Gram-like vector and matrix representation (called the border vector and middle matrix) for homogeneous degree 2 nc polynomials. We then analyze this representation for the nc complex Hessian on an nc open set and positive semidefiniteness forces a very rigid structure on the border vector and middle matrix. This rigid structure plus the theorems in Chapter 2 ultimately force the form in Equation (3.1).
Now, we recall the main theorems of Chapter 3.

3.1 Main Results of Chapter 3

As we will see, in Section 3.4, the nc complex Hessian, $q$, if matrix positive on an nc open set, can be factored as

$$ q = V(x, x^T)[h, h^T]^T L(x, x^T) D(x, x^T) L(x, x^T)^T V(x, x^T)[h, h^T] $$

where $D(x, x^T)$ is a diagonal matrix, $L(x, x^T)$ is a lower triangular matrix with ones on the diagonal (we call this a **unit lower triangular matrix**), and $V(x, x^T)[h, h^T]$ is a vector of monomials in $x, x^T, h, h^T$.

When we take the transpose of a matrix with monomial or polynomial entries (e.g., $L(x, x^T)^T$ or $V(x, x^T)[h, h^T]^T$), we get the matrix obtained by taking the transpose (as a matrix) and applying the transpose (involution) to every entry.

**Example 3.1.1.** If

$$ v = \begin{pmatrix} hxx \\ hx \\ h \end{pmatrix}, $$

then

$$ v^T = \begin{pmatrix} x^T x^T h^T & x^T h^T & h^T \end{pmatrix}. $$

The next theorem shows the surprising result that the diagonal matrix, $D(x, x^T)$ in Equation (3.2), does not depend on $x, x^T$ and that $L(x, x^T)$ has nc polynomial entries.

**Theorem 3.1.2.** If $p$ is an nc symmetric polynomial that is nc plurisubharmonic on an nc open set, then $q$, the nc complex Hessian of $p$, can be written as

$$ q = V(x, x^T)[h, h^T]^T L(x, x^T) DL(x, x^T)^T V(x, x^T)[h, h^T] $$

where $V(x, x^T)[h, h^T]$ is a vector of monomials in $x, x^T, h, h^T$,

$$ D = \text{diag}(d_1, d_2, \ldots, d_N) $$

is a positive semidefinite constant real matrix, and $L(x, x^T)$ is a unit lower triangular matrix with nc polynomial entries.
The proof of this theorem requires the rest of this chapter and culminates in Subsection 3.4.4.

This gives rise to an extension of the main theorem from Chapter 2. In Chapter 2, it is shown that an nc polynomial which is nc plush everywhere has the specific form given in Equation (3.3) below. In this chapter, Theorem 3.1.3, below, is a stronger, “local implies global”, result in that an nc polynomial that is nc plush just on an nc open set is actually nc plush everywhere (and has the form in Equation (3.3)).

**Theorem 3.1.3.** If an nc symmetric polynomial, \( p \), is nc plurisubharmonic on an nc open set, then \( p \) is, in fact, nc plurisubharmonic everywhere and has the form expressed in Chapter 2

\[
p = \sum f_j^T f_j + \sum k_j k_j^T + F + F^T
\]  

where the sums are finite and each \( f_j, k_j \), and \( F \) is nc analytic.

**Proof.** That \( D = D(x, x^T) \), in Theorem 3.1.2, is a positive semidefinite constant real matrix immediately implies

\[
q(X, X^T)[H, H^T] \succeq 0
\]

for all \( X, H \in \bigcup_{n \geq 1} (\mathbb{R}^{n \times n})^g \); that is, \( p \) is nc plush at all \( X \in \bigcup_{n \geq 1} (\mathbb{R}^{n \times n})^g \). Consequently, Theorem 2.1.1 in Chapter 2 gives that \( p \) is of the desired form

\[
p = \sum f_j^T f_j + \sum k_j k_j^T + F + F^T
\]

where the sums are finite and \( f_j, k_j, F \) are nc analytic. □

Note that with an nc polynomial, \( p \), as in Equation (3.3), the nc complex Hessian, \( q \), of \( p \) is

\[
q = \sum (f_j^T)_{x^T} [h^T] (f_j)_{x} [h] + \sum (k_j)_{x} [h] (k_j^T)_{x^T} [h^T]
\]

which is matrix positive since it is a sum of squares. From Equation (3.4), we see that the nc complex Hessian for an nc polynomial that is nc plush on an nc open set has even degree.
3.1.1 Guide to Chapter 3

In Section 3.2, we introduce a Gram-like representation of nc quadratics. In Section 3.3, we study this Gram-like representation for the nc complex Hessian and prove some properties for this representation. In Section 3.4, we introduce the $LDL^T$ decomposition of the nc complex Hessian and conclude that $D$ is constant.

3.2 Middle Matrix Representation For A General NC Quadratic

In this section, we turn to a special representation for nc symmetric quadratic polynomials called the middle matrix representation (MMR). We represent nc quadratics in a factored form, $v^TMv$. This representation greatly facilitates the study of the positivity of nc quadratics by letting us study the positivity of $M$. Now we give details.

Any noncommutative symmetric polynomial, $f(x, x^T, h, h^T)$, in the variables $x = (x_1, \ldots, x_g)$, $x^T = (x_1^T, \ldots, x_g^T)$, $h = (h_1, \ldots, h_g)$, and $h^T = (h_1^T, \ldots, h_g^T)$ that is degree $s$ in $x, x^T$ and homogeneous of degree two in $h, h^T$ admits a representation of the form

$$f(x, x^T, h, h^T) = V(x, x^T)[h, h^T]^T M(x, x^T) V(x, x^T)[h, h^T]$$  \hspace{1cm} (3.5)

where $M(x, x^T)$, called the middle matrix, is a symmetric matrix of nc polynomials in $x, x^T$ and $V(x, x^T)[h, h^T]$, called the border vector, is given by

$$V(x, x^T)[h, h^T] = \begin{pmatrix} V_s(x, x^T)[h] \\ \vdots \\ V_0(x, x^T)[h] \\ V_s(x, x^T)[h^T] \\ \vdots \\ V_0(x, x^T)[h^T] \end{pmatrix}. \hspace{1cm} (3.6)$$

The $V_k(x, x^T)[h]$ (resp. $V_k(x, x^T)[h^T]$) are vectors of nc monomials of the form $h_j m(x, x^T)$ (resp. $h_j^T m(x, x^T)$) where $m(x, x^T)$ runs through the set of $(2g)^k$ monomials.
mials in $x, x^T$ of length $k$ for $j = 1, \ldots, g$. Note that the degree of the monomials in $V_k$ is $k + 1$.

We note that the vector of monomials, $V(x, x^T)[h, h^T]$, might contain monomials that are not required in the representation of the nc quadratic, $f$. Therefore, we can omit all monomials from the border vector that are not required. This gives us a minimal length border vector and prevents extraneous zeros from occurring in the middle matrix. The next lemma, Lemma 3.2.1, says that a minimal length border vector contains distinct monomials.

**Lemma 3.2.1.** If $f(x, x^T, h, h^T)$ is an nc symmetric polynomial that has a middle matrix representation, then there is a middle matrix representation for $f$ such that the border vector contains distinct monomials. Here, distinct precludes one monomial being a scalar multiple of another.

**Proof.** Suppose we have $f$ with the representation

$$f(x, x^T, h, h^T) = \begin{pmatrix} m \\ \alpha m \\ n \end{pmatrix}^T \begin{pmatrix} p_{11} & p_{12} & p_{13} \\ p_{21} & p_{22} & p_{23} \\ p_{31} & p_{32} & p_{33} \end{pmatrix} \begin{pmatrix} m \\ \alpha m \\ n \end{pmatrix}$$

with $\alpha$ a real number and $m$ and $n$ distinct monomials. Write $f$ as

$$f = m^T(p_{11} + \alpha^2 p_{22} + \alpha p_{21} + \alpha p_{12})m + m^T(p_{13} + \alpha p_{23})n + n^T(p_{31} + \alpha p_{32})m + n^T p_{33}n$$

which leads to the representation

$$f(x, x^T, h, h^T) = \begin{pmatrix} m \\ n \end{pmatrix} \begin{pmatrix} p_{11} + \alpha^2 p_{22} + \alpha p_{21} + \alpha p_{12} & p_{13} + \alpha p_{23} \\ p_{31} + \alpha p_{32} & p_{33} \end{pmatrix} \begin{pmatrix} m \\ n \end{pmatrix}$$

that has distinct monomials in the border vector.

To aid us in the following sections, we cite a theorem (Theorem 8.3 in [CHSY03] and Theorem 6.1 in [HM04]). Note that in [CHSY03], the following theorem is stated for a positivity domain but the proof only uses the fact that positivity domains are nc open sets (satisfy the two conditions in Subsection 1.4.2). Hence, we slightly generalize the statement of the theorem to work on a general nc open set as defined in Subsection 1.4.2.
Theorem 3.2.2. Consider a noncommutative polynomial $Q(x, x^T)[h, h^T]$ which is quadratic in the variables $h, h^T$ that is defined on $G \subseteq \cup_{n \geq 1}(\mathbb{R}^{n \times n})^g$. Write $Q(x, x^T)[h, h^T]$ in the form 

$$Q(x, x^T)[h, h^T] = V(x, x^T)[h, h^T]^T M(x, x^T) V(x, x^T)[h, h^T]$$

and suppose that the following two conditions hold:

(i) the set $G$ is an nc open set as defined in Subsection 1.4.2;

(ii) the border vector $V(x, x^T)[h, h^T]$ of the quadratic function $Q(x, x^T)[h, h^T]$ has distinct monomials.

Then, the following statements are equivalent:

(a) $Q(X, X^T)[H, H^T]$ is a positive semidefinite matrix for each pair of tuples of matrices $X$ and $H$ for which $X \in G$;

(b) $M(X, X^T) \succeq 0$ for all $X \in G$.

We will also need the following well known lemma (c.f. [HM04]). Just for notational purposes of stating the lemma, let $\mathcal{B}(\mathcal{H})^g$ denote all $g$-tuples of operators on $\mathcal{H}$, where $\mathcal{H}$ is a Hilbert space.

Lemma 3.2.3. Given $d$, there exists a Hilbert space $\mathcal{K}$ of dimension $\sum_{j=0}^{2d} (2g)^j$ such that if $G$ is an open subset of $\mathcal{B}(\mathcal{K})^g$, if $p$ has degree at most $d$, and if $p(X, X^T) = 0$ for all $X \in G$, then $p = 0$.

Next, we proceed to study this middle matrix representation for the nc complex Hessian.

3.3 Middle Matrix Representation For The NC Complex Hessian

In Section 3.2, we introduced the middle matrix representation for a general nc quadratic polynomial, and this section specializes it to the nc complex Hessian. The requirement that the nc complex Hessian be positive on an nc open set forces rigid structure to the border vector and middle matrix.
3.3.1 Border Vector for a Complex Hessian: Choosing an Order for Monomials

Let $p$ be an nc symmetric polynomial in $g$ free variables such that the degree of its nc complex Hessian is $d$. Then the complex Hessian will be homogeneous of degree two in $h, h^T$.

For a fixed degree $k$, there are $g^k$ nc analytic monomials and $g^k$ nc antianalytic monomials in $x, x^T$. That means there are $(2g)^k - g^k - g^k = (2g)^k - 2g^k$ ‘mixed’ monomials of degree $k$ (i.e., monomials that are not nc analytic nor nc antianalytic).

Analytic Border Vector

For $0 \leq k \leq d-2$, let $A_k = A_k(x)[h]$ be the vector of nc analytic monomials with entries $h_j m(x)$ where $m(x)$ runs through the set of $g^k$ nc analytic monomials of length $k$ for $j = 1, \ldots, g$. The order we impose on the monomials in this vector is lexicographic order. Thus, the length of $A_k = A_k(x)[h]$ is $g^{k+1}$ and the vector

$$A(x)[h] = \text{col}(A_{d-2}, \ldots, A_1, A_0)$$

has length $g^{d-1} + \cdots + g^2 + g = g\nu$ where $\nu = g^{d-2} + \cdots + g^2 + g + 1$.

Antianalytic Border Vector

Let $A'_k = A_k(x^T)[h^T]$ be the same as $A_k = A_k(x)[h]$ except replace each $h_j$ with $h_j^T$ and replace each $x_i$ by $x_i^T$. So $A'_k$ is the vector of nc antianalytic monomials with entries $h_j^T m(x^T)$ where $m(x^T)$ runs through the set of $g^k$ nc antianalytic monomials of length $k$ for $j = 1, \ldots, g$ (again, the order is lexicographic). Thus, the length of $A'_k = A_k(x^T)[h^T]$ is $g^{k+1}$ and the vector

$$A(x^T)[h^T] = \text{col}(A'_{d-2}, \ldots, A'_1, A'_0)$$

also has length $g\nu$. 
Mixed Term Border Vector

Next, we define notation to handle all nonanalytic and nonantianalytic monomials. Let

$$B_1 = B_1(x, x^T)[h]$$

be the vector of monomials with entries $h_j x_i^T$ for $i = 1, \ldots, g$ and $j = 1, \ldots, g$. The length of $B_1$ is $g^2$. For $2 \leq k \leq d - 2$, let

$$B_k = B_k(x, x^T)[h]$$

be the vector of monomials with entries $h_j m(x, x^T)$ where $m(x, x^T)$ runs through the set of $(2g)^k - 2g^k$ monomials of length $k$ that are not nc analytic nor nc antianalytic for $j = 1, \ldots, g$. Again, we put the same lexicographic order on the monomials. Thus, the length of $B_k$ is $g((2g)^k - 2g^k)$ and the vector

$$B(x, x^T)[h] = \text{col}(B_{d-2}, \ldots, B_2, B_1)$$

has length $g^2 + \sum_{k=2}^{d-2} g((2g)^k - 2g^k)$. Then we can also define

$$B'_1 = B'_1(x, x^T)[h^T]$$

be the vector of monomials with entries $h_j^T x_i$ for $i = 1, \ldots, g$ and $j = 1, \ldots, g$. This also has length $g^2$. Then we define, for $2 \leq k \leq d - 2$, the vector

$$B'_k = B'_k(x, x^T)[h^T]$$

to be the same as $B_k$ except $h_j$ is replaced by $h_j^T$. In other words, each entry looks like $h_j^T m(x, x^T)$. Then the vector

$$B(x, x^T)[h^T] = \text{col}(B'_{d-2}, \ldots, B'_2, B'_1)$$

has the same length as $B(x, x^T)[h]$.

Note that the degree of the monomials in $A_k, A'_k, B_k, B'_k$ is $k + 1$.

### 3.3.2 The Middle Matrix of a Complex Hessian

Now we can represent the nc complex Hessian, $q$, of a symmetric nc polynomial $p$ as

$$q(x, x^T)[h, h^T] = \begin{pmatrix} A(x)[h] \\ B(x, x^T)[h] \\ A(x^T)[h^T] \\ B(x, x^T)[h^T] \end{pmatrix}^T \begin{pmatrix} Q_1 & Q_2 & 0 & 0 \\ Q_2^T & Q_4 & 0 & 0 \\ 0 & 0 & Q_5 & Q_6 \\ 0 & 0 & Q_6^T & Q_8 \end{pmatrix} \begin{pmatrix} A(x)[h] \\ B(x, x^T)[h] \\ A(x^T)[h^T] \\ B(x, x^T)[h^T] \end{pmatrix}$$

where $Q_i = Q_i(x, x^T)$ are matrices with nc polynomial entries in the variables $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$. 

Again, we wish to stress that the vectors $A(x)[h]$, $A(x^T)[h^T]$, $B(x, x^T)[h]$, and $B(x, x^T)[h^T]$ may contain monomials that are not required in the representation of the nc complex Hessian, $q$. Therefore, we omit all monomials from the border vector that are not required. This gives us a *minimal length* border vector and prevents extraneous zeros from occurring in the middle matrix. Lemma 3.2.1 says that a minimal length border vector contains only distinct monomials.

We also note that Theorem 2.2.16 (P1) shows that every term in the nc complex Hessian, $q$, contains exactly one $h_j$ and one $h_k^T$ for some $j$ and $k$. This structure forces the zeros in the middle matrix in Equation (3.9) above.

### 3.3.3 Structure of the Middle Matrix

In this subsection, we prove some properties about the structure of the middle matrix in the MMR for a matrix positive nc complex Hessian.

**Lemma 3.3.1.** Let $p$ be an nc symmetric polynomial that is nc plush on an nc open set, $G$. Then, the MMR in Equation (3.9) for its nc complex Hessian, $q$, of $p$ has $Q_2 = Q_4 = Q_6 = Q_8 = 0$. Thus,

$$q = \begin{pmatrix} A(x)[h] \\ A(x^T)[h^T] \end{pmatrix}^T \begin{pmatrix} Q_1(x, x^T) & 0 \\ 0 & Q_5(x, x^T) \end{pmatrix} \begin{pmatrix} A(x)[h] \\ A(x^T)[h^T] \end{pmatrix}. \tag{3.10}$$

**Proof.** We consider the upper left block of the middle matrix in Equation (3.9)

$$\begin{pmatrix} A(x)[h] \\ B(x, x^T)[h] \end{pmatrix}^T \begin{pmatrix} Q_1(x, x^T) & Q_2(x, x^T) \\ Q_2(x^T)^T & Q_4(x, x^T) \end{pmatrix} \begin{pmatrix} A(x)[h] \\ B(x, x^T)[h] \end{pmatrix}$$

with the goal of showing $Q_2 = 0$ and $Q_4 = 0$. Thus, suppose the border vector contains a nonzero monomial which is an entry in the vector of mixed monomials, $B(x, x^T)[h]$; i.e., the border vector contains a term

$$h_k m_1(x, x^T) x_j^T m_2(x, x^T) \tag{3.11}$$

for some monomials $m_1$ and $m_2$ in the variables $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$.

Soon we shall look at the diagonal entry, $P^{(0)}$, in the middle matrix corresponding to this border vector monomial in (3.11) and show it is 0. By Theorem
3.2.2, we have the middle matrix positive semidefinite for every $X$ in the nc open set, $\mathcal{G}$. By Lemma 3.2.3, if an nc polynomial is zero on an open set of matrix tuples with sufficiently large dimension, then the nc polynomial is identically zero. Hence, if there is ever a diagonal entry in the middle matrix that is zero on an open set of matrix tuples of large enough dimension, then that diagonal entry is identically zero. Hence, to force matrix positivity, the corresponding row and column in the middle matrix must be zero. This implies that the particular monomial in the border vector is not needed in the representation, thereby contradicting the border vector being of minimal length. Thus, showing $P(0)$ is 0, a contradiction.

The term(s) in the nc complex Hessian corresponding to the diagonal entry $P^{(0)}$ of the middle matrix and monomial (3.11) in the border vector are

$$m_2^T x_j m_1^T h_k^T P^{(0)} h_k m_1 x_j^T m_2$$

where $P^{(0)}$ is some matrix positive polynomial in $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$. By Theorem 2.2.16 (P2), $q$ must also contain the Levi-differentially wed term(s)

$$m_2^T h_j m_1^T h_k^T P^{(0)} h_k x_j m_1 x_j^T m_2.$$

This means the border vector must contain the monomial(s)

$$\{h_k^T P^{(0)} x_k m_1 x_j^T m_2\}_{\text{mon}}$$

where $\{h_k^T P^{(0)} x_k m_1 x_j^T m_2\}_{\text{mon}}$ is the list of the monomials that appear as terms in the nc polynomial $h_k^T P^{(0)} x_k m_1 x_j^T m_2$.

Again, we shall look at the term(s) in $q$ corresponding to the diagonal in the middle matrix corresponding to any one of the border vector monomial(s) in (3.12). Pick $h_k^T \hat{P}^{(0)} x_k m_1 x_j^T m_2$ as a specific border vector monomial in the list in (3.12). Then, the term(s) in $q$ look like

$$m_2^T x_j m_1^T x_k^T (\hat{P}^{(0)})^T h_k P^{(1)} h_k^T \hat{P}^{(0)} x_k m_1 x_j^T m_2$$

where $P^{(1)}$ is a matrix positive polynomial in $x_1, \ldots, x_g, x_1^T, \ldots, x_g^T$, which is a diagonal entry of the middle matrix. Theorem 2.2.16 (P2) implies $q$ must also contain the Levi-differentially wed term(s)

$$m_2^T h_j m_1^T h_k^T (\hat{P}^{(0)})^T x_k P^{(1)} x_k^T \hat{P}^{(0)} x_k m_1 x_j^T m_2.$$
which means the border vector must contain the monomial(s)
\[
\{ h_k^T(\widehat{P}(0))^T x_k P^{(1)} x_k^T \widehat{P}(0) x_k m_1 x_j^T m_2 \}_{\text{mon}} \tag{3.13}
\]
where \( \{ h_k^T(\widehat{P}(0))^T x_k P^{(1)} x_k^T \widehat{P}(0) x_k m_1 x_j^T m_2 \}_{\text{mon}} \) is the list of the monomials that appear as terms in the nc polynomial \( h_k^T(\widehat{P}(0))^T x_k P^{(1)} x_k^T \widehat{P}(0) x_k m_1 x_j^T m_2 \).

Note that the border vector monomial in (3.13) has degree at least 2 more than the degree of the border vector monomial in (3.12) which has degree at least 2 more than the degree of the border vector monomial in (3.11). We can continue this process and the degree of the successive border vector monomials will keep increasing by at least 2 at each step. At some step, the degree of the border vector monomial will exceed \( d - 1 \). This contradicts the fact that the border vector monomials must have degree at most \( d - 1 \). Thus, we have shown that \( Q_4 = 0 \). A similar argument shows that \( Q_8 = 0 \). Since the middle matrix is positive semidefinite, by the argument at the beginning of this proof, we also get that \( Q_2 = 0 \) and \( Q_6 = 0 \). Hence, the nc complex Hessian has the representation in Equation (3.10), as claimed by the theorem. \( \square \)

**Theorem 3.3.2.** The nc complex Hessian, \( q \), of an nc symmetric polynomial that is nc plush on an nc open set can be written as in Equation (3.10)
\[
q(x, x^T)[h, h^T] = \begin{pmatrix}
A(x)[h] \\
A(x^T)[h^T]
\end{pmatrix}^T \begin{pmatrix}
Q_1(x, x^T) & 0 \\
0 & Q_5(x, x^T)
\end{pmatrix} \begin{pmatrix}
A(x)[h] \\
A(x^T)[h^T]
\end{pmatrix}
\]

where every nc polynomial entry in \( Q_1(x, x^T) \) is hereditary and every nc polynomial entry in \( Q_5(x, x^T) \) is antihereditary.

**Proof.** Suppose, for the sake of contradiction, \( Q_1 \) contains an nc polynomial entry which is not hereditary. Without loss of generality, this nc polynomial contains a term of the form
\[
m_1(x^T)x_j x_k^T m_2(x, x^T) \tag{3.14}
\]
where \( m_1 \) is a monomial in \( x^T \) and \( m_2 \) is a monomial in \( x \) and \( x^T \). Since this is part of an entry in the middle matrix, this means that the nc complex Hessian must contain a term of the form
\[
m_3(x^T)h_k^T m_1(x^T)x_j x_k^T m_2(x, x^T)h_s m_4(x)
\]
where $m_3(x^T)h_l^T$ is a specific monomial entry from the vector $A(x)[h]^T$ and $h_s m_4(x)$ is a specific monomial entry from the vector $A(x)[h]$. Then, Theorem 2.2.16 (P2) implies that the nc complex Hessian must also contain the Levi-differentially wed term

$$m_3(x^T)h_l^T m_1(x^T) h_j x_k^T m_2(x,x^T) x_s m_4(x).$$

This implies that the border vector must contain the monomial

$$h_j x_k^T m_2(x,x^T) x_s m_4(x)$$

which contradicts having an nc analytic or nc antianalytic border vector, as required by Lemma 3.3.1. The proof that $Q_5$ contains antihereditary nc polynomial entries is similar.

For a real number, $r$, we define $\lfloor r \rfloor$ as the largest integer less than or equal to $r$ and we define $\lceil r \rceil$ as the smallest integer greater than or equal to $r$. The next theorem puts an upper bound on the degree of the monomials in the border vector for $q$.

**Lemma 3.3.3.** Suppose $p$ is an nc symmetric polynomial that is nc plush on an nc open set. If the degree of its nc complex Hessian, $q$, is $d$, then the degree of the border vector monomials is at most $\lfloor \frac{d}{2} \rfloor$.

**Proof.** Write the MMR for $q(x,x^T)[h,h^T]$ as

$$q = V^T MV = \begin{pmatrix} V_1^T & V_2^T \end{pmatrix} \begin{pmatrix} M_1 & M_2 \\ M_2^T & M_4 \end{pmatrix} \begin{pmatrix} V_1 \\ V_2 \end{pmatrix}$$

with the following property. If $d$ is odd, $V_1$ contains monomials of degree $1, \ldots, \lfloor \frac{d}{2} \rfloor$ and $V_2$ contains monomials of degree $\lceil \frac{d}{2} \rceil, \ldots, d - 1$. If $d$ is even, $V_1$ contains monomials of degree $1, \ldots, \frac{d}{2}$ and $V_2$ contains monomials of degree $\frac{d}{2} + 1, \ldots, d - 1$. In either case, polynomials in $M_4$ correspond to terms in $q$ having degree strictly greater than $d$. Hence $M_4 = 0$. By Theorem 3.2.2, $M(X,X^T) \succeq 0$ for all $X$ in an nc open set. This forces $M_2(X,X^T) = 0$ for all $X$ in an nc open set. Then, by taking $X$ to have large enough size, Lemma 3.2.3 implies $M_2 = 0$. $\blacksquare$
Consequences of Positivity of the Complex Hessian

Now we turn from a description of the middle matrix to describing the structure of the nc complex Hessian of an nc polynomial that is nc plush on an nc open set.

**Proposition 3.3.4.** The nc complex Hessian, $q$, of an nc symmetric polynomial that is nc plush on an nc open set is a sum of hereditary and antihereditary polynomials.

**Proof.** This follows immediately from Lemma 3.3.1 and Theorem 3.3.2. □

Finally, we show that the degree of $q$ must be even when $p$ is nc plush on an nc open set. This fact is obvious if $p$ is assumed nc plush everywhere because then the nc complex Hessian is a sum of squares, as provided by Theorem 1.1.1.

**Theorem 3.3.5.** Suppose $p$ is an nc symmetric polynomial that is nc plush on an nc open set. Then, the degree of its nc complex Hessian, $q$, is even.

**Proof.** Suppose the degree of $q$ is $2N + 1$. Without loss of generality, Proposition 3.3.4 and Theorem 2.2.16, requiring the presence of Levi-differentially wed monomials, imply that $q$ must contain a hereditary term of the form

$$x_{i_1}^T x_{i_2}^T \cdots h_{j_1}^T h_{j_2} x_{j_3} \cdots x_{j_\ell}$$

where $s, \ell > 0$, $s + \ell = 2N + 1$, and $i_1, \ldots, i_s, j_1, \ldots, j_\ell \in \{1, \ldots, g\}$. This means that in the middle matrix representation for $q$, the border vector must contain $h_{j_1} x_{j_2} \cdots x_{j_\ell}$ and $h_{i_s} x_{i_{s-1}} \cdots x_{i_1}$ which have degree $\ell$ and $s$, respectively. But since $s + \ell = 2N + 1$ and $s, \ell > 0$, one of either $s$ or $\ell$ is at least $\left\lceil \frac{2N+1}{2} \right\rceil$. This contradicts Lemma 3.3.3. □

### 3.4 LDL$^T$ Decomposition Has Constant $D$

This section concerns the “algebraic Cholesky” factorization, LDL$^T$, of the middle matrix. We will show that for an nc polynomial that is nc plush on an nc open set, this $D$ is a positive semidefinite matrix whose diagonal entries are
all nonnegative real constants, and $L$ is unit lower triangular with entries which are nc polynomials. This is a stronger conclusion than one would expect because, typically, such factorizations have nc rational entries, see [CHSY03, HMV06]. In our approach, the $LDL^T$ factorization of a symmetric matrix with noncommutative entries will be the key tool for the determination of the matrix positivity of an nc quadratic function.

### 3.4.1 The $LDL^T$ Decomposition

Begin by considering the block $2 \times 2$ matrix

$$M = \begin{pmatrix} A & B^T \\ B & C \end{pmatrix}$$

where $A$ is a constant real symmetric invertible matrix and $B$ and $C$ are matrices with nc polynomial entries with $C$ symmetric. Then, $M$ has the following decomposition

$$M = \begin{pmatrix} I & 0 \\ BA^{-1} & I \end{pmatrix} \begin{pmatrix} A & 0 \\ 0 & C - BA^{-1}B^T \end{pmatrix} \begin{pmatrix} I & A^{-1}B^T \\ 0 & I \end{pmatrix}, \quad (3.15)$$

where all matrices in this decomposition contain nc polynomial entries. If $C - BA^{-1}B^T$ contains a constant real symmetric invertible matrix somewhere on the diagonal, then we can apply a permutation, $\Pi$, on the left of $M$ and its transpose, $\Pi^T$, on the right of $M$ to move this constant real symmetric invertible matrix to the first (block) diagonal position of $C - BA^{-1}B^T$. We then pivot off this constant real symmetric invertible matrix, factor $C - BA^{-1}B^T$ as $\hat{L}\hat{D}\hat{L}^T$, and we get

$$\Pi M \Pi^T = \begin{pmatrix} I & 0 \\ BA^{-1} & \hat{L} \end{pmatrix} \begin{pmatrix} A & 0 \\ 0 & \hat{D} \end{pmatrix} \begin{pmatrix} I & A^{-1}B^T \\ 0 & \hat{L}^T \end{pmatrix}.$$

This can be continued, provided at each step, a constant real symmetric invertible matrix appears somewhere on the diagonal to obtain $\Pi M \Pi^T = LDL^T$ where $L$ is a unit lower triangular matrix with nc polynomial entries and $D$ is a (block) diagonal matrix with real constant blocks. This special situation is the one which turns out to hold in the derivation which follows.
Indeed, we shall only care about the case where $A$ is a constant real symmetric invertible matrix. For the case where $A$ contains nc polynomial entries and is considered to be “noncommutative invertible”, see [CHSY03]. In this case, we also have the notion of “noncommutative rational” functions (see [HMV06]). However, as we soon shall see, while nc rationals are mentioned, they never actually appear in any calculations in this dissertation.

We recall an immediate consequence of Theorem 3.3 in [CHSY03]:

Theorem 3.4.1. Suppose $M(x,x^T)$ is a symmetric $r \times r$ matrix with noncommutative rational function entries and that $M(X,X^T) \succeq 0$ for all $X$ in some nc open set. Then, there exists a permutation matrix, $\Pi$, a diagonal matrix, $D(x,x^T)$, with nc rational entries, and a unit lower triangular matrix, $L(x,x^T)$, with nc rational entries such that

$$\Pi M(x,x^T)\Pi^T = L(x,x^T)D(x,x^T)L(x,x^T)^T.$$ 

Remark 3.4.2. In this chapter, we care about the positivity of the middle matrix, $M(x,x^T)$. If $\Pi$ is a permutation matrix, it is clear that

$$\Pi M(X,X^T)\Pi^T \succeq 0 \iff M(X,X^T) \succeq 0$$

for any $X \in \mathbb{R}^{n \times n}$ and any $n \geq 1$. As a result, for ease of exposition, we will often, without loss of generality, omit the permutation matrix, $\Pi$.

Also, there will be some instances where we will, without loss of generality, assume a specific order in the border vector, $V(x,x^T)[h,h^T]$. For example, we may assume a given monomial, say, $hm(x,x^T)$, is the first monomial in $V(x,x^T)[h,h^T]$. This assumption also amounts to a permutation of $V(x,x^T)[h,h^T]$ which, again, does not affect positivity of $M(x,x^T)$ so we omit it from the discussion.

We now proceed to apply the $LDL^T$ factorization to the middle matrix of the nc complex Hessian. Let $p$ be an nc symmetric polynomial and let $q$ denote the nc complex Hessian of $p$. Since $q$ is homogeneous of degree 2 in $h,h^T$, $q$ admits the MMR

$$q = V(x,x^T)[h,h^T]^T M(x,x^T) V(x,x^T)[h,h^T].$$ (3.16)
If \( p \) is nc plush on an nc open set, then \( M(x, x^T) \) is symmetric and matrix positive on an nc open set and we can factor \( M(x, x^T) \) following the process underlying Equation (3.15) and Theorem 3.4.1, thus converting Equation (3.16) to

\[
q = V(x, x^T)[h, h^T]L(x, x^T)D(x, x^T) L(x, x^T)^T V(x, x^T)[h, h^T]
\]

up to a harmless rearrangement of the border vector.

In Section 3.4.4, we prove one of the main theorems of this dissertation, Theorem 3.4.9, which was stated in Section 3.1 as Theorem 3.1.2. We recall that this theorem says that \( D(x, x^T) \) in Equation (3.17) does not depend on \( x, x^T \) and is a positive semidefinite constant real diagonal matrix for an nc polynomial that is nc plush on an nc open set. In addition, we will prove that \( L(x, x^T) \) contains nc polynomials instead of nc rationals. Now we start the build up to Section 3.4.4.

### 3.4.2 Properties of \( LDL^T \) for NC Polynomials that are NC Plush on an NC Open Set

In this subsection, we present properties of the \( LDL^T \) factorization of the nc complex Hessian for an nc polynomial that is nc plush on an nc open set.

Recall from Section 1.4.2 that a set \( \mathcal{G} \subseteq \cup_{n \geq 1} (\mathbb{R}^{n \times n})^g \) is an nc open set if:

(i) \( \mathcal{G} \) respects direct sums, and

(ii) there exists a positive integer \( n_0 \) such that if \( n > n_0 \), the set \( \mathcal{G}_n := \mathcal{G} \cap (\mathbb{R}^{n \times n})^g \) is an open set of matrix tuples;

and an nc symmetric polynomial, \( p \), is nc plush on an nc open set, \( \mathcal{G} \), if \( p \) has an nc complex Hessian, \( q \), such that \( q(X, X^T)[H, H^T] \) is positive semidefinite for all \( X \in \mathcal{G} \) and for all \( H \in (\mathbb{R}^{n \times n})^g \) for every \( n \geq 1 \).

For an nc symmetric polynomial that is nc plush on an nc open set, Theorem 3.3.5 shows that the nc complex Hessian has even degree; denote it \( 2N \). We will use this fact throughout the duration of the chapter. The next lemma is a stepping stone for Lemma 3.4.4.
Lemma 3.4.3. Suppose $p$ is an nc symmetric polynomial that is nc plush on an nc open set, $\mathcal{G}$. Let $2N$ denote the degree of its nc complex Hessian, $q$. Then, $q$ must contain a term of the form

$$am^T h^T m \quad (or \quad \alpha mm^T m^T)$$

where $m$ is an nc analytic monomial of degree $N - 1$ and $\alpha$ is a positive real constant.

Proof. Proposition 3.3.4 implies $q$ is a sum of hereditary and antihereditary polynomials. Let $w$ be a term of degree $2N$ in $q$. Without loss of generality, suppose $w$ is hereditary; i.e., $w$ has the form

$$w = \alpha m_1^T h^T m_2^T m_3^T m_4^T$$

where $\alpha \in \mathbb{R}$, $m_1, m_2, m_3, m_4$ are nc analytic monomials in $x$, and

$$\text{deg}(m_1) + \text{deg}(m_2) + \text{deg}(m_3) + \text{deg}(m_4) = 2N - 2.$$

By Theorem 2.2.16 (P2), $q$ must contain the Levi-differentially wed term

$$\tilde{w} = \alpha \tilde{m}_1^T h^T \tilde{m}_2,$$

where $\tilde{m}_1, \tilde{m}_2$ are nc analytic monomials in $x$ and $\text{deg}(\tilde{m}_1) = \text{deg}(\tilde{m}_2) = N - 1$.

If $\tilde{m}_1 = \tilde{m}_2$, we are done (except for showing $\alpha > 0$). If the conclusion of the lemma is false, so that $q$ contains no term of the form $am^T h^T m$, then this implies $\tilde{m}_1 \neq \tilde{m}_2$. Since $q$ is symmetric, $q$ must also contain the term

$$\tilde{w}^T = \alpha \tilde{m}_2^T h^T \tilde{m}_1.$$

If we partition the border vector so that $e_1^T V = h\tilde{m}_1$ and $e_2^T V = h\tilde{m}_2$, then we get that

$$q = \begin{pmatrix} h\tilde{m}_1 \\ h\tilde{m}_2 \\ \vdots \end{pmatrix}^T \begin{pmatrix} 0 & \alpha & \cdots \\ \alpha & 0 & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} \begin{pmatrix} h\tilde{m}_1 \\ h\tilde{m}_2 \\ \vdots \end{pmatrix}.$$

This middle matrix is not positive semidefinite for any $X \in \mathcal{G}$. Hence, Theorem 3.2.2 implies that $q$ is not positive semidefinite for all $X \in \mathcal{G}$. This contradicts the
positivity of $q$ on the nc open set, $\mathcal{G}$. Hence, $q$ must contain some term of the form $\alpha m^T h^T hm$.

We now show $\alpha > 0$. Since we know that $q$ contains a term of the form $\alpha m^T h^T hm$ with $m$ an nc analytic or nc antianalytic monomial of degree $N - 1$, the real constant $\alpha$ will appear on the diagonal in the middle matrix. Then, Theorem 3.2.2 implies that this $\alpha$ must be positive.

When we write $e_i$, we mean the vector whose $i^{th}$ entry is 1 and every other entry is 0. From Equation (3.17), we can write $q$ as a sum of outer products

$$ q = V(x, x^T)[h, h^T]^T \left( \sum_{i=1}^{N} (Le_i)d_i(Le_i)^T \right) V(x, x^T)[h, h^T] $$

$$ = \sum_{i=1}^{N} V(x, x^T)[h, h^T]^T (Le_i)d_i(Le_i)^T V(x, x^T)[h, h^T]. \quad (3.18) $$

We stress that in Equation (3.18), each $Le_i$ and $d_i$ depend on $x$ and $x^T$. However, the next lemma shows that one element of $D$ is constant and one column of $L$ contains nc polynomials rather than nc rationals.

**Lemma 3.4.4.** Let $p$ be an nc symmetric polynomial that is nc plush on an nc open set. Let $2N$ denote the degree of its nc complex Hessian, $q$. Then, we can write the nc complex Hessian, $q$, as in Equations (3.17) and (3.18) where $L(x, x^T)$ is unit lower triangular and $D(x, x^T) = \text{diag}(d_1, \ldots, d_N)$ with $d_1$ a positive real constant.

Hence, each entry in $Le_1$, the first column of $L(x, x^T)$, is an nc polynomial rather than an nc rational.

**Proof.** Theorem 3.4.1 implies $D(x, x^T)$ is a diagonal matrix. Without loss of generality, Lemma 3.4.3 implies that $q$ contains a term of the form $\alpha m^T h^T hm$

where $\alpha > 0$ is a positive real constant and $m$ is an nc analytic monomial of degree $N - 1$. The MMR of $q$ can be written as

$$ q = \begin{pmatrix} hm \\ \hat{V} \end{pmatrix}^T \begin{pmatrix} \alpha & \ell^T \\ \ell & \hat{M} \end{pmatrix} \begin{pmatrix} hm \\ \hat{V} \end{pmatrix}. $$
Since $\alpha > 0$, we can first pivot off $\alpha$ in computing the $LDL^T$ factorization of the middle matrix to get

$$
q = \begin{pmatrix} hm \\ \hat{V} \end{pmatrix}^T \begin{pmatrix} 1 & 0 \\ \frac{1}{\alpha} \ell & I \end{pmatrix} \begin{pmatrix} \alpha & 0 \\ 0 & \hat{M} - \frac{1}{\alpha} \ell \ell^T \end{pmatrix} \begin{pmatrix} 1 & \frac{1}{\alpha} \ell^T \\ 0 & I \end{pmatrix} \begin{pmatrix} hm \\ \hat{V} \end{pmatrix}.
$$

Now we see that $d_1 = e_1^T De_1 = \alpha > 0$ and that

$$
Le_1 = \begin{pmatrix} 1 \\ \frac{1}{\alpha} \ell \end{pmatrix} \quad \text{and} \quad \hat{M} - \frac{1}{\alpha} \ell \ell^T
$$

contain only nc polynomials as entries.

The next lemma provides even more specific structure to $Le_1$ and maintains the nc polynomial structure.

**Lemma 3.4.5.** Under the same hypotheses of Lemma 3.4.4, either:

(i) every entry of $Le_1$ (the 1st column of $L(x, x^T)$) is an nc antianalytic polynomial, $d_1$ (the 1st diagonal entry of $D(x, x^T)$) is a positive real constant, and the corresponding monomials in $V(x, x^T)[h, h^T]$ are nc analytic; or

(ii) every entry of $Le_1$ (the 1st column of $L(x, x^T)$) is an nc analytic polynomial, $d_1$ (the 1st diagonal entry of $D(x, x^T)$) is a positive real constant, and the corresponding monomials in $V(x, x^T)[h, h^T]$ are nc antianalytic.

**Proof.** Lemma 3.3.1 implies that $q$ can be written as

$$
q = A(x)[h]^TQ_1(x, x^T)A(x)[h] + A(x^T)[h^T]^TQ_5(x, x^T)A(x^T)[h^T]
$$

where each entry of $A(x)[h]$ is an nc analytic monomial and each entry of $A(x^T)[h^T]$ is an nc antianalytic monomial. Also, $Q_1$ contains hereditary nc polynomials and $Q_5$ contains antihereditary nc polynomials. Then, we have that

$$
q = A(x)[h]^T L_1 D_1 L_1^T A(x)[h] + A(x^T)[h^T]^T L_2 D_2 L_2^T A(x^T)[h^T]
$$

$$
= \begin{pmatrix} A(x)[h] \\ A(x^T)[h^T] \end{pmatrix}^T \begin{pmatrix} L_1 & 0 \\ 0 & L_2 \end{pmatrix} \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix} \begin{pmatrix} L_1 & 0 \\ 0 & L_2 \end{pmatrix}^T \begin{pmatrix} A(x)[h] \\ A(x^T)[h^T] \end{pmatrix}.
$$

(3.19)
Without loss of generality, Lemma 3.4.3 allows us to assume that $q$ contains a term of the form
\[ d_1 m^T h^T h m \]
where $m$ is an nc analytic monomial in $x$ (so that $hm$ is an entry in $A(x)[h]$) of degree $N - 1$ and $d_1$ is a positive real constant. Lemma 3.4.4 implies that $e_1^T D_1 e_1 = d_1$ and that each entry of $Le_1$ is an nc polynomial. From Equation (3.19), we have that
\[ Le_1 = \begin{pmatrix} L_1 e_1 \\ 0 \end{pmatrix} \]
and $(Le_1)^TV = (L_1 e_1)^T A(x)[h]$.

Next, write $q$ as in Equation (3.18) and see that the first term in this sum becomes
\[ V^T(Le_1)d_1(Le_1)^TV = d_1((L_1 e_1)^T A(x)[h])^T((L_1 e_1)^T A(x)[h]) \]
Proposition 3.3.4 implies that $q$ is a sum of hereditary and antihereditary polynomials. Therefore, since $A(x)[h]$ contains only nc analytic monomials, this forces $(L_1 e_1)^T$ to contain only nc analytic polynomials (which means that $L_1 e_1$ contains only nc antianalytic polynomials). This completes the proof of Case (i).

The proof of Case (ii) works the same way, from Lemma 3.4.3, whenever we assume that $q$ contains a term of the form
\[ d_1 m h h^T m^T \]
where $m$ is an nc analytic monomial in $x$ of degree $N - 1$ and $d_1$ is a positive real constant.

The next lemma is a technical lemma that is used as a stepping stone to help prove Proposition 3.4.7.

**Lemma 3.4.6.** Let $p$ be an nc symmetric polynomial that is nc plush on an nc open set. Let $2N$ denote the degree of its nc complex Hessian, $q$. Then, we can write $q$ as in Equation (3.18)
\[ q = \sum_{i=1}^{N} V(x, x^T)[h, h^T]^T (Le_i)(Le_i)^T V(x, x^T)[h, h^T] \]
with
\[
V(x, x^T)[h, h^T]^T e_1 = x_{i_1}^T \cdots x_{i_2}^T h_{i_1}^T \quad \text{(resp. } V(x, x^T)[h, h^T]^T e_1 = x_{i_N} \cdots x_{i_2} h_{i_1})
\]
in which case, any term in \( q \) that has the form
\[
d_1 \gamma x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T m(x, h) \quad \text{(resp. } d_1 \gamma x_{i_N} \cdots x_{i_2} h_{i_1} m(x^T, h^T))
\]
where \( \gamma \) is a real constant and \( m(x, h) \) is some nc analytic monomial in \( x, h \) of degree 1 in \( h \) (resp. \( m(x^T, h^T) \) is some nc antianalytic monomial in \( x^T, h^T \) of degree 1 in \( h^T \)), is a term in the nc polynomial
\[
d_1 V(x, x^T)[h, h^T]^T (Le_1)(Le_1)^T V(x, x^T)[h, h^T].
\]
Moreover, \( \gamma m(x, h) \) (resp. \( \gamma m(x^T, h^T) \)) is a term in the nc analytic (resp. nc antianalytic) polynomial
\[
(Le_1)^T V(x, x^T)[h, h^T].
\]

**Proof.** Proposition 3.3.4 implies \( q \) is a sum of hereditary and antihereditary polynomials. Since the degree of \( q \) is 2 \( N \), there exists a term, \( w \), in \( q \) of degree 2 \( N \).

Without loss of generality, Lemma 3.4.3 allows us to assume that \( w \) looks like
\[
w = d_1 x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T h_{i_1} x_{i_2} \cdots x_{i_N}.
\]
with \( d_1 \in \mathbb{R}_+ \). We partition the border vector \( V(x, x^T)[h, h^T] \) as
\[
V(x, x^T)[h, h^T] = \begin{pmatrix} h_{i_1} x_{i_2} \cdots x_{i_N} \\ \hat{V} \end{pmatrix}
\]
where \( h_{i_1} \cdots x_{i_N} \) is not a monomial entry in the vector \( \hat{V} \). Then, \( q \) becomes
\[
q = \begin{pmatrix} h_{i_1} x_{i_2} \cdots x_{i_N} \\ \hat{V} \end{pmatrix}^T \begin{pmatrix} 1 & 0 \\ \ell & \hat{L} \end{pmatrix} \begin{pmatrix} d_1 & 0 \\ 0 & \hat{D} \end{pmatrix} \begin{pmatrix} 1 & \ell^T \\ 0 & \hat{L}^T \end{pmatrix} \begin{pmatrix} h_{i_1} x_{i_2} \cdots x_{i_N} \\ \hat{V} \end{pmatrix}
\]

\[
= d_1 \begin{pmatrix} x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T h_{i_1} x_{i_2} \cdots x_{i_N} + x_{i_N} \cdots x_{i_2} h_{i_1}^T \ell^T \hat{V} + \hat{V}^T \ell h_{i_1} x_{i_2} \cdots x_{i_N} + \hat{V} \ell \hat{L}^T \hat{V} \end{pmatrix}
\]

(3.20)
\[ +\tilde{V}^T \tilde{D} \tilde{D}^T \tilde{V}. \]

Since \( x_N^T \cdots x_2^T h_{i_1}^T \) is not a monomial entry in the vector \( \tilde{V}^T \), this shows that any term in \( q \) of the form \( d_1 \gamma x_N^T \cdots x_2^T h_{i_1}^T m(x, h) \), where \( \gamma \) is a real constant and \( m(x, h) \) is an nc analytic monomial of degree 1 in \( h \), is a term in the nc polynomial

\[ d_1 V(x, x^T)[h, h^T]^T (L e_1)(L e_1)^T V(x, x^T)[h, h^T]. \]

Equation (3.20) implies that either

\[ d_1 \gamma x_N^T \cdots x_2^T h_{i_1}^T m(x, h) = d_1 x_N^T \cdots x_2^T h_{i_1} h_{i_2} x_{i_2} \cdots x_{i_N}, \]

or that \( d_1 \gamma x_N^T \cdots x_2^T h_{i_1}^T m(x, h) \) is a term in the nc polynomial

\[ d_1 x_N^T \cdots x_2^T h_{i_1} \ell^T \tilde{V}. \]

This implies that either \( \gamma = 1 \) and \( m(x, h) = h_{i_1} x_{i_2} \cdots x_{i_N} \) or that \( \gamma m(x, h) \) is a term in the nc polynomial \( \ell^T \tilde{V} \). Hence, \( \gamma m(x, h) \) is a term in the nc polynomial

\[ h_{i_1} x_{i_2} \cdots x_{i_N} + \ell^T \tilde{V} = (L e_1)^T V(x, x^T)[h, h^T] \]

and Lemma 3.4.5 implies that \( (L e_1)^T V(x, x^T)[h, h^T] \) is nc analytic.

\[ \square \]

### 3.4.3 Part of the NC Complex Hessian is an NC Complex Hessian

In this subsection, we focus on writing the nc complex Hessian, \( q \), as in Equation (3.18)

\[ q = \sum_{i=1}^{N} V(x, x^T)[h, h^T]^T (L e_i)(L e_i)^T V(x, x^T)[h, h^T]. \]

This subsection culminates with the result that the nc polynomial

\[ d_1 V(x, x^T)[h, h^T]^T (L e_1)(L e_1)^T V(x, x^T)[h, h^T], \]

is the nc complex Hessian for some nc polynomial that is nc plush on an nc open set. In order to do this, we first show that the nc polynomial

\[ (L e_1)^T V(x, x^T)[h, h^T] \]

is the nc directional derivative of some nc analytic or nc antianalytic polynomial.
Proposition 3.4.7. Let $p$ be an nc symmetric polynomial that is nc plush on an nc open set, $G$. Let $2N$ denote the degree of its nc complex Hessian, $q$. If we write $q$ as in Equation (3.18) and $d_1$ is constant, then the nc polynomial

$$(Le_1)^T V(x, x^T)[h, h^T]$$

is the nc directional derivative of an nc analytic polynomial or an nc antianalytic polynomial.

In addition, the nc polynomial

$$d_1 V(x, x^T)[h, h^T]^T (Le_1)(Le_1)^T V(x, x^T)[h, h^T]$$

is the nc complex Hessian of some nc polynomial that is nc plush on $G$.

Proof. Without loss of generality, we can assume, by Lemma 3.4.5, that $(Le_1)^T V(x, x^T)[h, h^T]$ is an nc analytic polynomial where $V(x, x^T)[h, h^T]$ and $Le_1$ are partitioned as

$$V(x, x^T)[h, h^T] = \begin{pmatrix} V_N \\ V_{N-1} \\ \vdots \\ V_1 \end{pmatrix}, \quad Le_1 = \begin{pmatrix} \ell_0 \\ \ell_1 \\ \vdots \\ \ell_{N-1} \end{pmatrix}, \quad \ell_0 = \begin{pmatrix} 1 \\ \star \\ \vdots \end{pmatrix},$$

(3.21)

where $\star$ is any nc polynomial and $V_j$ is a vector that contains only nc analytic monomials of the form $h_{i_1}x_{i_2}\cdots x_{i_j}$ having total degree $j$. Each $\ell_j$ is a vector with the same length as $V_j$ and, by Lemma 3.4.5, $\ell_j$ contains only nc antianalytic polynomials ($\ell_j^T$ contains only nc analytic polynomials). With this setup, we have that

$$\mathcal{F}(x, h) := (Le_1)^T V(x, x^T)[h, h^T] = \sum_{j=0}^{N-1} \ell_j^T V_{N-j}$$

is an nc analytic polynomial in $x$ and $h$. We define this as $\mathcal{F}(x, h)$ for convenience.

Lemma 3.4.4 implies $d_1 \in \mathbb{R}_+$ is a constant and Equation (3.18) implies that $q$ contains the terms

$$d_1 V(x, x^T)[h, h^T]^T (Le_1)(Le_1)^T V(x, x^T)[h, h^T] = d_1 \left( \sum_{j=0}^{N-1} \ell_j^T V_{N-j} \right)^T \left( \sum_{j=0}^{N-1} \ell_j^T V_{N-j} \right)$$

(3.22)
Then, since the degree of $q$ is $2N$ and the degree of each border vector monomial in $V_{N-j}$ is $N - j$, it follows that the degree of each nc analytic polynomial in $\ell^T_j$ is at most $j$.

Lemma 3.4.3 implies that $q$ contains some term of the form

$$\alpha^2 x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T h_{i_1} x_{i_2} \cdots x_{i_N}$$

(3.23)

with $\alpha$ a nonzero real constant. This implies that the vector $V_N$ contains the monomial $h_{i_1} x_{i_2} \cdots x_{i_N}$ as an entry. Without loss of generality, assume this monomial is first in lexicographic order. Then,

$$e_1^T V(x, x^T)[h, h^T] = e_1^T V_N = h_{i_1} x_{i_2} \cdots x_{i_N}.$$ 

As in the proof of Lemma 3.4.4, if $M$ represents the middle matrix of $q$, then $e_1^T M e_1 = \alpha^2$ and, after one step in the $LDL^T$ algorithm, we see that $\alpha^2 = d_1$. Then, by Theorem 2.2.16 (P2), $q$ also contains the Levi-differentially wed terms

$$d_1 x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T x_{i_1} x_{i_2} \cdots x_{i_N}$$

$$d_1 x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T x_{i_1} x_{i_2} h_{i_3} \cdots x_{i_N}$$

$$\vdots$$

$$d_1 x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T x_{i_1} x_{i_2} \cdots x_{i_N-1} h_{i_N}.$$ 

Since $q$ contains these terms and the term in (3.23), Lemma 3.4.6 implies that $F(x, h)$ contains the term

$$h_{i_1} x_{i_2} x_{i_3} \cdots x_{i_N}$$

(3.24)

and the terms

$$x_{i_1} h_{i_2} x_{i_3} \cdots x_{i_N}$$

$$x_{i_1} x_{i_2} h_{i_3} \cdots x_{i_N}$$

$$\vdots$$

$$x_{i_1} x_{i_2} \cdots x_{i_{N-1}} h_{i_N}.$$ 

Hence, $F(x, h)$ contains all 1-differentially wed monomials to $h_{i_1} x_{i_2} x_{i_3} \cdots x_{i_N}$ as terms. Theorem 2.2.4 implies that $F(x, h)$ contains the nc directional derivative of $x_{i_1} x_{i_2} x_{i_3} \cdots x_{i_N}$. 


Now we pick any other term in \( \mathcal{F}(x, h) \) and show that \( \mathcal{F}(x, h) \) contains all other 1-differentially wed monomials to it and that they all occur with the same coefficient. Suppose \( \mathcal{F}(x, h) \) contains the term
\[
\gamma x_{s_1} \cdots x_{s_k} h_{\beta_1} x_{\beta_2} \cdots x_{\beta_{N-j}}.
\]

We already showed that \( \mathcal{F}(x, h) \) contains the monomial in (3.24), \( h_{i_1} x_{i_2} \cdots x_{i_N} \), as a term so \( \mathcal{F}(x, h)^T \) must contain the monomial \( x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T \) as a term. This implies that \( d_1 \mathcal{F}(x, h)^T \mathcal{F}(x, h) \) contains the terms
\[
d_1 x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T (h_{i_1} x_{i_2} \cdots x_{i_N} + \gamma x_{s_1} \cdots x_{s_k} h_{\beta_1} x_{\beta_2} \cdots x_{\beta_{N-j}}).
\]

Hence, \( q \) contains the term
\[
d_1 \gamma x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T x_{s_1} \cdots x_{s_k} h_{\beta_1} x_{\beta_2} \cdots x_{\beta_{N-j}}
\]
and Theorem 2.2.16 (P2) implies that \( q \) contains the Levi-differentially wed terms
\[
d_1 \gamma x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T x_{s_1} x_{s_2} \cdots x_{s_k} x_{\beta_1} x_{\beta_2} \cdots x_{\beta_{N-j}}
\]
\[
d_1 \gamma x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T x_{s_1} x_{s_2} x_{s_3} \cdots x_{s_k} x_{\beta_1} x_{\beta_2} \cdots x_{\beta_{N-j}}
\]
\[
\vdots
\]
\[
d_1 \gamma x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T x_{s_1} x_{s_2} x_{s_3} \cdots x_{s_k} x_{\beta_1} h_{\beta_2} \cdots x_{\beta_{N-j}}
\]
\[
\vdots
\]
\[
d_1 \gamma x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T x_{s_1} x_{s_2} \cdots x_{s_k} x_{\beta_1} x_{\beta_2} \cdots h_{\beta_{N-j}}.
\]

Since \( q \) contains all of these terms with \( x_{i_N}^T \cdots x_{i_2}^T h_{i_1}^T \) on the left, Lemma 3.4.6
implies $\mathcal{F}(x, h)$ must contain the terms

\[
\gamma h_{s_1}x_{s_2}\cdots x_{s_k}x_{\beta_1}x_{\beta_2}\cdots x_{\beta_{N-j}} \\
\gamma x_{s_1}h_{s_2}\cdots x_{s_k}x_{\beta_1}x_{\beta_2}\cdots x_{\beta_{N-j}} \\
\vdots \\
\gamma x_{s_1}x_{s_2}\cdots h_{s_k}x_{\beta_1}x_{\beta_2}\cdots x_{\beta_{N-j}} \\
\gamma x_{s_1}x_{s_2}\cdots x_{s_k}h_{\beta_1}x_{\beta_2}\cdots x_{\beta_{N-j}} \\
\gamma x_{s_1}x_{s_2}\cdots x_{s_k}x_{\beta_1}h_{\beta_2}\cdots x_{\beta_{N-j}} \\
\vdots \\
\gamma x_{s_1}x_{s_2}\cdots x_{s_k}x_{\beta_1}x_{\beta_2}\cdots h_{\beta_{N-j}}.
\]

All of these terms in $\mathcal{F}(x, h)$ have the same coefficient, $\gamma$, and the monomials are 1-differentially wed to each other. Thus, Theorem 2.2.4 implies that they sum to the nc directional derivative of

\[
\gamma x_{s_1}x_{s_2}\cdots x_{s_k}x_{\beta_1}x_{\beta_2}\cdots x_{\beta_{N-j}}.
\]

Hence, we have shown that $\mathcal{F}(x, h) := (Le_1)^TV(x, x^T)[h, h^T]$ is an nc directional derivative, where, without loss of generality, we assumed that $\mathcal{F}(x, h)$ was nc analytic.

Now we have that

\[
\mathcal{F}(x, h) := (Le_1)^TV(x, x^T)[h, h^T]
\]

is the nc directional derivative of some nc analytic or nc antianalytic polynomial. Suppose, without loss of generality, that $\mathcal{F}(x, h)$ is the nc directional derivative of some nc analytic polynomial, $\mathcal{F}(x)$. Then, $\mathcal{F}(x, h)$ is nc analytic and

\[
d_1\mathcal{F}(x, h)^T\mathcal{F}(x, h) = d_1V(x, x^T)[h, h^T]^T(Le_1)(Le_1)^TV(x, x^T)[h, h^T]
\]

is the nc complex Hessian of the nc polynomial

\[
d_1\mathcal{F}(x)^T\mathcal{F}(x).
\]

Hence, for any $n \geq 1$, any $X \in \mathcal{G}$, and any $H \in (\mathbb{R}^{n\times n})^g$, we have

\[
d_1\mathcal{F}(X, H)^T\mathcal{F}(X, H) \succeq 0.
\]

\[\square\]
3.4.4 Constant $D$ Result

In this subsection, we show that for an nc symmetric polynomial, $p$, that is nc plush on an nc open set, the matrix $D(x, x^T)$ in Equation (3.17) has no dependence on $x$ or $x^T$ and is actually a positive semidefinite constant real matrix. First, we require a helpful lemma.

**Lemma 3.4.8.** If $p$ is an nc symmetric polynomial that is nc plush on an nc open set, $G$, then its nc complex Hessian, $q$, can be written as in Equation (3.17)

$$q = V(x, x^T)[h, h^T]^T L(x, x^T) D(x, x^T) V(x, x^T)[h, h^T]$$

where $D(x, x^T)$ is a diagonal matrix of nc rationals and $D(X, X^T) \succeq 0$ for all $X \in G$.

**Proof.** This follows immediately from Theorem 3.4.1. \qed

**Theorem 3.4.9.** Suppose $p$ is an nc symmetric polynomial that is nc plush on an nc open set, $G$. Let $2N$ denote the degree of its nc complex Hessian, $q$. Then $q$ can be written as in Equation (3.17)

$$q = V(x, x^T)[h, h^T]^T L(x, x^T) D(x, x^T) V(x, x^T)[h, h^T]$$

where $D(x, x^T) = \text{diag}(d_1, d_2, \ldots, d_N)$ is a positive semidefinite constant real matrix (i.e., $d_i \in \mathbb{R}_{\geq 0}$ for all $i = 1, \ldots, N$) and $L(x, x^T)$ is a unit lower triangular matrix of nc polynomials.

**Proof.** Lemma 3.4.8 implies $D(X, X^T) \succeq 0$ for every $X \in G$. This means

$$d_i(X, X^T) \geq 0$$

for every $X \in G$ and every $i = 1, \ldots, N$. It remains to show that each $d_i$ is a nonnegative constant real number.

First, write the nc complex Hessian, $q$, as in Equation (3.18)

$$q = \sum_{i=1}^{N} V(x, x^T)[h, h^T]^T (Le_i)d_i(x, x^T)(Le_i)^T V(x, x^T)[h, h^T].$$
Lemma 3.4.4 shows $d_1 \in \mathbb{R}_+$ is a constant, $Le_1$ contains nc polynomial entries, and Proposition 3.4.7 shows that
\[ d_1 V(x, x^T)[h, h^T]^T(Le_1)(Le_1)^T V(x, x^T)[h, h^T] \]
is the nc complex Hessian for some nc polynomial that is nc plush on $\mathcal{G}$. Since nc differentiation is linear, we know that the difference of two nc complex Hessians is an nc complex Hessian. This implies that
\[ \tilde{q} := q - d_1 V(x, x^T)[h, h^T]^T(Le_1)(Le_1)^T V(x, x^T)[h, h^T] \]
is an nc complex Hessian. Since $d_i(X, X^T) \succeq 0$ for all $X \in \mathcal{G}$ and for all $i$, we have that $\tilde{q}$ is the nc complex Hessian for an nc symmetric polynomial that is nc plush on $\mathcal{G}$. 
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