Title
Nonparametric tests for homogeneity of species assemblages: A data depth approach

Permalink
https://escholarship.org/uc/item/5v92g48s

Journal
Biometrics, 67(4)

ISSN
0006-341X

Authors
Li, J
Ban, J
Santiago, LS

Publication Date
2011-12-01

DOI
10.1111/j.1541-0420.2011.01573.x

Peer reviewed
Nonparametric Tests for Homogeneity of Species Assemblages: A Data Depth Approach

Jun Li, Jifei Ban, and Louis S. Santiago

1Department of Statistics, University of California, Riverside, California 92521, U.S.A.
2Department of Botany & Plant Sciences, University of California, Riverside, California 92521, U.S.A.
*email: jun.li@ucr.edu

SUMMARY. Testing homogeneity of species assemblages has important applications in ecology. Due to the unique structure of abundance data often collected in ecological studies, most classical statistical tests cannot be applied directly. In this article, we propose two novel nonparametric tests for comparing species assemblages based on the concept of data depth. They can be considered as a natural generalization of the Kolmogorov–Smirnov and the Cramér-von Mises tests (KS and CM) in this species assemblage comparison context. Our simulation studies show that the proposed test is more powerful than other existing methods under various settings. A real example is used to demonstrate how the proposed method is applied to compare species assemblages using plant community data from a highly diverse tropical forest at Barro Colorado Island, Panama.

KEY WORDS: Data depth; DD-plot; Nonparametric tests; Permutation tests; Species richness.

1. Introduction

Testing homogeneity across different species assemblages is important in ecology because it provides crucial information about the spatial and temporal stability of ecosystems. One typical type of data collected in ecological studies is abundance data, which consists of counts of abundances of individual species in each sampling unit. For example, as part of the Barro Colorado Island forest dynamics research project, a study was carried out to investigate spatial differences between two highly diverse tropical forest census plots from Barro Colorado Island, Panama. Each of the two plots, which were 1 hectare in size, was divided into twenty-five 20 m × 20 m quadrats. Counts of each individual species were then recorded in all of the 25 quadrats. Based on those species abundance data, one fundamental ecological question is whether the two species assemblages differ significantly. In this study, a total of 159 tree species was observed in the two plots. Therefore, if we treat the vector of the counts of all 159 tree species in each of the quadrats as an observation in the sample, the data we have consists of two 159-dimensional samples with both sample sizes being 25. Our task is essentially to compare the distributions of the species abundance data from the two plots based on these two samples.

Typically for abundance data, dimensionality, which is equal to the number of species, is often high (in our case it is 159), and zeros are common due to the rarity of some species, making it difficult to find a satisfactory parametric model for such data. Thus, a nonparametric testing procedure is more desirable when comparing species assemblages given abundance data. Furthermore, for abundance data, measures such as Bray–Curtis distance (Bray and Curtis, 1957) are usually preferred to Euclidean distance for describing the dissimilarity between observations (Faith, Minchin, and Belbin, 1987; Clarke, 1993). Therefore, a nonparametric testing procedure that can incorporate such measures would be the most appropriate to carry out the comparison between species assemblages.

In the literature there have been some approaches which can incorporate distance measures into the comparison procedure for multivariate outcomes (e.g., Gower and Krzanowski, 1999; McArdle and Anderson, 2001; Reiss et al., 2010). Most of them are based on so-called “analysis of distance,” which partitions the variation inherent in distance matrices, analogous to the well-known multivariate analysis of variance. Similar to multivariate analysis of variance, those approaches were motivated by testing equal means among distributions, and therefore are only sensitive to the location differences among distributions. In practice, the distributions of abundance data from different species assemblages may differ in other characteristics. In this article, we propose two novel nonparametric tests, both of which have the flexibility to incorporate any desired distance measure and are also capable of detecting any distributional differences between species assemblages. More specifically, the two tests are derived based on the concept of data depth. Because the data depth we use is based on any distance measure between observations, it can be directly applied to abundance data and at the same time is capable of incorporating any desired distance measure for abundance data. Based on this distance-based depth, we also employ the so-called two-dimensional DD-plot (Liu, Parellius, and Singh, 1999) to visualize the difference between species assemblages. This graphical tool serves as further motivation for our two proposed tests for species assemblage comparisons. The two tests can be considered as the analogues of the classical KS
and CM tests in a species assemblage comparison context. The analogue of the CM test is shown to have more power than other existing nonparametric tests for a variety of alternative hypotheses.

The rest of this article is organized as follows. In Section 2, we briefly review the general concept of data depth, and then introduce the special notion of data depth that we use in this article, distance-based depth. In Section 3, we demonstrate the use of DD-plot for graphical comparison of two species assemblages. In Section 4, we describe the two proposed nonparametric testing procedures. Simulation studies are carried out to evaluate the performance of the proposed tests in Section 5. In Section 6, we demonstrate the application of the proposed procedures by revisiting the species abundance data from the two tropical forest census plots in Barro Colorado Island, Panama. Finally, we provide concluding remarks in Section 7.

2. A Distance-Based Data Depth

A data depth is a measure of how central or how outlying a given point is with respect to a multivariate data cloud or its underlying distribution. The word depth was first used by Tukey (1975) for picturing data. Since then, many different notions of data depth have been proposed for capturing different probabilistic features of multivariate data. Among the most popular choices of data depths are Mahalanobis depth (Mahalanobis, 1936; Hu et al., 2009), half-space depth (Hodges, 1955; Tukey, 1975), simplicial depth (Liu, 1990), projection depth (Stahel, 1981; Donoho, 1982; Donoho and Gasko, 1992; Zuo, 2003), etc. More discussion on different notions of data depth can be found in Liu et al. (1999), Zuo and Serfling (2000), and Mizera (2002).

In the last two decades, data depth has provided many new and powerful nonparametric tools for multivariate data (see, e.g., Liu et al., 1999; Li and Liu, 2004, 2008). However, due to the discrete nature of the abundance data and the special distance measure required between the observations, most existing depths in the literature cannot be directly applied to abundance data. This motivates us to explore a distance-based depth, the idea of which was briefly mentioned in Bartoszyński, Pearl, and Lawrence (1997). The definition of the distance-based depth is given below.

**Definition (Distance-based depth).** Let \( X = \{X_1, \ldots, X_n\} \) be a random sample from \( F \), where \( F \) is a distribution of any type. The distance-based depth at \( x \) w.r.t. \( F \) is defined as

\[
D_F(x) = \Pr \left\{ d(X_1, X_2) > \max \{d(X_1, x), d(X_2, x)\} \right\} \\
+ \frac{1}{2} \Pr \left\{ d(X_1, X_2) = d(X_1, x) > d(X_2, x) \right\} \\
+ \frac{1}{2} \Pr \left\{ d(X_1, X_2) = d(X_2, x) > d(X_1, x) \right\} \\
+ \frac{1}{3} \Pr \left\{ d(X_1, X_2) = d(X_1, x) = d(X_2, x) \right\},
\]

and the sample version is

\[
D_{\hat{F}}(x) = \frac{1}{\binom{n}{2}} \left( \sum_{i<j} I \{d(X_i, X_j) > \max \{d(X_i, x), d(X_j, x)\}\} \right) \\
+ \frac{1}{2} \sum_{i<j} I \{d(X_i, X_j) = d(X_i, x) > d(X_j, x)\} \\
+ \frac{1}{2} \sum_{i<j} I \{d(X_i, X_j) = d(X_j, x) > d(X_i, x)\} \\
+ \frac{1}{3} \sum_{i<j} I \{d(X_i, X_j) = d(X_i, x) = d(X_j, x)\},
\]

where \( d(x, y) \) is any suitably chosen distance measure between \( x \) and \( y \), and \( I(A) \) is the indicator function which takes 1 if \( A \) is true and 0 otherwise.

In the above definition, \( \Pr\{d(X_1, X_2) > \max\{d(X_1, x), d(X_2, x)\}\} \) represents the probability that the side joining \( X_1 \) and \( X_2 \) is the longest in a triangle with vertices \( X_1, X_2, \) and \( x \). Similarly, we can define

\[
p_2 = \Pr \{ d(X_1, X_2) < \min \{d(X_1, x), d(X_2, x)\} \}
\]

and

\[
p_3 = \Pr \{ \min \{d(X_1, x), d(X_2, x)\} < d(X_1, x) \}
\]

\[
< \max \{d(X_1, x), d(X_2, x)\},
\]

which represent the probabilities that the side joining \( X_1 \) and \( X_2 \) is the shortest or middle in the triangle with vertices \( X_1, X_2, \) and \( x \). If we consider the case in \( \mathbb{R}^2 \) and Euclidean distance as the distance measure, given \( X_1 \) and \( X_2 \), we can form two circles, each having one of the points as the center and the other on the circle, as shown in Figure 1. The radiiuses of both circles are equal to the Euclidean distance between \( X_1 \) and \( X_2 \). We denote region \( k \) (\( k = 1, 2, 3 \)) in Figure 1 by \( B_k(X_1, X_2) \). Then the probability \( p_k \) (\( k = 1, 2, 3 \)) is equivalent to the probability of \( x \) falling into \( B_k(X_1, X_2) \). Similarly,

\[
\Pr\{d(X_1, X_2) = d(X_1, x) > d(X_2, x)\} + \Pr\{d(X_1, X_2)
\]

\[
= d(X_2, x) > d(X_1, x)\}.
\]
calculated the probability of \( x \) falling on the boundary between \( B_1(X_1, X_2) \) and \( B_3(X_1, X_2) \), and

\[
Pr \{d(X_1, X_2) = d(X_1, x) = d(X_2, x)\}
\]

calculates the probability of \( x \) falling on the boundary between \( B_1(X_1, X_2) \), \( B_2(X_1, X_2) \), and \( B_3(X_1, X_2) \). Splitting these probabilities evenly among their adjacent regions has led to the fractions \( 1/2 \) and \( 1/3 \) in the definition of the above distance-based depth. As a result, the distance-based depth \( D_p(x) \) can be considered as the probability of \( x \) falling into \( B_1(X_1, X_2) \) and its boundary.

Given a sample \( X = \{X_1, \ldots, X_n\} \) in \( \mathbb{R}^d \), the sample distance-based depth, \( D_{p_0}(x) \), has a similar interpretation and it calculates the proportion of \( B_1(X_i, X_j) \) \( (i, j = 1, \ldots, n, i \neq j) \) and its boundary containing \( x \). For any point \( x \) in \( \mathbb{R}^d \), if \( x \) is near the center of the data cloud, \( x \) should be contained in many of \( B_1(X_i, X_j) \) and its boundary generated from the sample. On the other hand, if \( x \) is relatively near the outskirts, we would expect that \( x \) is contained by only a few of \( B_1(X_i, X_j) \) and its boundary. In higher dimensions or with other distance measures being used, the value of the above depth has similar interpretations. Therefore, the above notion of depth provides a reasonable measure of “depth” of \( x \) w.r.t. the data cloud \( \{X_1, \ldots, X_n\} \).

Because any distance measure can be used in the above definition of distance-based depth, it can be directly applied to our species abundance data using any desired distance measures between observations. Based on this distance-based depth, for any given abundance data sample \( \{X_1, \ldots, X_n\} \), we can calculate the depth values \( D_{p_0}(X_i) \), and then order the \( X_i \)‘s according to their descending depth values. This gives rise to a natural center-outward ordering of the sample points. As an example and for demonstration purposes, we assume that there are only two species in the species assemblage. The counts of the two species from 100 sampling units are generated from a bivariate Poisson-lognormal distribution (Aitchison and Ho, 1989), where the sample is drawn from a bivariate Poisson with mean \( (\lambda_1, \lambda_2) \) being random draws from bivariate lognormal distribution. To facilitate the exposition, we denote the general multivariate Poisson-lognormal distribution as \( PL(\mu, \Sigma) \), where \( \mu \) and \( \Sigma \) are the parameters of the multivariate lognormal distribution. In ecology, for this type of data, Euclidean distance is generally not considered appropriate. Instead, measures such as Bray–Curtis distance (Bray and Curtis, 1957) are preferred. The Bray–Curtis distance for sample points \( X_l = (X_{l1}, X_{l2}, \ldots, X_{lp})' \) and \( X_p = (X_{p1}, X_{p2}, \ldots, X_{pp})' \) is defined as,

\[
d_{B\text{C}} = \sum_{k=1}^{p} \frac{|X_{lk} - X_{pk}|}{\sum_{k=1}^{p} (X_{lk} + X_{pk})},
\]

and \( d_{B\text{C}} = 0 \) if both \( X_l \) and \( X_p \) equal \( 0_p \), where \( 0_p \) is the vector of \( p \) zeros. Figure 2 shows the simulated data ordering based on the distance-based depth when Bray–Curtis distance is used. In the plot, “+” marks the deepest 20% of the observations.

3. **DD-plot: A Graphical Comparison of Species Assemblages**

In this section, we demonstrate how the so-called DD-plot (depth versus depth plot) can be used to provide a graphical tool for comparisons of species assemblages. The DD-plot was
first introduced by Liu et al. (1999) for graphical comparisons of two continuous multivariate distributions. Based on our newly adopted distance-based depth in Section 2, the DD-plot can now be directly applied to our species abundance data. Let \( \{X_1, \ldots, X_n\} \equiv \mathbf{X} \) and \( \{Y_1, \ldots, Y_n\} \equiv \mathbf{Y} \) be the abundance data from two species assemblages, respectively. The DD-plot is constructed by

\[
DD(F_m, G_n) = \{(D_{F_m}(z), D_{G_n}(z)), z \in \mathbf{X} \cup \mathbf{Y}\},
\]

where \( D_{F_m}(z) \) and \( D_{G_n}(z) \) are the sample distance-based depths w.r.t. samples \( \mathbf{X} \) and \( \mathbf{Y} \), respectively.

From the construction of the above DD-plot, we can see that if the distributions of the abundance data from the two species assemblages are the same, all the data points in the DD-plot should be concentrated along the 1:1 correspondence line as shown in Figure 3a. Here the abundance data \( \mathbf{X} \) and \( \mathbf{Y} \) from the two species assemblages are generated from the same distribution \( PL(1_{10}, I_{10}) \), where \( 1_d \) is a vector of \( d \) ones, and \( I_d \) is the \( d \)-dimensional identity matrix. If the two species assemblages are different, the DD-plot would exhibit a noticeable departure from the 1:1 correspondence line as shown in Figure 3b–d. Here the abundance data \( \mathbf{X} \) and \( \mathbf{Y} \) from the two species assemblages are generated from two different distributions. More specifically, \( \mathbf{X} \) is generated from \( PL(1_{10}, I_{10}) \) in all the plots, whereas \( \mathbf{Y} \) is generated from \( PL(21_{10}, I_{10}) \), \( PL(1_{10}, 2I_{10}) \), and \( PL(1_{10}, 0.81I_{10} + 0.2I_{10}) \), respectively. To make the difference between the two samples more visible, unlike the DD-plot originally used in Liu et al. (1999), where the observations from different samples were not distinguished, we use different symbols to indicate different memberships of the observations in the DD-plot. For example, in all the plots in Figure 3, the circles represent the observations from \( \mathbf{X} \), and the pluses represent the observations from \( \mathbf{Y} \). In all the plots, Bray–Curtis distance is used in calculating the distance-based depths, and \( m \) and \( n \) are set as 100.

In general, if the distributions of abundance data from the two species assemblages mainly differ in location, the DD-plot would have a leaf-shaped figure as the one in Figure 3b, because the deepest point with respect to one sample will not be the deepest point with respect to the other sample and therefore will have relatively smaller depth value with respect to that sample. If the two distributions mainly have different scales, for example, \( G \) is more spread out than \( F \), then the depth of any point with respect to \( G \) would be no less than its depth with respect to \( F \). In such a case, the DD-plot would have an early-half-moon-shaped figure arching above the diagonal line as the one in Figure 3c. How other distributional differences are associated with particular patterns of
deviation from the 1:1 correspondence line in the DD-plot can be interpreted in a similar way.

As we can see from the above plots, the DD-plot based on the distance-based depth provides a simple diagnostic tool for visual comparison of two species assemblages.

4. Tests of Homogeneity of Species Assemblages

We again denote the abundance data from two species assemblages by \( \{X_1, \ldots, X_n\} \) and \( \{Y_1, \ldots, Y_n\} \). We assume that they are random samples from the underlying distributions \( F \) and \( G \), respectively. The comparison of the two species assemblages can be formulated as the following hypothesis testing problem,

\[
H_0: F = G \text{ v.s. } H_1: F \neq G \tag{2}
\]

As noted in the previous section, when the two species assemblages are identical, i.e., \( F = G \), we would expect all the points in the DD-plot clustered along the 1:1 correspondence line. In other words, \( D_{Fm}(z) \) and \( D_{Gm}(z) \) should be approximately the same for all the observations from the pooled sample \( X \cup Y \). If there is a difference between the two species assemblages, \( D_{Fm}(z) \) and \( D_{Gm}(z) \) would be different from each other. Therefore, the difference between \( D_{Fm}(z) \) and \( D_{Gm}(z) \) from all of the observations can be used as an indicator of heterogeneity of the two species assemblages. Motivated by this observation, we propose the following two test statistics for hypothesis testing problem (2), which can be considered as a natural generalization of KS and CM tests in this species assemblage comparison context:

- KS type test statistic:

\[
T_{KS} = \sup_{z \in X \cup Y} |D_{Fm}(z) - D_{Gm}(z)| \tag{3}
\]

- CM type test statistic:

\[
T_{CM} = \sum_{z \in X \cup Y} [D_{Fm}(z) - D_{Gm}(z)]^2 \tag{4}
\]

Define

\[
p_{KS} = P_{H_0}(T_{KS} \geq T_{obs}^{KS}), \quad p_{CM} = P_{H_0}(T_{CM} \geq T_{obs}^{CM}),
\]

where \( T_{obs}^{KS} \) and \( T_{obs}^{CM} \) are the observed values of \( T_{KS} \) and \( T_{CM} \), respectively, based on the given sample \( X \cup Y \). Then \( p_{KS} \) and \( p_{CM} \) are the \( p \)-values of the proposed two tests. To determine their values directly from the null distributions of \( T_{KS} \) and \( T_{CM} \) is not trivial. Instead, we proceed and use the permutation method to approximate \( p_{KS} \) and \( p_{CM} \). More specifically, we randomly permute the pooled sample \( X \cup Y \) \( B \) times. Here \( B \) is sufficiently large. For each permutation, we treat the first \( m \) elements as the \( X \)-sample and the remaining elements as the \( Y \)-sample. We denote the outcome of the \( i \)-th permutation by \( X'_i = \{X_{i1}, \ldots, X_{in}\} \) and \( Y'_i = \{Y_{i1}, \ldots, Y_{in}\} \), for \( i = 1, \ldots, B \). For each \( X'_i \cup Y'_i \), we evaluate the corresponding \( T_{KS} \) and \( T_{CM} \) values (following (3) and (4)), denoted, respectively, by \( T_{i,KS} \) and \( T_{i,CM} \), \( i = 1, \ldots, B \). Then \( p_{KS} \) and \( p_{CM} \) can be approximated, respectively, by

\[
\hat{p}_{KS} = \frac{1 + \sum_{i=1}^B I \{T_{i,KS} \geq T_{obs}^{KS}\}}{B + 1},
\]

and

\[
\hat{p}_{CM} = \frac{1 + \sum_{i=1}^B I \{T_{i,CM} \geq T_{obs}^{CM}\}}{B + 1},
\]

(see, e.g., Fay, Kim, and Hachey, 2007). In the following, we refer to our permutation tests based on \( T_{KS} \) and \( T_{CM} \) as a depth-based KS test and a depth-based CM test, respectively.

5. Simulation Study

In this section, we conduct several simulation studies to evaluate the performance of our proposed two tests. In particular, we compare our tests with two tests available in the literature, which can also be applied to the species assemblage comparison context.

The first one is the test proposed by Nettleton and Banerjee (2001) (NB hereafter), which applied the testing procedure of Friedman and Rafsky (1979) to compare distributions of random vectors with categorical components. Let \( Z = \{Z_1, \ldots, Z_{m+n}\} \) denote the pooled sample \( X \cup Y \). The NB test statistic is defined as

\[
T_{NB} = \sum_{i=1}^m \sum_{j=1}^n I\{\text{the nearest neighbor of } Z_i \text{ belongs to different sample}\},
\]

where the nearest neighbor of \( Z_i \) is the one which minimizes \( \delta(Z_i, Z_0) = k = 1, \ldots, i - 1, i + 1, \ldots, m + n, \text{ and } \delta(\cdot, \cdot) \) is any distance measure which is appropriate for the application. The test rejects \( H_0: F = G \) if \( T_{NB} \) is too small.

The second test we will consider was proposed by Hall and Tajvidi (2002) (HT hereafter). Again we consider the pooled sample \( Z \). We define \( M_i(j) \) as the number of observations from sample \( Y \) in the neighborhood of \( X_i \), where the neighborhood is bounded by a circle with center at \( X_i \) and radius as the distance between \( X_i \) and its \( j \)-th nearest neighbor. Similarly, we define \( N_i(j) \) as the number of observations from sample \( X \) in the neighborhood of \( Y_i \), where the neighborhood is bounded by a circle with center at \( Y_i \) and radius as the distance between \( Y_i \) and its \( j \)-th nearest neighbor. Under \( H_0 \), it can be shown that

\[
E_0(M_i(j)) = \frac{n j}{m + n - 1} \quad \text{and} \quad E_0(N_i(j)) = \frac{m j}{m + n - 1}.
\]

Define the deviations of \( M \) and \( N \) from their expected values under \( H_0 \) as

\[
DM_i(j) = |M_i(j) - \frac{n j}{m + n - 1}| \quad \text{and} \quad DN_i(j) = |N_i(j) - \frac{m j}{m + n - 1}|.
\]

The HT test statistic is then defined as

\[
T_{HT} = \frac{1}{m} \sum_{i=1}^m \sum_{j=1}^n DM_i(j) w_1(j) + \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^n DN_i(j) w_2(j),
\]

where \( w_1(j) \) and \( w_2(j) \) denote nonnegative weights and \( \gamma \) is some positive value. Like the NB test, the HT test can be based on any distance measure. The test rejects \( H_0: F = G \) if \( T_{HT} \) is too large. Based on the simulation studies reported
Simulated power for different tests using the samples from $F = PL(\mu_F, \Sigma_F)$ and $G = PL(\mu_G, \Sigma_G)$ where $\mu_F = 1_{10}$, $\mu_G = \mu F$, and $\Sigma_F = \Sigma_G = 0.51 \text{i}_{10} + 0.5 \text{j}_{10}$. $\text{Table 1}$

<table>
<thead>
<tr>
<th>$T_{NB}$</th>
<th>$T_{HT}$</th>
<th>$T_{KS}$</th>
<th>$T_{CM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu = 1$</td>
<td>0.037</td>
<td>0.057</td>
<td>0.045</td>
</tr>
<tr>
<td>$\mu = 1.1$</td>
<td>0.035</td>
<td>0.053</td>
<td>0.073</td>
</tr>
<tr>
<td>$\mu = 1.2$</td>
<td>0.048</td>
<td>0.117</td>
<td>0.111</td>
</tr>
<tr>
<td>$\mu = 1.3$</td>
<td>0.064</td>
<td>0.176</td>
<td>0.224</td>
</tr>
<tr>
<td>$\mu = 1.4$</td>
<td>0.102</td>
<td>0.319</td>
<td>0.380</td>
</tr>
<tr>
<td>$\mu = 1.5$</td>
<td>0.128</td>
<td>0.454</td>
<td>0.537</td>
</tr>
<tr>
<td>$\mu = 1.6$</td>
<td>0.176</td>
<td>0.613</td>
<td>0.696</td>
</tr>
<tr>
<td>$\mu = 1.7$</td>
<td>0.243</td>
<td>0.713</td>
<td>0.820</td>
</tr>
<tr>
<td>$\mu = 1.8$</td>
<td>0.346</td>
<td>0.838</td>
<td>0.919</td>
</tr>
<tr>
<td>$\mu = 1.9$</td>
<td>0.435</td>
<td>0.929</td>
<td>0.973</td>
</tr>
<tr>
<td>$\mu = 2$</td>
<td>0.549</td>
<td>0.960</td>
<td>0.987</td>
</tr>
</tbody>
</table>

Simulated power for different tests using the samples from $F = PL(\mu_F, \Sigma_F)$ and $G = PL(\mu_G, \Sigma_G)$ where $\mu_F = 1_{10}$, $\Sigma_F = 0.51 \text{i}_{10} + 0.5 \text{j}_{10}$, and $\mu_G = \sigma \Sigma_F$. $\text{Table 2}$

<table>
<thead>
<tr>
<th>$T_{NB}$</th>
<th>$T_{HT}$</th>
<th>$T_{KS}$</th>
<th>$T_{CM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma = 1.1$</td>
<td>0.038</td>
<td>0.060</td>
<td>0.051</td>
</tr>
<tr>
<td>$\sigma = 1.2$</td>
<td>0.060</td>
<td>0.079</td>
<td>0.068</td>
</tr>
<tr>
<td>$\sigma = 1.3$</td>
<td>0.046</td>
<td>0.137</td>
<td>0.129</td>
</tr>
<tr>
<td>$\sigma = 1.4$</td>
<td>0.063</td>
<td>0.196</td>
<td>0.163</td>
</tr>
<tr>
<td>$\sigma = 1.5$</td>
<td>0.072</td>
<td>0.271</td>
<td>0.220</td>
</tr>
<tr>
<td>$\sigma = 1.6$</td>
<td>0.087</td>
<td>0.375</td>
<td>0.310</td>
</tr>
<tr>
<td>$\sigma = 1.7$</td>
<td>0.079</td>
<td>0.444</td>
<td>0.371</td>
</tr>
<tr>
<td>$\sigma = 1.8$</td>
<td>0.105</td>
<td>0.544</td>
<td>0.427</td>
</tr>
<tr>
<td>$\sigma = 1.9$</td>
<td>0.114</td>
<td>0.633</td>
<td>0.527</td>
</tr>
<tr>
<td>$\sigma = 2$</td>
<td>0.131</td>
<td>0.719</td>
<td>0.632</td>
</tr>
</tbody>
</table>

in HT, several different choices of weight functions and $\gamma$ values do not have significant effects on the power of the test. Therefore, in our simulation study, we set $\gamma = 1$ and $w_2(j) = w_2(j) = 1$. To compare our proposed tests with the NB and HT tests in various settings, we first generated $m = n = 30$ random observations from $F = PL(\mu_F, \Sigma_F)$ and $G = PL(\mu_G, \Sigma_G)$, where $\mu_F = 1_{10}$, $\Sigma_F = 0.51 \text{i}_{10} + 0.5 \text{j}_{10}$, $\mu_G = \mu F$, and $\Sigma_G = \sigma \Sigma_F$ with $\mu$ and $\sigma$ being manipulated according to different settings. All of the tests were then carried out through permutation. The number of permutations was set to be 999. The significance level was set at 0.05. Again, we chose Bray–Curtis distance as the distance measure in all of the tests. Table 1 shows the simulated power for the four tests under different choices of $\mu$ with $\sigma$ being fixed at 1, i.e., $\Sigma_F = \Sigma_G$. $\text{Table 2}$ shows the simulated power for different choices of $\sigma$ with $\mu$ being fixed at 1, i.e., $\mu_F = \mu_G$. The results were based on 1000 simulations. As we can see from the tables, our depth-based CM test outperforms the other three tests in both settings. When $\Sigma_F = \Sigma_G$, our depth-based KS test is ranked as the second, outperforming both NB and HT tests. When $\mu_F = \mu_G$, the KS test is slightly worse than the HT test. In both settings, the NB test has the lowest power.

Our second simulation study is to investigate the powers of the four tests for comparing samples from different distribution families. Recall the Poisson-Lognormal distribution is essentially a Poisson-Lognormal mixture. Similarly, we can also consider Poisson-gamma mixture and Poisson–Weibull mixture. We refer to those mixtures as Poisson-gamma distribution and Poisson–Weibull distribution. For simplicity, we choose the mixing distribution in the Poisson-gamma (Poisson–Weibull) as a multivariate distribution with independent (Weibull) distributional marginals. Therefore, we can denote the Poisson-gamma and Poisson–Weibull distributions by $PG(\alpha, \theta)$ and $PW(b, \lambda)$, respectively, where $\alpha$ and $\theta$ and $\lambda$ are the shape and scale parameter vectors for the gamma and Weibull marginals, respectively. In the simulation, we chose $F$ as $PL(1_{10}, 1_{10})$, and $G$ as $PG(0.582_{10}, 7.701_{10})$ or $PW(0.772_{10}, 3.851_{10})$. The shape and scale parameters in the Poisson-gamma and Poisson–Weibull distribution were chosen to make them have the same componentwise mean and variance as those in $PL(1_{10}, 1_{10})$. Table 3 shows the power of the four tests when comparing the samples from different distribution families. Again, our depth-based CM test is the best among the four.

We also carry out some additional simulation studies to evaluate the performance of the tests when the underlying multivariate distributions are continuous and Euclidean distance is used in our distance-based depth. Please see Web Tables 1–6 for results of those studies. Similar to what we observe from Tables 1–3, the depth-based CM test performs best among all the tests and outperforms the depth-based KS test in most of the cases. This may be explained by the fact that the depth-based CM test considers all of the differences of depth from the data points, whereas the depth-based KS test only considers the maximal difference of depth among the data points.

### 6. Real Application

In this section, we revisit the species abundance data from the two tropical forest census plots from Barro Colorado Island, Panama, briefly described in the “Introduction.” The two highly diverse plots were located within 1 km of each other and represent 100- to 400-year-old lowland tropical forest. In both plots, species identity was determined and location within the plot was recorded for all woody stems $\geq$10 mm diameter at 1.5 m height (Condit, 1998; Hubbell et al., 1999; Hubbell, Condit, and Foster, 2005).

As mentioned in the “Introduction,” our task is to compare the two species assemblages based on the two abundance data samples, which are 159-dimensional and both have 25 observations each. Before we apply our tests to the data, we first use the $DD$-plot described in Section 3 to visualize the difference of these two species assemblages. Figure 4 shows the corresponding $DD$-plot based on the distance-based depth by using Bray–Curtis distance. In the plot, the circles represent...
the observations from one census plot and the pluses represent those from the other. From the plot, it clearly suggests that there is a location difference between the distributions of the species abundance data in these two census plots. Both of our depth-based KS and CM tests yield $p$-values 0.001, which further confirms that the distributions of these two plots are indeed different.

7. Concluding Remarks
In this article, we present a data depth approach to the problem of comparing species assemblages given abundance data. It is completely nonparametric and does not require any knowledge of the underlying distribution. Results from simulation studies have shown that our depth-based CM test performs very well and has better power than other alternatives under different settings. Furthermore, the use of the $DD$-plot that motivated our tests also provides an easy graphical tool for visualizing the difference of species assemblages.

Although the proposed tests were motivated by the species assemblages comparison problem in ecology and were demonstrated mostly by examples of count data, they are very flexible and can be easily applied to other applications with different data types. For example, this approach could be applied to comparing samples of functional data, or samples of image data, because properly defined distance measures are usually available for these types of data and distance-based depth, which is capable of incorporating any desired distance measure, makes our approach applicable for a wide range of applications. It is worth pointing out that our proposed depth-based KS and CM tests can be also paired with any other data depths which are suitable for the particular application. For example, to compare samples of functional data, we may base our KS or CM tests on the depth proposed by Lopez-Pintado and Romo (2009) for functional data.

8. Supplementary Materials
Web Tables referenced in Section 5 are available under the Paper Information link at the *Biometrics* website http://www.biometrics.tibs.org.
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