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Abstract

**Introduction:** Information from MR blood flow quantification can be used to evaluate patient health, inform surgical decisions and provide boundary conditions for numerical simulations. Thus, it is important to determine the accuracy and precision of the flow measurement and its contributing factors. In this study, we investigated the reproducibility of the measurement by comparing flow results from 2D MRV, 4D MRV and CFD. Also, we investigated the sensitivity of the measurements at different positions in the scanner, since these could be affected by gradient field imperfections.

**Methods:** A phantom which was an exact replica of a patient intracranial aneurysm was set up with a flow system where flow was driven by a gravity-fed pressure head to provide constant flow. A contrast-enhanced MRA image was obtained at 0.5 mm isotropic resolution to determine the geometry. 4D MRV within the phantom was measured under 3 conditions: cine-MR at the isocenter (0 cm offset) for 5 time points, continuous measurement at the isocenter, and continuous measurement 10 cm offset from the isocenter. CFD simulation was performed on commercial software COMSOL. Image post-processing was done using in-house Python tools. Qualitative comparisons were made using Paraview while quantitative comparisons were assessed by correlation and Bland-Altman plots.

**Results:** Imaging at 10 cm from isocenter was found to adequately visualize secondary flows such as jets in the aneurysm. Total flow through the inlets obtained from the 2D- and 4D- MRV acquisitions were $4.03 \pm 0.07$ mL/s and $3.65 \pm 0.12$ mL/s, which were significantly larger than the directly measured flow of 3.1 mL/s. The overall velocity field from the CFD results underestimate the measurements from 4D MRV, suggesting they provided inlet boundary
conditions are too low. The greatest differences between the CFD and 4D MRV results appear at the vessel walls.

**Conclusion:** We developed a pipeline for evaluating flow measured under different conditions and modalities. A combination of noise and partial volume effects compromise velocity measurements, particularly in voxels at the vessel edge. Additionally, CFD can provide precise measurements at the wall, but the accuracy of the results depends highly on the image-derived geometric and flow boundary conditions.
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Introduction

Knowledge of blood flow patterns in the human body is a critical component in cardiovascular disease research and diagnosis. Two different approaches to flow assessment are currently available to the researcher and clinician: direct model-independent velocity mapping using phase contrast magnetic resonance imaging (PC-MRI) (1, 2) or Doppler ultrasound; and model-based computational fluid dynamics (CFD) calculations (3-15). Compared to Doppler ultrasound, PC-MRI has gained prominence in recent years due to its unrestricted 3D anatomical coverage, minimal operator dependence, and ability to directly measure 3D velocity maps (16).

Magnetic Resonance Velocimetry (MRV) is a method to obtain velocity fields in the human vascular system. The velocities are usually obtained with PC-MRI techniques using special gradient waveforms. Alternatively, vascular flow can be estimated from model-based CFD calculations. CFD is a branch of fluid mechanics that uses computational methods to solve and analyze problems that involve fluid flows. Numerical simulations are performed to solve the interaction of liquids with surfaces defined by geometric and inlet flow boundary conditions.

In general, MRV directly accounts for actual physiological flows such as turbulence, compliance and non-Newtonian flow – factors that are poorly accounted for by CFD. On the other hand, CFD is a powerful tool for describing flow fields in both idealized models and patient specific geometries (17). CFD provides extremely high resolution, but its accuracy depends on model assumptions and accurate boundary conditions while velocity fields measured with PC-MRI generally do not automatically agree with the equations of fluid dynamics, provide limited resolution, suffer from intrinsic acquisition noise, and partial volume effects (18).
Recently, MRV has been applied to the evaluation of congenital heart disease (CHD), the thoracic aorta, hepatic and portal venous flow, pulmonary arteries, renal arteries, carotid arteries and intracranial hemodynamics. A number of groups have shown that 4D flow MRI can be used to derive advanced hemodynamic measures such as wall shear stress (WSS) (19-21), pressure difference (22-25), pulse wave velocity (26, 27), turbulent kinetic energy (TKE) and others (28, 29) for an improved characterization of cardiovascular disease beyond simple measures of flow. Such parameters can be used to evaluate patient health and inform surgical decisions as clinical applications.

Previously several in vitro studies have been performed to validate results predicted using numerical simulation methods (3-15). Previous experiments compared the blood flow simulation results to physical measurements acquired using techniques such as laser Doppler anemometry and PC-MRI. While these experiments produced favorable results, they were limited in scope. They looked at simpler geometries, such as idealized bifurcations (30, 31) or anastomotic junctions (32). These validation studies relied on a priori knowledge of the flow distribution, information that is not available for surgical simulation problems. Furthermore, the flow conditions in these experiments were less complex than those found in large arteries in vivo.

PC-MRI is susceptible to unique artifacts that may alter the qualitative visualization of flow, and introduce errors in the velocimetry. There is no single dominant source of error, however several smaller errors may accumulate and result in velocity or flow measurement errors on the order of 5 % to 10 % or more. It is important to note that the relative importance of different sources of artifact depends on the type of measurement being made, e.g., peak velocity or volume flow, and the type of pulse sequence being used (33).
The velocity distortion is noted in phase difference images, notably from gradient eddy current effects (34), concomitant field (i.e., Maxwell) terms (35), and gradient field distortions (36). Such phase offset errors are thought to exhibit a substantial increase with increasing distance from the isocenter of the MR system, with the concomitant field and gradient field distortion in particular varying super-linearly with distance. Even small systematic inaccuracies in measured velocity can propagate into larger errors when computing volume flow. Its consequence and corrections have been reported in previous studies (36-38).

In a study by Choudhri et al. (39), spatial distortion was noted and was felt to be related to head positioning relative to the isocenter of the magnetic field during preoperative localization MRI. In this study, the images obtained after repositioning the head closer to the isocenter of the magnetic field showed less distortion than the initial scan performed away from the isocenter without and with application of the manufacturer’s distortion correction algorithm. This result indicates that in-scanner distortion correction algorithms decreased the degree of distortion, but were not as accurate as scans performed closer to the isocenter of the scanner. Image reconstruction assumes a uniform $B_0$ over the field of view. If the patient is located too far from the isocenter, some parts of the field of view enter the fringe field and experience decreased $B_0$. As a result, the Larmor frequency of protons in that area is decreased; as field variations are assumed to be due to gradient coils, reconstruction displaces the signal obtained along the frequency-encoding direction. However, whether it can be applied to the flow imaging or how much flow distortion will remain uncorrected remains unknown.

To address these problems, our goal is to develop and use a fast and reproducible model flow system with a highly structured velocity field that can be used to assess the accuracy of various
features of MRV, and then compare MRV results to CFD simulations. In this study, we investigated the reproducibility of the measurements by comparing results from 2D MRV, 4D MRV and CFD. We also investigated the sensitivity of the measurements, which could be affected by effects such as gradient field imperfections, to positional variation in the scanner.

**Materials and methods**

**Pumping system setup**

The pumping system setup consisted of a flow phantom and a pressure-head driven flow system. The flow phantom is a life-sized replica of an intracranial aneurysm imaged from a patient (Figure 1a). In order to reduce the setup time associated with a previous cumbersome flow system in the laboratory, a new simpler plastic-based system was designed. Flow is generated between two cubic reservoirs at different heights, and under idealized conditions, the velocity depends on the height difference of the two cubes as follows:

\[
\frac{1}{2} mv^2 = mgh_1 - mgh_2 \quad (1)
\]

\[
\frac{1}{2} mv^2 = mg\Delta h \quad (2)
\]

\[
v = \sqrt{2g\Delta h} \quad (3)
\]

where m is the mass of the fluid, g is the gravitational constant, h₁ is height of the higher cube, h₂ is height of the lower cube, and \(\Delta h\) is the height difference between the cubes.

The main idea is to provide steady flow in terms of the height difference from Eq. 3. Two hollow cubes were designed with mechanical design software (Autodesk Inventor 2016) and then printed out in Poly-Lactic Acid (PLA) material using a 3D printer (2014 Type A Machines Series 1, Figure 1c).
The flow system consists of two hollow cubes, an aneurysm phantom, a reservoir for overflow from each cube that was filled with 4L water, an air pump, and MR-compatible tubes and connectors (Figure 1b and Figure 2a). In operation the pump replenished the upper cube sufficiently that it overflowed with an overflow channel back to the reservoir. All flow into the lower cube similarly overflowed into an overflow channel and returned to the reservoir. The flow system was assembled in the MRI scanner room. Before scanning, the flow rate was determined by performing volume collection in a graduated cylinder for 100 seconds establishing ground truth for the volume flow rate.
**Figure 1. Flow phantom and flow system set-up.** a) The phantom of the intracranial aneurysm. Five landmarks depict inlet 1, inlet 2, aneurysm, outlet 1 and outlet 2, b) flow system setup, and c) two black hollow cubes printed by the 3D printer with supply channels, channels into and out of the aneurysm segment, and overflow channels.

**MR imaging**

In order to apply background correction in the post-processing stage, saline bags were wrapped around the flow phantom before MR scanning. All MR images of the model were obtained on a 3T Siemens MAGNETOM Skyra MRI scanner (Siemens Healthcare, Erlangen, Germany) using two small element coils, one anterior and one posterior. A 2D gradient-echo sequence was used for localizing the aneurysm and followed by a higher resolution 3D MRA that covered the whole phantom. The acquisition parameters were as follows: TR/TE = 4.43/1.84 ms, flip angle (FA) = 20°, field of view (FOV) = 224 × 182 × 60 mm³, voxel size = 0.5 × 0.5 × 0.5 mm³, receiver bandwidth = 505 Hz/pixel, and number of averages (NA) = 1.

Next, the phantom was scanned using 4D MRV under 3 conditions: cine PC-MRV at 0 cm offset using a dummy cardiac pulse every 500 ms and with 5 time points within each pulse cycle (velocity encoding (VENC) = 50 cm/s, TR/TE = 84.96/4.2 ms, FA = 12°, FOV = 240 × 180 × 130 mm³, voxel size = 1.25 × 1.25 × 1.25 mm³, receiver bandwidth = 400 Hz/pixel, NA = 1), continuous PC-MRV at the isocenter and 10 cm offset from the isocenter, namely, moving the table 10 cm out (Figure 2b). Other than the number of phases, acquisition parameters were the same in continuous PC-MRV as in cine PC-MRV.

2D MRV of through-plane blood flow velocities in the two inlet vessels were measured 3 cm below the aneurysm. The sagittal and coronal projections (MIP) of the 2D gradient-echo scan
were used to position the imaging slice transverse to the vessel of the interest. For each inlet vessel, 2D MRV images were acquired in 5 sequential positions at 2 mm intervals. Additionally, one image at the distal convergence of the aneurysm was acquired to measure the total flow (Figure 2c). The acquisition parameters were: VENC = 50 cm/s, TR/TE = 41.52/4.26 ms, FA = 20°, FOV = 200 × 200 mm², slice thickness = 5 mm voxel size = 0.83 × 0.83 mm², receiver bandwidth = 495 Hz/pixel, NA = 1.

**Figure 2. Illustrations of flow system setup and details in MR scanning.** a) A schematic of the flow system setup, b) the flow phantom was scanned at 2 positions: first at the isocenter then 10 cm towards the inferior direction, and c) an illustration of planes imaged in 2D MRV: 5 planes for both inlet 1 and inlet 2, one plane for distal aneurysm (arrowheads).
Flow Quantification and comparisons

Images were post-processed using in-house tools developed with Python and the PyQt, VTK, VMTK, and SciPy packages. For each image set, semi-automated segmentation of the 3D MRA was performed on an in-house tool to obtain a 3D iso-surface defining the intra-luminal volume of the aneurysm. The main idea of segmentation involved lofting together contours based on a series of 2D level set segmentations along each vessel. Eddy current induced background phase errors were determined from a linear fit of the static tissue and were subsequently subtracted from the velocity maps. Both the imaging and simulation results were qualitatively compared by viewing the streamlines and velocity fields in Paraview. Comparisons between 4D MR velocity measurements under different conditions were performed using point-wise comparisons of the velocity components. 5 phases in cine MRV were averaged to improve the statistics of the measurement. These comparisons were visualized by correlation and Bland-Altman plots. Due to geometry distortion, and to perform point-wise comparisons between 0cm-offset and 10cm-offset geometries, the former was registered into the latter using a combination of registration, geometry transformation, and data interpolation filters in Paraview. This method assumes that no changes occurred in the length of the vessels, a fair assumption based on extensive phantom experience in aneurysm assessment. Similarly, data from the CFD simulation was compared to the 4D MRV by interpolating the 4D MRV measurements at the CFD mesh points. To compare 2D and 4D MRV results, vascular lumen cross-sections were obtained along the vessel centerline at 2 mm intervals, and cross-sectional areas were calculated. Flow from the 4D image data was obtained at five planes corresponding to the 2D MRV positions for each inlet. Also, flow through one plane at the distal part of the aneurysm was obtained to compare the total flow rate.
CFD simulation

The geometry for the simulation was obtained by segmentation of the aneurysm on the MRA images with in-house python tools and Paraview (Version 5.1.0 64-bit). The resulting 3D iso-surface defining the intra-luminal volume of the aneurysm was edited in Geomagic Design X. In order to avoid flow entrance effects, a section of the vessel segment proximal to the aneurysm was included in all CFD models. The total flow for the inlet boundary conditions was obtained from the experiment measurement. The ratio of the flow between the two inlets was estimated using the flows measured from the cine MR acquisition. Tetrahedral mesh generation and simulation were performed in COMSOL, which uses a finite element approach to solve the Navier-Stokes equations. A steady flow simulation was conducted on subsequently refined meshes. To specify the inlet velocity, the cross sectional area of two inlets were measured. The outlet pressure was set to zero.

The flow was assumed to be Newtonian flow with the viscosity of water in all simulations. The walls of the aneurysm and vessels were considered to be rigid. Non-Newtonian blood behavior is crucial only when the size of the vessel is comparable to the size of red blood cells or in regions with low shear stress, neither of which is relevant to the case of this phantom.
Results

Comparisons of velocity at different positions

Figure 3. Comparison of the velocity streamlines of 0 cm offset (left) and 10 cm offset (right) in the intracranial aneurysm phantom with two jets in the inlet flow (arrows).

The streamlines at 0 cm offset and 10 cm offset were generated with Paraview. Both imaging at 0 cm and 10 cm offset from the isocenter adequately visualized the major flow features such as the jets in the aneurysm. The streamlines are similar apart from the slightly lower bulk flow imaging at 10 cm offset compared to imaging at 0 cm offset (Figure 3).

Comparison of flow along inlet vessels under 3 conditions

31 Vascular lumen cross-sections were obtained along the vessel centerline at 1 mm intervals at the region proximal to the aneurysm and the flow rate of each slice were calculated in Paraview. As shown in the Figure 4A, the mean velocity of cine MRV and continuous MRV at two inlets
are more similar than that of 10 cm offset continuous imaging condition. The flow rate in a, b, c conditions are 1.90 ± 0.22 mL/s, 1.69 ± 0.17 mL/s, 1.59 ± 0.19 mL/s and 1.70 ± 0.17 mL/s, 1.60 ± 0.12 mL/s, 1.20 ± 0.19 mL/s respectively for inlet 1 and inlet 2.

From Figure 4B and 4C, both have good correlations and r² is 0.4760 and 0.4674 respectively. The linear regression curves are close to the orthogonal curves. The closer of two curves corresponds to the closer mean velocity of two measurements. The significant scatter is considered to originate from noise in the images, particularly from edge voxels. From the Bland-Altman plot most data points concentrate close to zero difference, indicating good agreement in both the cine vs. continuous MR at 0 cm offset and 10 cm offset.
Figure 4. **Comparison of flow along inlet vessels under different conditions.** A) For each of two inlets: a. time-average of 5 cine measurements at 0 cm offset; b. continuous measurements at 0 cm offset; c. continuous measurements at 10 cm offset. Linear regression of velocity components and Bland-Altman plot are shown in B) cine vs. continuous at 0 cm offset and C) cine vs. continuous at 10 cm offset. In the correlation, the red line represents perfect agreement whereas the green line is the linear regression curve. In the Bland-Altman plot, the dashed curves are twice the standard deviation of the point-wise difference between two datasets.

<table>
<thead>
<tr>
<th></th>
<th>2D MRV (mL/s)</th>
<th>4D MRV (mL/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet 1</td>
<td>1.95 ± 0.09</td>
<td>2.04 ± 0.06</td>
</tr>
<tr>
<td>Inlet 2</td>
<td>2.07 ± 0.11</td>
<td>1.60 ± 0.13</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>4.03 ± 0.07</td>
<td>3.64 ± 0.12</td>
</tr>
<tr>
<td><strong>Distal</strong></td>
<td>3.21</td>
<td>3.38</td>
</tr>
</tbody>
</table>

Table 1. Flow rate of 2D MRV and 4D MRV

Total flow through the inlets obtained from the 2D- and 4D- MRV acquisitions were 4.03 ± 0.07 mL/s and 3.65 ± 0.12 mL/s (Table 1), which are significantly larger than the directly measured flow of 3.1 mL/s. The relatively low standard deviations suggest systematic errors, such as scanner mis-calibration or incorrect segmentations, are responsible for the discrepancies rather than noise alone. The flow rate measured at the distal slice of the aneurysm in 2D and 4D MRV were 3.21 mL/s and 3.38 mL/s respectively (Table 1), which could be related to the larger caliber of the vessel at that location.
Comparison of CFD and 4D MRV

Velocity magnitudes from the numerical simulations are mapped. From Figure 5a and 5b, the overall velocity field from the CFD results appears to underestimate the measurements from 4D MRV, suggesting that the provided inlet boundary conditions are too low, which is also shown in Figure 5c. The largest differences between the CFD and 4D MRV results appear at the vessel walls, which are physically and computationally subject to the no-slip condition, but are most vulnerable to noise and partial volume effects (Figure 5c). Also, in Figure 5d, the points where CFD velocity is close to zero correspond to a large variation of 4D MRV, further demonstrating the effects of noise and partial volume of the edge voxels.
**Discussion**

Velocity offsets in MRV flow assessment is a long-standing known problem. Three major sources of inaccuracy in velocity images include eddy current effects, Maxwell terms and gradient field non-linearities. In the study by Gatehouse et al. (37), none of the tested CMR systems remained consistently below the proposed maximum acceptable offset of 0.6 cm/s, which is thought to be an acceptable error for estimating average cardiac output. For our study, this value is expected to be even lower as the phantom is in the intracranial region. Thus, additional actions are necessary for achieving reliable MRV measurements. Possible additional measurements can be divided into two categories: 1. reduction of offsets by sequence optimization and 2. correction of the acquired images by post-processing with or without a separate phantom scan (41).

In our study, we used stationary saline bags wrapping around the phantom so as to provide a baseline reference for zero velocity. This method is developed by Walker et al. (34). Any nonzero velocity in the stationary tissue represents a baseline offset error, whose magnitude is used to correct the flow in the vessel in the post-processing. Basically, this method corrects for distortion from eddy currents, which is a user interaction that is always required. Maxwell terms are generally automatically corrected before image reconstruction by the MR system and gradient field distortions can also be corrected for a given gradient field model.
We found that the flow measurement in both 2D MRV and 4D MRV have noticeable errors (4.03 ± 0.07 mL/s and 3.64 ± 0.12 mL/s compared to ground truth 3.10 mL/s) but this is reduced for flow measured distal to the aneurysm (3.21 mL/s and 3.38 mL/s). This is likely due to greater errors from the edge voxels of small vessels. In larger vessels, more accurate flow measurements were obtained due to larger number of voxels at the edges and less segmentation errors. The accuracy of flow measurement by MRV needs to be further validated and if necessary, gradient field non-linearity correction should be applied during image reconstruction.

It is thought that flow measurement errors increase substantially with increasing distance from the isocenter of the MR system. For each inlet, velocity and flow rate are slightly lower at 10 cm offset than 0 cm offset due to non-linear gradient fields and post-processing errors. Further study needs to be done to validate the results at 10 cm offset and to explore how additional offsets (e.g. 20 cm offset, other directions of offset) might further impact the results given that many clinical applications require a broader FOV covering.

The $r^2$ of correlation of continuous 0 cm and 10 cm offset to the cine ground truth (0.4760 and 0.4674) shows that almost half of the variabilities are not around its mean value. This may result from there being only 2-3 pixels per cross-section in the inlet vessel and severe partial volume effects due to limited isotropic 1.3 mm resolution. To obtain a flow error of less than 10% or 5%, it is suggested that the vessel should be at least 4 or 5 pixels in diameter (42). Apart from partial volume errors, other systematic errors include intravoxel phase dispersion, velocity aliasing and imaging plane misalignment (43).

CFD simulations can provide information at the boundaries where 4D MRV is noisiest. CFD
simulation assumes zero velocity at the boundary of vessel walls, which is called the no-slip condition. Although partial volume effects compromise the velocity and flow measurement of 4D MRV, one previous study showed that by including partial volumed edge pixels in vessel segmentation, less error was produced than when excluding them in numerical simulations. For CFD simulation, the geometry and boundary conditions are dependent on the MRA and MRV data. Obtaining accurate flow measurements requires an excellent estimate of the boundary of the vessel and sufficient SNR in the magnitude image (42), which, in this study, could be the reason for errors from CFD simulation. Further study is required to validate that the overall velocity field from the CFD simulation matches 4D MRV measurement.

We therefore conclude that this project provided a flow model with highly structured flow that could be used as part of an evaluation pipeline for comparing flow measurements under different conditions, and on different scanners. Systematic noise and partial volume effects compromise the velocity and flow measurements at the edge voxels of vessels. In addition, post-processing such as segmentation also needs to be carefully performed to provide accurate measurements. In turn, CFD can provide precise measurements at the wall of vessels where 4D MRV is noisiest. However, due to similar noise issues, especially in lumens of small diameter, the accuracy of the results depends highly on the image-derived geometric and inlet boundary conditions.
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