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Abstract

We propose a theory of contracting in long-term relationships, emphasizing the role of social institutions in conditioning players’ joint selection of equilibria. Players adopt a social conditioning system in order to place boundaries on their recurrent negotiation and thereby sustain a desirable joint selection of equilibrium. Social conventions have value because players cannot freely reinterptet the labels attached to histories, in contrast to labels that the players might assign internally. We present examples of social conventions that are useful for sustaining cooperative interaction. Our model combines an explicit bargaining technology with a renegotiation concept, coherent equilibrium, that builds on internal consistency. Coherent equilibria exist in general and, for an important class of games, induce unique outcomes.

1 Introduction

Language, custom, social convention, legal sanction, and other institutions evidently play an important role in shaping long-term contractual relations between trading partners. Current theories of contracting, however, have yet to adequately capture the connections between such institutions and the partners’ strategic interaction. The bulk of game-theoretic models abstract entirely from the social backdrop of relationships, while evolutionary models of social conventions largely sidestep explicit consideration of strategic choices. There are several noteworthy exceptions to this portrayal
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of the literature, emphasizing institutional means of direct external enforcement.\footnote{For example, the work of Bendor and Mookherjee (1991), Elickson (1991), Kandori (1992), Greif (1993), and Greif, Milgrom, and Weingast (1994) shows how the threat of community sanctions helps partners maintain cooperation. Milgrom, North, and Weingast (1990) and others examine more centralized enforcement institutions. See also North (1993).} We suggest, however, that institutions also shape contractual relations through their affect on how parties negotiate — an influence that is equally powerful and ubiquitous.

This paper offers a new approach to modeling institutions in a strategic context. In particular, we identify the role that institutions play in structuring long-term relationships by providing the players with a framework for organizing histories. This framework, or conditioning system, shapes the way in which players communicate with each other or with outside observers; it provides a system of events on which the players can condition their behavior over time. We show that conditioning systems exert a powerful influence on strategic interaction, despite that they have no direct effect on available actions or payoffs.

The basis of our analysis is a new theory of joint decision-making in long-term relationships, called coherent equilibrium, which combines an explicit model of recurrent negotiation with a selection criterion based on internal and external consistency. The essential idea is that consistency is determined relative the state of the relationship, which is governed by a conditioning system. If a social convention places little restriction on how players interpret history, then the players’ freedom to reinterpret history gives wide latitude for selecting jointly favorable outcomes. This undermines incentives to cooperate, to the extent that cooperation is sustained by punishments that are jointly unfavorable. More stringent conventions, however, compress history into a smaller number of states, limiting players’ reinterpretable options. Correspondingly, the scope for selecting favorable outcomes is restricted, and cooperation is made easier to sustain. Thus, the institutional environment, as reflected by conditioning systems, can play a central role in determining the outcome of strategic interaction. Our analysis demonstrates how, in an environment of multiple systems (representing multiple institutions), particular conditioning systems emerge as valued. In particular, we show that the “standard” system of repeated game histories is generally of little value.

A simple example will demonstrate the intuition behind our theory. Consider the repeated game whose stage game is pictured in Figure 1, and restrict attention to strongly symmetric equilibria.\footnote{These are equilibria in which the players are supposed to take the same action, contingent on the history.} In symmetric games, strong symmetry can be viewed as capturing equal bargaining power between the players. We impose this restriction here for simplicity; our formal model addresses bargaining power explicitly. Assume the discount factor is at least 1/2.

Suppose there are two institutions that provide ways of evaluating histories. First, there is an internal system, whereby the players keep track of the full history and
interpret it as they wish. Second, there is a social convention which defines a language to assess histories of interaction. The language reflects the ways in which the society describes and judges relationships. In this example, we suppose society has two labels to describe relationships: “fine” (F) and “dysfunctional” (D). A relationship is called dysfunctional if (H,L) or (L,H) has been played in the past, and since then (L,L) has not been played. Otherwise, the relationship is described as fine. The transitions between social designations are diagrammed in the figure. This language is used by members of society to communicate about the long-term relationship. Importantly, the players are not able to manipulate the labels that the social convention assigns to their relationship following any given history.

The partners in this game may attribute value to one conditioning system over the other by essentially adopting it as the basis for their long-term interaction. Adoption amounts to conditioning only on one of the systems, in terms of both private behavior and joint decisions (negotiation). Suppose, for instance, that the players condition on the social convention. One can verify that there is an equilibrium of the game in which the players select (H,H) in the F state and (L,L) in the D state; call this equilibrium $e^*$. This equilibrium facilitates cooperation. Furthermore, this equilibrium is uniformly optimal over all equilibria that condition on the social descriptor, meaning that it is best in both the D and F states. There is no other equilibrium, conditioned so, that yields a higher continuation value in either state. In this sense, the equilibrium is strongly favored by the players in both states. Thus, in the context of the social convention, the players never have the joint incentive to abandon it in favor of another equilibrium.

On the other hand, the internal conditioning system is more problematic. Although there are equilibria in which the players cooperate on the equilibrium path, none has the uniform optimality property with respect to the internal system. Every cooperative equilibrium relies on a low-value continuation in some contingency; but the flexibility of the conditioning system allows the players to re-establish cooperation in such a contingency by selecting a new equilibrium. The only equilibrium that does not exhibit a conflict of this sort is the bad one in which the players select (L,L) forever.

This simple analysis demonstrates the sense in which the social convention has
value to the players. By adopting the social conditioning system as the basis for their recurrent negotiation, the players avoid problems arising from the incentive to renegotiate: in every contingency, they jointly prefer $e^*$. In contrast, renegotiation hinders cooperation in the context of the internal conditioning system; there, the only equilibrium which does not yield a conflict is the low-value one. Since the social convention yields a greater value after every history, one might expect the players to embrace it. Our general theory formalizes the intuition from this example, both on the level of negotiation within a conditioning system and on the level of comparisons between multiple conditioning systems.\(^3\)

Our concept of conditioning institutions admits a large range of interpretations. Within relationships, conditioning systems may reflect the mechanisms that players use to record histories and communicate them with one another. The language for communication can be more or less precise; our theory demonstrates that cooperation is undermined when language becomes excessively precise. Conditioning systems may also capture the information and attitudes of external observers, such as neighbors or colleagues. We show that social attitudes may alter strategic outcomes, even though they have no direct effect on players' actions or payoffs. The main idea is that players can benefit from their ability to condition behavior on social attitudes, to the extent that attitudes are influenced by behavior but are not directly manipulable by the players. Courts, arbitrators, and other mechanisms of legal enforcement and dispute resolution fit into our framework as well. In our setting, the conditioning system reflects how the official status of the relationship, in the eyes of enforcement authorities, is affected by the players' actions. We show that a carefully designed conditioning system can sustain cooperative behavior, even in the absence of external sanctions.

Our study of conditioning systems is couched in terms of an explicit model of negotiation in long-term relationships. By directly incorporating joint decisions, we thus depart from standard analyses of repeated games. Our theory addresses different layers of negotiation between the players. For the most basic level of interaction, we propose an equilibrium concept that formalizes how the players' negotiation is resolved according to bargaining powers and outside options. This concept, called negotiation equilibrium, relates the division of value in a relationship to the technology of negotiation. Thus, the intuition of Abreu, Pearce and Stacchetti (1993) that equilibrium selection should be sensitive to players' bargaining power is strongly reflected in our equilibrium concept. In terms of the example discussed above, bargaining power and disagreement options yield outcomes that are similar in flavor to the strongly symmetric equilibria. Otherwise, negotiation equilibrium is analogous to subgame perfect equilibrium in a standard repeated game.

We model meta-level joint selection over negotiation equilibria in much the same

\(^3\)Our model admits the possibility that players possess both the social convention and the internal conditioning system. In the example above, players would continue to use the social convention to condition equilibria and joint selection, and the internal conditioning system would be irrelevant.
way as game theorists have examined renegotiation-proofness criteria on the selection of a subgame perfect equilibrium. In this regard, we build on Bernheim and Ray (1989) and Farrell and Maskin (1989) in utilizing notions of dynamic consistency. Our work differs from theirs due to the explicit modeling of negotiation, the study of conditioning systems, and the non-stationary environment created by arbitrary conditioning systems. We capture a generalized notion of consistency in a concept called pivotal equilibrium, which is applied within and between conditioning systems to yield our notion of coherent equilibrium. Not only does coherence formalize an intuitive and novel idea, but it also has some very attractive technical features. In particular, coherent equilibria exist generally, and we show further that coherent equilibrium outcomes are unique for a plausible specification of the bargaining environment.

Section 2 presents our model of long-term contractual relationships. The coherence concept is developed in Section 3. Institutional interpretations are offered in Section 4. Section 5 presents an extension of the coherence concept incorporating a form of backward induction in the meta-level joint decision problem. Section 6 contains some general comments.

2 A Model of Long-Term Contractual Relationships

In this section we present a general model of a long-term relationship. We depart from the literature that examines standard repeated games, since repeated games are not equipped to explicitly account for recurrent negotiation. Instead, we consider a variant of a repeated game that includes a joint decision each period, in addition to a non-cooperative stage game. The joint decision models negotiation between the players over spot-contractible transfers and, at a meta-level, renegotiation over equilibria. Thus, we include a bargaining institution in the specification of the game. Parameters of the negotiation problem are tied in a realistic way to the technology of the ongoing relationship. Bargaining power and disagreement options are specified accordingly. Our equilibrium concept incorporates the Nash solution for joint decisions, which is in line with methods of the contract theory literature.

Description of the Game

Assume there are \( n \) players who interact over an infinite number of discrete periods. Each period is divided into the negotiation phase and the action phase, which occur in this order. During the negotiation phase, the agents make a joint decision \( d \) which is selected from a set \( D \). The joint decision is interpreted as a spot contract, established through bargaining between the players. The set \( D \) contains a default decision, \( d \), which defines the physical outcome of the negotiation phase if the players fail to reach an agreement on \( D \). We shall model behavior in the negotiation phase using a cooperative bargaining solution, under the supposition that each player can
unilaterally induce the default outcome. Players’ bargaining weights are given by non-negative numbers \(\pi_1, \pi_2, \ldots, \pi_n\), which sum to one. These bargaining weights are exogenously defined by the technology of the relationship and are fixed over time. We think of meta-level renegotiation over equilibria as also occuring in the negotiation phase.

In the action phase, the players simultaneously and independently select private actions — in standard repeated game parlance, this is the “stage game.” The actions available to the players in the action phase depend on whether default was the outcome of the negotiation stage in the current period. In particular, default implies that the players are limited to the single default action profile \(a\). Otherwise, \(A_i\) is the set of actions available to player \(i\), for \(i = 1, 2, \ldots, n\). We write \(A \equiv A_1 \times A_2 \times \cdots \times A_n\) as the set of action profiles and, assuming \(a \not\in A\), we let \(A' \equiv A \cup \{a\}\). For each \(i\), there is a payoff function \(u_i : A' \to \mathbb{R}\) defining the stage game payoff for player \(i\). We define \(u(a) \equiv \sum_{i=1}^n u_i(a)\) as the total payoff. Also, it is convenient to let \(u_i \equiv u_i(a)\) and \(u \equiv u(a)\).

One interpretation of the default action is that the default decision in the negotiation phase induces delay, keeping the players from productive interaction in the current period. Another interpretation is that default induces players to coordinate on a myopic equilibrium profile in the current action phase. We elaborate on the latter interpretation in section 3.4.

Before discussing long-run payoffs, we put more structure on the set \(D\). In particular, we assume that \(D\) specifies transfers between the players, with the default decision implying that no transfer is made. That is, each of the players has the power to induce default and veto any immediate transfer. Accordingly, we define:

\[
D \equiv \{a\} \cup \left\{ m \in \mathbb{R}^n \mid \sum_{i=1}^n m_i \leq 0 \right\},
\]

where \(m\) refers to the transfer. Note that the players can specify no transfer \((m = (0, 0, \ldots, 0))\) and the players can also actively select the default decision.

Player \(i\)’s payoff in period \(t\) is given by \(m_i^t + u_i(a')\), where \(a' \in A\) is the action profile chosen and \(m^t\) is the vector of transfers made in the period (which is zero in the case of default). Player \(i\)’s payoff in the entire game is given by

\[
\sum_{t=1}^\infty [m_i^t + u_i(a')] \delta^{t-1},
\]

where \(\delta\) is the common discount factor. Note that we assume transferable utility.5

---

4Our methodology also covers the following variation: default in the negotiation phase induces the relationship to be severed, yielding exogenous outside options. Ramey and Watson (1997) and Den Haan, Ramey, and Watson (1999) explore particular labor/macro settings with long-term contractual relationships, where default induces severance.

5There are two reasons we assume this payoff structure. First, transferable utility seems appro-
Conditioning Systems

Institutional conventions serve to organize the players’ evaluation of histories, which shapes their negotiation and action choices. The notion of a convention is formalized in terms of a mapping from past actions to current assessments of the relationship, forming a partition of the histories that we refer to as a conditioning system. In summarizing the history of the players’ interaction from the perspective of an institution, a conditioning system incorporates any limitations in observing, processing, or forming opinions about past action choices. Multiple conditioning systems exist if there are several institutions rendering judgments of the relationship. Conditioning systems impose no direct constraints on contract negotiation, available actions, or payoffs within the relationship. However, a conditioning system may still have a powerful effect on the players’ selection of equilibria to the extent that it is isolated as the basis for conditioning behavior. In this section we develop our formal model of conditioning systems; interpretations of the model and examples are discussed in Section 4.

A conditioning system consists of a set of states of the relationship $X$ and a transition function $\mu$. The former defines the institutional descriptors of the relationship; the latter defines the transition of the state from one period to the next as a function of the players’ behavior. The set of states takes the form

$$X \equiv \bigcup_{t=1}^{\infty} X^t,$$

where $X^1, X^2, \ldots$ are finite, disjoint sets describing the possible states of the relationship in the periods of the game. That is, $X^t$ is the set of states for period $t$ (and only period $t$). The set $X^1$ has exactly one member, which is the initial state. We make the following assumption on the state transition function.

**Assumption 1** Transition of the state from the current period to the next does not depend on transfers made in the current period.

According to this assumption, the conditioning system pays no attention to transfers made during negotiation. For example, if states reflect the assessments of external observers, then Assumption 1 can be interpreted to mean the players conduct negotiations in secret. If states represent the players’ internal assessments, then this assumption implies that, in negotiation, they can always separate the continuation of the game from the current transfer. We make this assumption for simplicity, as it guarantees the players’ joint decision problem can be viewed as a standard bargaining problem with a well-behaved set of alternatives.\(^6\)

\(^6\)Relaxing Assumption 1 brings non-standard bargaining problems to the fore; we aim to tackle such issues in future work.
Under Assumption 1, the transition of the state is described by a function \( \mu : A' \times X \to X \). If \( x \) is the state in the current period, then action profile \( a \) induces a transition to state \( x' = \mu(a, x) \) at the start of the next period.\(^7\) Note that for each 
\[ x^t \in X^t, \mu(A', x^t) \subset X^{t+1}. \]
We require the transition function to yield a precedence relation over states that has a tree structure. Thus, we assume:

**Assumption 2** For each \( t > 1 \) and \( x^t \in X^t \), there is exactly one state \( x^{t-1} \in X^{t-1} \) with the property \( x^t \in \mu(A', x^{t-1}) \).

Given a conditioning system \((X, \mu)\), define \( R(x) \) to be the set of points that are reachable from \( x \) (including \( x \) itself). Formally:

**Definition 1** For each \( x \in X \), \( R(x) \) is defined by: \( y \in R(x) \) if and only if either (i) \( y = x \) or (ii) there exist action profiles \( a^1, a^2, \ldots, a^K \in A' \) and states \( z^1, z^2, \ldots, z^{K+1} \in X \) such that \( z^1 = x, z^{K+1} = y \), and \( \mu(a^k, z^k) = z^{k+1} \) for \( k = 1, 2, \ldots, K \).

Where it is necessary to make the dependence on the conditioning system clear, we write \( R(\cdot; X, \mu) \).

States are separated into equivalence classes by the following criterion. Two states are called equivalent if they induce isomorphic mappings from action sequences in their continuations to future states. In other words, by re-labeling future states, continuations from two equivalent states “look the same.” Formally:

**Definition 2** States \( x, y \in X \) are called equivalent if there is a one-to-one mapping \( \eta : R(x) \to R(y) \) such that \( \eta(x) = y \) and for all \( z \in R(x) \) and each \( a \in A' \), \( \eta(\mu(a, z)) = \mu(a, \eta(z)) \).

An important special case of conditioning system is the space of full histories with the transition function linking histories in the standard repeated-game manner. One can think of this as the “standard” conditioning system. Under Assumption 1, though, the state does not describe the spot-contractible transfers in each period. Thus, we formally speak of the standard conditioning system as the finest partition of histories satisfying Assumption 1. Specifically, this is the conditioning system in which the state fully describes the action profiles chosen in each action phase through a period in the game. We denote the standard system by \((X_s, \mu_s)\) and reserve the term “history” for use with this system. We have \( X_s = \bigcup_{t=0}^\infty (A')^t \) and \( \mu_s(a, x) \equiv xa \) for all \( x \in X \) and \( a \in A' \), where \( xa \) denotes \( x \) appended with \( a \). One can easily verify that the standard system satisfies Assumptions 1 and 2. In addition, all states are equivalent in the standard conditioning system.

Note that every conditioning system \((X, \mu)\) is related to the standard system by a function mapping the history (in \( X_s \)) to the state in \( X \).

\(^7\)Function \( \mu \) is extended to the domain of subsets of \( A' \) in the usual way, so that \( \mu(A', x) = \{ \mu(a, x) : a \in A' \} \).
**Definition 3** Consider any conditioning system \((X, \mu)\). The **translator** from \((X_s, \mu_s)\) to \((X, \mu)\) is the function \(\beta : X_s \to X\) defined so that \(\beta(y; X, \mu)\) is the state in \(X\) that results following action sequence \(y\).

The translator is well-defined and unique.

**The Conditioning Environment**

Several alternative conditioning systems may compose the environment in which the players interact. For example, suppose a social convention defines how the relationship is judged, according to the conditioning system \((X', \mu')\). In addition, the standard system \((X_s, \mu_s)\) may also be available, whereby the players keep a full account of the history of their relationship. It is important to specify the entire collection of conditioning systems serving as the backdrop for the relationship. We call this collection the **conditioning environment** and we denote it by \(\mathcal{C}\).

Conditioning systems can be compared on the basis of refinement.

**Definition 4** \((X, \mu)\) is a **refinement** of \((X', \mu')\) if, for \(x, y \in X_s\), \(\beta(x; X, \mu) = \beta(y; X, \mu)\) implies \(\beta(x; X', \mu') = \beta(y; X', \mu')\).

A conditioning system is called the **finest** in \(\mathcal{C}\) if it is a refinement of every other conditioning system in \(\mathcal{C}\). Note that, since \((X_s, \mu_s)\) refines every other conditioning system, if it is included in \(\mathcal{C}\) then it is the finest in \(\mathcal{C}\).

**Assumption 3** \(\mathcal{C}\) comprises a finite number of conditioning systems and contains a finest conditioning system \((X_f, \mu_f)\).

**Strategies and Values**

We use a generalized notion of strategy to investigate behavior in this game. The players’ decisions in negotiation phases are described by a function \(\theta : X_s \to D\), which can be interpreted as their **joint strategy.** The players’ noncooperative behavior in the action phase of each period is described by a function \(\sigma : X_s \to \Delta^u A\), where \(\Delta^u\) denotes the set of uncorrelated probability distributions.\(^8\) A strategy specification \((\theta, \sigma)\) is called a **regime**.

Note that the players are not directly constrained by any particular conditioning system, in that their behavior is a function of the standard system. However, the players may effectively condition on a more coarse system. We shall say that a regime \((\theta, \sigma)\) is \((X, \mu)\)-**measurable** if for every \(x, x' \in X_s\), we have \(\theta(x) = \theta(x')\) and \(\sigma(x) = \sigma(x')\) whenever \(\beta(x; X, \mu) = \beta(x'; X, \mu)\). In this case, we can regard the regime as a function of \(X\).\(^9\)

\(^8\)Assumption 1 implies that private actions in a period do not depend on transfers made earlier in the period, because actions are conditioned on the state, and the state does not record the transfer.

\(^9\)We avoid cumbersome notation by not indexing \(x, X\), or \(\mu\), except in special cases which include the standard system \((X_s, \mu_s)\) and the finest system \((X_f, \mu_f)\). To avoid creating confusion regarding from which conditioning system a particular state \(x\) is drawn, we shall generally make this explicit.
Next we define values in continuations of the game. Given a regime \((\theta, \sigma)\) and a history \(x \in X_s\), player \(i\)'s continuation value conditional on \(x\) is defined as

\[
v_i(x) = \mathcal{E}_x \sum_{t=\tau(x)}^{\infty} [m_t^i + u_i(a^t)]e^{t-\tau(x)},
\]

where \(\mathcal{E}_x\) denotes the expected value and \(\tau(x)\) is defined to be the period in which \(x\) occurs \((x \in X_s^{\tau(x)})\). The players’ joint continuation value is given by \(v(x) \equiv \sum_{i=1}^{n} v_i(x)\). To make the dependence on the regime explicit, we sometimes write \(v_i^{(\theta, \sigma)}\) and \(v^{(\theta, \sigma)}\). Also, if the regime is \((X, \mu)\)-measurable for a particular conditioning system \((X, \mu)\), then we can regard the values as functions of \(X\), rather than \(X_s\).

**Negotiation Equilibrium**

In this subsection, we define an equilibrium concept incorporating renegotiation over the items that are spot-contractible in the negotiation phase (default and immediate transfers). The concept captures how negotiation over dividing the value of the relationship is resolved. We begin by combining best response behavior by the players in each action phase with a unilateral default condition for the negotiation phase.

A regime \((\theta, \sigma)\) is said to be *dynamically incentive compatible* if

\[
u_i(\sigma(x)) + \delta \sum_{a \in A} v_i(\mu_\sigma(a, x))\sigma(x)(a) \geq
\]

\[
u_i(a_i', \sigma_{-i}(x)) + \delta \sum_{a_{-i} \in A_{-i}} v_i(\mu_\sigma((a_i', a_{-i}), x))\sigma_{-i}(x)(a_{-i}),
\]

for every \(x \in X_s\), each player \(i\), and each \(a_i' \in A_i\). That is, no player has an incentive to deviate in the action phase in any history, conditional on the regime’s continuation values. Given \(\theta\), call \(\theta'\) *feasible by unilateral deviation* if, for every \(x \in X_s\), either \(\theta(x) = \theta'(x)\) or \(\theta'(x) = \overline{d}\). Any player can unilaterally induce the outcome given by \((\theta', \sigma)\) if players have coordinated on \((\theta, \sigma)\). A regime \((\theta, \sigma)\) is said to be *dynamically individually rational* if \(v_i^{(\theta, \sigma)}(x) \geq v_i^{(\theta', \sigma)}(x)\) for each player \(i\), each history \(x\), and every \(\theta'\) that is feasible by unilateral deviation. In words, no player obtains less than what he could get by inducing default.

**Definition 5** A regime \((\theta, \sigma)\) is called an *equilibrium* if it is dynamically incentive compatible and individually rational.

Next, we define a refinement of the equilibrium notion to capture how bargaining weights influence joint decisions. Consider the joint decision problem at history \(x\), given an equilibrium \((\theta, \sigma)\) describing play in the subsequent action phase and in future periods. Interaction in the negotiation phase can be interpreted as a bargaining problem, wherein the players negotiate over the set of continuation values associated
with the various joint decisions. In fact, since the players can transfer utility and unilaterally induce default, this is a standard bargaining problem with a well-behaved set of alternatives and disagreement point. The disagreement point is given by the default decision, which from history $x$ yields a continuation value of

$$w_i(x) \equiv u_i + \delta v_i(\mu_s(a, x))$$

for player $i$ and a total continuation value of

$$w(x) \equiv u + \delta v(\mu_s(a, x)).$$

Note that in these expressions, continuation values $v$ and $v_i$ are defined by $(\theta, \sigma)$. The implicit set of alternatives in the negotiation phase — that is, the set of attainable continuation values — includes this default value, since the default decision can be unilaterally or jointly selected by the players. The set of alternatives also includes what the players can obtain by avoiding default in the current period. They can achieve any joint value less than or equal to

$$\hat{v}(x) \equiv u(\sigma(x)) + \delta \sum_{a \in A} v(\mu_s(a, x))\sigma(x)(a).$$

To obtain values that are strictly less than this, the players specify transfers that in sum are negative. By making the appropriate transfer in the current period, the players can divide their joint value in any way desirable.

To determine the outcome of this well-defined bargaining problem, we employ the Nash bargaining solution.\(^\text{10}\)

**Definition 6** A regime $(\theta, \sigma)$ is called a **negotiation equilibrium** if it is an equilibrium which satisfies (i) $v(x) = \max\{w(x), \hat{v}(x)\}$ and (ii) $v_i(x) = w_i(x) + \pi_i[v(x) - w(x)]$ for each player $i$ and every $x \in X_s$.

Condition (i) means the players always make a decision in the negotiation phase that maximizes the value of the relationship conditional on future behavior (including the action profile in the current period) determined by the regime. Condition (ii) means the players divide the surplus in the negotiation phase according to their individual bargaining powers and threat of default.

Let $E^N$ denote the set of negotiation equilibria. For each conditioning system $(X, \mu)$, let $E^N(X, \mu)$ denote the negotiation equilibria that are $(X, \mu)$-measurable. These negotiation equilibria are the ones conditioned on $(X, \mu)$. Note that all negotiation equilibria are $(X_s, \mu_s)$-measurable. We write a generic negotiation equilibrium as $e = (\theta, \sigma)$. For any $E \subset E^N$, define the associated set of value functions as $V(E) \equiv \{v^e \mid e \in E\}$. We utilize the metric on value functions defined by the weighted sup norm, where

$$||v|| \equiv \sup_{x \in X} v(x)/\tau(x).$$

\(^{10}\)Most standard cooperative solution concepts yield the same value.
Recall that \( \tau(x) \) is defined as the period in which \( x \) occurs. Statements about compactness refer to the metric space defined by \( V(E^N) \) and the weighted sup norm.

**Theorem 1** For each conditioning system \((X, \mu)\), the set \( E^N(X, \mu) \) is nonempty and \( V(E^N(X, \mu)) \) is compact. In addition, for each \( e \in E^N \) and \( x \in X_e \), \( v_i(x) = \frac{w_i}{1 - \delta} + \pi_i[v(x) - \frac{w}{1 - \delta}] \) and \( v(x) \geq \frac{w}{1 - \delta} \).

The third statement of the theorem implies that players have the same rankings over equilibrium continuation values. That is, for any two negotiation equilibria \( e \) and \( f \), and for any states \( x \) and \( y \), \( v^e_i(x) > v^f_i(y) \) if and only if \( v^e(x) > v^f(y) \). That the players share rankings over equilibria is a direct consequence of their individual ability to impose default outcomes in each period.\(^{11}\)

### 3 Coherent Equilibrium

The negotiation equilibrium concept embodies a joint decision of narrow scope (transfers and whether to default in each period). Players may be thought to also engage in meta-level joint decision-making over negotiation equilibria. That is, they jointly select a long-term contract, and re-evaluate the contract over time. In this section, we propose a selection criterion to model the resolution of the meta-level decision problem.

**Motivation**

Our new concept is based on the notion of *internal consistency*, developed by Bernheim and Ray (1989) and Farrell and Maskin (1989).\(^{12}\) We depart from the literature by considering the conditioning environment, which yields a non-stationary setting. In addition, due to the explicit modeling of recurrent negotiation, our analysis has a different theme than in much of the related game-theory literature. For example, the renegotiation-proofness concepts proposed by Bernheim and Ray (1989) and Farrell and Maskin (1989) rely on the ability of the players to punish each other while maintaining a high total continuation value. This form of punishment amounts to having a deviant player compensate the other players after the deviation, to a

---

\(^{11}\)This intuitive conclusion highlights one of the differences between our modeling approach and that of others. As Abreu, Pearce, and Stacchetti (1993) point out, notions of bargaining power are missing from most analyses of “renegotiation-proofness” in the repeated game literature. These authors advocate building bargaining power into selection criteria and they do so by assuming that, in a symmetric game, the players select an equilibrium that yields symmetric payoffs from the beginning of the game. We take the further step of modeling bargaining power and disagreement outcomes as embedded in the technology of joint decision-making. The players’ power to disrupt the relationship in the short run implies that they share the continuation value in fixed proportions.

degree that would deter cheating in the first place. If the set of equilibria offers ade-
dquate scope to vary a player’s share of the continuation value, high-value cooperation
may be sustained in this fashion. In a negotiation equilibrium, however, punishments
must involve a decrease in the total value of the relationship, not just in the value of
a single player. Thus, variation of players’ shares cannot occur if players have fixed
bargaining power and the threat of default each period.

Although players have the same preferences over negotiation equilibria, condi-
tional on the history, the players’ preferences do depend on the states (of various
conditioning systems) in which they find themselves at any given time. We use
the following notation as a shorthand way of describing the players’ joint preferences
over equilibria. Given equilibria \( e, f \in E^N \), we write \( e \succeq f \) if \( v^e(x) \geq v^f(x) \) for every
\( x \in X_s \). The expression \( e \succ f \) signifies that \( v^e(x) \geq v^f(x) \) for every \( x \in X_s \) and
\( v^e(y) > v^f(y) \) for some \( y \in X_s \). Finally, \( e \sim f \) means that \( v^e(x) = v^f(x) \) for every
\( x \in X_s \). We say that equilibria \( e \) and \( f \) are in conflict if neither \( e \succeq f \) nor \( f \succeq e \). In
words, \( e \) and \( f \) are in conflict if there exist histories \( x, y \in X_s \) such that the players
strictly prefer \( e \) to \( f \) from history \( x \) and \( f \) to \( e \) from history \( y \) (that is, \( v^e(x) > v^f(x) \)
and \( v^f(y) < v^e(y) \)).

We propose a selection criterion akin to internal consistency. The criterion also
embodies a form of the related notion of external consistency. To develop intuition,
consider a simple example. Take as given a conditioning system \((X, \mu)\) and a set \( E \) of
\((X, \mu)\)-measurable negotiation equilibria. Suppose we have equivalent states, \( x \) and
\( y \), such that \( y \in R(x; X, \mu) \). Think of \( y \) as being reached from \( x \) only if one of the
players cheats the other. In addition, suppose there is an equilibrium \( e \) that achieves
a level of cooperation at \( x \) under the threat of punishment if a player cheats. That
is, the continuation payoff from state \( x \) is high, while the continuation payoff from \( y \)
is low: \( v^e(x) > v^e(y) \).

Since the states are equivalent, we can find another negotiation equilibrium \( f \)
specifying the same behavior following \( y \) that \( e \) prescribes from \( x \). Therefore, \( v^f(y) = v^e(x) \). It seems reasonable to assert that if \( e \) is viewed by the players as viable from
state \( x \) then \( f \) should be viewed as viable in state \( y \). But suppose the players select
among viable equilibria and do so to maximize their continuation value (since they
agree on the rankings of negotiation equilibria). Then in state \( y \) the players should
choose \( f \) over \( e \). As a result, \( e \) cannot be considered viable in the first place. This is
the intuition behind the notion of internal consistency.

Continuing with the example, it may be impossible to achieve the continuation
payoff \( v^e(x) \) without specifying the punishment that \( e \) requires at \( y \). Thus, we also
have \( v^f(x) < v^e(x) \). As Figure 2 illustrates, in this example equilibria \( e \) and \( f \) are
in conflict. This observation leads to the following reinterpretation of the example.
Imagine the players viewing a set of equilibria as viable. That is, a theory summarizing
the players’ joint decision process selects a subset of negotiation equilibria \( F \subset E \).
The intuition discussed above suggests a reasonable condition of the theory: that if
\( e \in F \) then \( f \in F \) as well. In addition, the players, free in the selection process, can
at any time choose between elements of $F$. The conflict between $e$ and $f$ makes their selection incompatible with state-contingent optimization. Thus, neither $e$ nor $f$ can be elements of $F$.

There are also cases in which conflicts between equilibria represent failure of external consistency. For example, one may have a theory which does not require the internal consistency condition noted above, in which case the conclusion $F = \{e\}$ may be allowed. That is, the players only view $e$ as viable. It may be the case that such a theory also allows the prediction $F = \{f\}$. In other words, there are two manifestations of the theory: (i) the players will view only $e$ as viable and (ii) the players view only $f$ as viable. However, one may argue that such a theory violates external consistency in the sense that the players should be able to freely select among manifestations of the theory in each state, which is incompatible with the conflict between $e$ and $f$.

In summary, we assert that failures of consistency amount to conflicts between equilibria. Therefore, under consistency, equilibria without conflicts represent lower bounds on what can be achieved by the players. We propose a selection criterion that is based directly on the conflict notion, which is well-suited to the non-stationarities exhibited by our model (there may be non-equivalent states).

**Pivotal Criterion**

Take as given a reference set of equilibria $E \subset E^N$. Equilibria without conflicts belong to the set

$$\hat{E} \equiv \{ e \in E \mid \text{for every } e' \in E, \text{ either } e' \succeq e \text{ or } e \succeq e' \}.$$

As argued above, in the least these equilibria provide lower bounds on the value functions predicted by a “reasonable” selection criterion. Lower bounds are also furnished by the set of minimal equilibria:

$$\underline{E} \equiv \{ e \in E \mid \text{there is no } f \in E \text{ such that } e \succ f \}.$$

The greatest lower bound is thus given by the maximal elements of $\underline{E} \cup \hat{E}$. 
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Definition 7 Given $E \subseteq E^N$, an equilibrium $e$ is called pivotal if $e \in \hat{E} \cup \hat{E}$ and there is no equilibrium $e' \in \hat{E} \cup \hat{E}$ with $e' \succ e$. Let $P(E)$ denote the set of pivotal equilibria.

A pivotal equilibrium achieves the greatest values possible without conflict. That is, if $e$ is pivotal and $f$ is a negotiation equilibrium satisfying $f \succ e$, then it must be that $f$ has a conflict. Thus, for a selection criterion based on the full force of the conflict idea, $P(E)$ is exactly the prediction.

Figure 3 depicts a few different cases of pivotal equilibria. The value functions of pivotal equilibria are circled in the pictures. In the first diagram, the players are able to select a non-minimal equilibrium; it is the greatest equilibrium with no conflicts (since there are no points to the lower-right or upper-left regions of the circled point). In the second diagram, there is a single maximum point (with no conflicts) and thus it is selected. In the third diagram, there is no equilibrium without conflicts; therefore, the pivotal set consists of the minimal equilibria.

Lemma 1 If $E \neq \emptyset$ and $V(E)$ is compact then $P(E)$ is nonempty. Furthermore, either (a) $e, f \in P(E)$ implies $e \sim f$, or (b) $P(E) = E$.

Note that, regarding pivotal equilibrium, $E$ is relevant only when $\hat{E}$ is empty.

We stress that there are strong and weak ways of viewing our pivotal criterion. Under the strong viewpoint, one assumes our theory verbatim, in which case only pivotal equilibria are selected. Under the weak viewpoint, one seeks a theory incorporating the idea of consistency, which may be weaker than the “no conflicts” condition. In this case, pivotal equilibria serve to provide lower bounds on what the players achieve.

Definition of Coherence

We now formally define our concept of how players make their meta-level joint decision over negotiation equilibria. The conditioning environment, $C$, influences equilibrium selection to the extent that the players can isolate individual conditioning
systems for consideration. In other words, in their recurrent discussion over nego-
tiation equilibria, the players may focus on \((X, \mu)\)-measurable equilibria, for some
particular \((X, \mu) \in \mathcal{C}\). Conflicts play a role in the selection problem at two levels: (a)
in the context of an individual conditioning system, which the players have isolated
in their negotiation, and (b) selection between conditioning systems. We apply the
pivotal criterion to resolve both aspects of the selection problem.

Selection within conditioning systems produces the set

\[
P_C \equiv \bigcup \{ P(E^N(X, \mu)) \mid (X, \mu) \in \mathcal{C} \},
\]

which comprises the equilibria that are pivotal with respect to individual conditioning
systems. Selection among conditioning systems is then given by \(P(P_C)\), which picks
out the equilibria that are pivotal among this set.

**Definition 8** The set of coherent equilibria is defined as \(Q_C \equiv P(P_C)\).

**Theorem 2** There exists a coherent equilibrium.

Observe that, in the special case in which the conditioning environment consists of
a single conditioning system \((X, \mu)\), we have \(Q_C = P(E^N(X, \mu))\); that is, the coherent
equilibria are those pivotal with respect to \(E^N(X, \mu)\).

**Natural Default Setting**

We have defined coherent equilibria for arbitrary specifications of the default de-
cision. We now specialize the model to a particular bargaining environment in which
the stage game is played even when players default in a period. That is, the players
select actions from \(A\) after default just as they do after avoiding default. We
assume, however, that default triggers a transition of the state that is independent
of the actual actions chosen in the period. This captures the idea that, when there
is no agreement, the players view the actions in the current period as having no
consequence on the future.

In this setting, we must include a theory of how the players behave following the
default decision. We adopt the view that they coordinate on a focal action profile.
Since the default transition is not influenced by the players’ actions, players can
coordinate on any Nash equilibrium of the stage game following disagreement. It
seems plausible that the players coordinate on the “best one-shot Nash equilibrium”
of the game. In other words, default triggers the profile \(\alpha^* \in \Delta^u A\) which maximizes
\(u\) over all one-shot Nash equilibria. Then \(u_i(\alpha^*)\) for each player \(i\).

**Definition 9** The relationship is said to be in the natural default setting if \(u_i = u_i(\alpha^*)\)
for each \(i\).

The next theorem demonstrates that, in the natural default setting, the coherent
equilibria have some interesting and intuitive properties. Two new terms are used.
We say that histories $x, y \in X$, are completely equivalent on $C$ if for each conditioning system $(X, \mu) \in C$, $\beta(x; X, \mu)$ is equivalent to $\beta(y; X, \mu)$. In words, complete equivalence means that histories $x$ and $y$ are equivalent regardless of which conditioning system is used. Also, we say $C$ has the access property if the following is true for each $(X, \mu) \in C$: for every $x, y \in X$, there exists $z \in X$ such that $z$ is equivalent to $x$ and $z \in R(y)$. The access property means that every equivalence class can be reached from every state.

**Theorem 3** In the natural default setting, there is a unique coherent equilibrium value function. That is, if $e$ and $f$ are coherent equilibria, then $e \sim f$. Further, if $C$ has the access property and $x$ and $y$ are completely equivalent histories, then $v^e(x) = v^e(y)$.

The theorem establishes that coherent equilibria are essentially unique in that all coherent equilibria have the same value function. Thus, our concept of coherent equilibrium delivers both existence and uniqueness for a broad class of relationships. Theorem 3 also confirms invariance of the coherence concept. The criterion yields the same value for all completely equivalent histories. The access property is sufficient for this result; it is not a necessary condition, as discussed in Section 5.

### 4 Institutions and Conditioning Systems

Conditioning systems can be understood as reflecting languages, customs, or societal ideals which can be adopted by the players in interpreting their own past actions. It is useful to distinguish between two types of conditioning systems. *External systems* are associated with third parties, such as nearby individuals who assess the workings of the relationship. A broader social convention is an external system; its means for assessing the relationship may be reinforced by other members of the society. On the other hand, *internal conditioning systems* are those under the direct control of the players in the relationship, whereby the players use their own descriptors of the past. Since in most settings, players are free to make arbitrary distinctions between histories, we regard the standard conditioning system as the most appropriate model of the players’ internal system.

In describing how actions determine future states, and correspondingly in negotiating the selection of equilibria, players are influenced by the precision with which conditioning systems allow them to distinguish between histories. The greatest degree of precision is associated with the standard conditioning system. Unfortunately for the players, the internal system is of little use to them. To see this, observe that, with the standard system, every history is a distinct state and all states are equivalent.

---

\(^{13}\) As the proof of Theorem 3 demonstrates, uniqueness is related to whether all minimal equilibria have the same value function. This is the case in the natural default setting, where the minimum is given by $\alpha^*$ played each period.
Another way of thinking about this is that, for any two histories \( x \) and \( y \), the sets of continuation equilibria from \( x \) and \( y \) are identical. Players are therefore free to reinterpret the meanings of histories in a manner that induces the most attractive continuation equilibrium; as a result, there are too many conflicts between equilibria to sustain a high-value equilibrium. Players cannot sustain cooperation requiring punishment for misdeeds, because they would be tempted to restart cooperation following an episode of cheating, which destroys cooperation in the first place. Formally, the intuition is confirmed by the following general theorem.

**Theorem 4** Consider a relationship in the natural default setting. If \( C = \{(X_s, \mu_s)\} \) — that is, if the conditioning environment consists only of the standard system — then every coherent equilibrium \( e \) satisfies \( v_e^e(x) = w_e/(1 - \delta) \), for each \( x \in X_s \) and each player \( i \).

This negative result is easily proved using the value characterization of Theorem 3, since all states are equivalent in the standard system.

Combining Theorems 3 and 4, we conclude that any conditioning environment yields the players higher state-contingent values than does the environment consisting of only the standard system. In fact, the standard system has no value even in conjunction with other conditioning systems:

**Theorem 5** Consider a relationship in the natural default setting, under conditioning environment \( C \), and let \( C' = C \cup \{(X_s, \mu_s)\} \). The coherent equilibrium value function in environment \( C \) is identical to the one in environment \( C' \).

As the previous two theorems indicate, the players attribute value only to conditioning systems that are more coarse than the standard one. The key idea is that under the standard system, players have complete freedom to redefine labels attached to histories. Coarser conditioning systems tied to social conventions do not allow such freedom, however, since the labels have intrinsic meaning in the eyes of external parties, and the players have no control over this intrinsic meaning.

An example of a coarse conditioning system that supports a cooperative outcome can be constructed along the lines of familiar “grim strategies.” Consider the stage game pictured in Figure 4. Here “H” and “L” refer to high and low effort, respectively, which the players can exert in their relationship each period. Action “R” is a “reconciliation” action which will be considered below. The common discount factor \( \delta \) is assumed to be greater than 2/3. Suppose the players’ bargaining weights are \( \pi_1 = \pi_2 = 1/2 \). Also assume the natural default setting, where \( w_1 = w_2 = 1 \) and so \( w = 2 \).

Suppose by social convention, two labels are reserved to describe the relationship: “good” \( (G) \) and “bad” \( (B) \). These labels can be interpreted, for example, as value judgments concerning players’ conduct within their relationship. A state at period \( t \) is a description of the labels imputed in periods 1 through \( t - 1 \), where we assume the label in period 1 is \( G \). For any state \( x \) and label \( L \in \{B, G\} \), denote by \( xL \)
Figure 4: Partnership stage game.

the state formed when \( L \) is appended to \( x \). The players may also devise their own labels by appealing to the standard conditioning system, but this does not affect the coherent equilibrium. For example, players might freely revise their own value judgments concerning their past behavior, but they continue to be constrained by social value judgments.

Consider the “grim” convention in which \( G \) means the players have always played \( H \). The relationship is labeled bad \( (B) \) if someone played other than \( H \) at some point in the past. In the case of default, assume the designation from the current period carries over into the next. In the grim conditioning system \( (X_g, \mu_g) \), the states are defined by

\[
X_g^t \equiv \{G\}^t \cup \left( \bigcup_{k=1}^{t-1} \{G\}^k \times \{B\}^{t-k} \right),
\]

with \( X_g \equiv \bigcup_{t=1}^\infty X_g^t \). That is, the state is a description of the history of the relationship using the language of the grim social convention. Once the relationship is described as bad, it is judged bad forever after. Thus, for every state \( x \) ending with designation \( B \), we have \( \mu_g(a, x) = xB \).

There are two types of states for period \( t \). One type involves the \( G \) designation for all periods through \( t \). The other type involves \( G \) for some number \( k \) of periods, followed by \( B \) in the remaining periods. It is not difficult to see that there are thus two equivalence classes of states, given by

\[
Y \equiv \bigcup_{t=1}^\infty \{G\}^t
\]

and \( Y' \equiv X_g \setminus Y \).

With the conditioning system and technology of the relationship — defined above — in place, we now turn to locate the unique coherent equilibrium in this setting. Note that once the designation is \( B \), the transition of the state from period to period
does not depend on the players’ behavior. Therefore, in any period under the $B$ designation, the players are only able to sustain the unique one-shot Nash equilibrium $(L,L_i)$. As a result, every negotiation equilibrium $e$ satisfies $v^e(x) = u = 2/(1 - \delta)$ for each $x \in Y'$. Next observe that, since 4 is the greatest joint payoff possible in the stage game, we have $v(x) \leq 4/(1 - \delta)$ for every $x \in X_g$. Finally, note that there is a negotiation equilibrium $e^* = (\theta^*, \sigma^*)$ specifying $\theta^*(x) = (0, 0)$ for all $x \in X_g$, $\sigma^*(x)((H,H)) = 1$ for all $x \in Y$, and $\sigma^*(x)((L,L)) = 1$ for all $x \in Y'$. In words, this regime entails no spot transfers in the negotiation phase (this divides the continuation value according to the equal bargaining weights); players select $(H,H)$ with probability 1 when the state is in $Y$; and $(L,L)$ is played when the state is in $Y'$.

One can readily verify that $v^e^*(x) = 4/(1 - \delta)$ for every $x \in Y$ and so $e^*$ yields the highest state-contingent values over all negotiation equilibria. We can thus say that $e^*$ is uniformly best. It follows that $e^*$ is pivotal with respect to $E^N(X_g, \mu_g)$, and therefore it is the coherent equilibrium. Note that this joint payoff exceeds the joint payoff in the best one-shot Nash equilibrium, which is $2/(1 - \delta)$ when repeated over time. In this example, players benefit from greater coarseness of labeling.

The latter finding does not mean, however, that language should communicate nothing at all. Indeed, consider the most coarse system $(X_0, \mu_0)$, which we call the null conditioning system, specifying $X_0^t = \{x_0^t\}$ for every $t$. In this system, since there is a single possible state in each period, there is no way to condition actions on past behavior. Therefore, only stage game Nash equilibria can be supported in each period, which implies the value $u/(1 - \delta)$ in each state. The following theorem generalizes the result.

**Theorem 6** Consider a relationship in the natural default setting, under conditioning environment $\mathcal{C}$, and let $\mathcal{C}' = \mathcal{C} \cup \{(X_0, \mu_0)\}$. The coherent equilibrium value function in environment $\mathcal{C}$ is identical to the one in environment $\mathcal{C}'$.

In order for a social convention to have strictly positive value, its conditioning system must have non-equivalent states that are associated with meaningful distinctions among past behavior. Further, the system must restrict the players’ flexibility in designing cooperative equilibria conditional on certain states. In terms of the coherence concept, a valuable conditioning system provides a framework in which there is a uniformly best equilibrium: one that is ranked above the others, independent of the state.

To build more intuition and further demonstrate our theory, we proceed by analyzing two variations of the above example. We continue to use the stage game pictured in Figure 4, under the natural default setting and with equal bargaining weights. We analyze separately two conditioning environments; they are related to the partially-formalized example presented in the Introduction and differ on the basis of how transitions between designations $G$ and $B$ occur. Given Theorem 5, in both variations we constrain attention to a single conditioning system $(X, \mu)$, which

---

14Note that we are defining the regime on $X_g$; the extension to $X_s$ is made via $\beta^{-1}(\cdot; X_g, \mu_g)$. 20
represents a social convention. Since all equilibria are \((X, \mu)-\)measurable in this environment, we define regimes and continuation values as functions of \(X\).

The “Reconciliation” Convention: In this social convention, the term \(G\) means that either (i) the relationship had the \(G\) designation in the previous period and \((H,H)\) was played then, or (ii) \((R,R)\) was played in the previous period. That is, the society has language to describe whether a relationship is in “good standing,” defined as the condition in which deviations from cooperation have been reconciled. Mathematically, in this case we have a conditioning system \((X_r, \mu_r)\), where

\[
X_r^t \equiv \{G\} \times \{B, G\}^{t-1}
\]

and \(X_r \equiv \bigcup_{t=1}^\infty X_r^t\). The transition function \(\mu_r : ([H,L,R]^2 \cup \{g\}) \times X_r \to X_r\) is defined as follows. Take any \(x \in X_r\). If the last term of \(x\) is \(G\), then

\[
\mu_r((H,H), x) = \mu_r((R,R), x) = \mu_r(g, x) = xG.
\]

For every other action profile \(a\) in the stage game, we have \(\mu_r(a, x) = xB\). On the other hand, if the last term of \(x\) is \(B\), then \(\mu_r((R,R), x) = xG\); for every other action profile \(a\), we have \(\mu_r(a, x) = xB\).

We shall demonstrate that this social convention is of value if and only if the reconciliation cost \(\gamma\) is sufficiently large. The intuition runs as follows. Note that, once society judges the relationship bad, the only way for the players to return to good social standing is to take the reconciliation action profile \((R,R)\). However, if \(\gamma\) is very large — meaning action \((R,R)\) yields a large negative payoff — then the players would never wish to reconcile. That is, when \(\gamma\) is large there is no negotiation equilibrium in which \((R,R)\) is played. Therefore, for all intents and purposes, this conditioning system works just like the grim system discussed above. There is a uniformly best equilibrium \(e^*\) that sustains cooperation under the \(G\) designation. This equilibrium is coherent.

On the other hand, if \(\gamma\) is small then the players can easily regain good social standing when under the \(B\) designation. In fact, their ability to manipulate the social descriptor at low cost undermines their prospect of sustaining cooperation. Consider, for example, a negotiation equilibrium in which the players select \((H,H)\) in period \(t\), following some history that ends with the \(G\) designation. To support \((H,H)\), the players must rely on a punishment starting in period \(t + 1\) in the event one or both players selects \(L\) in period \(t\). However, if \(\gamma\) is small then, in such a contingency, the players could agree to a new equilibrium in which \((R,R)\) is played in period \(t + 1\) and cooperation is re-started at \(t + 2\). One would expect — and we verify this below — that the new equilibrium is in conflict with the old one. As a result, the only coherent equilibrium is the one yielding the value \(1/(1 - \delta)\) for each player. The case of \(\gamma\) small thus has the same flavor as the case of the standard conditioning system: when players can easily reinterpret history in the context of the conditioning system, conflicts render cooperation impossible to sustain.
Figure 5: Conflict in the reconciliation example.

We next provide the formal details for this example. Note that since the conditioning environment consists of the single system \((X_r, \mu_r)\), to find the coherent equilibria we simply need to compute \(P(E^N(X_r, \mu_r))\). We consider separately three ranges of the cost \(\gamma\). The following fact proves useful in the analysis of the cases. For each \(x \in X_r\) ending with the \(G\) designation, there is a negotiation equilibrium \(e\) satisfying \(v^e(x) = 4/(1 - \delta)\). In other words, we can construct an equilibrium in which the players select \((H,H)\) on the equilibrium path in each period following \(x\). To support cooperative behavior, we specify that if a player deviates in the future (inducing designation \(B\)) then the players revert to \((L,L)\) thereafter.\(^\text{15}\) The bound on the discount factor implies that the players prefer not to unilaterally deviate from this prescription.

**Case 1:** \(\gamma < (2 - \delta)/\delta\). Let \(e\) denote the negotiation equilibrium in which the players avoid default, but make no transfer, in the negotiation phase and always select \((L,L)\) in the action phase. We have \(v^e(x) = u/(1 - \delta) = 2/(1 - \delta)\) for every \(x \in X_r\). We shall demonstrate that \(v^e(x)\) is the coherent equilibrium value function. First note that Theorem 1 implies \(e \geq \xi\) for each \(e \in EN(X_r, \mu_r)\). This means \(e\) is a minimal equilibrium and that all minimal equilibria have the same value function. Then consider any equilibrium \(e\) with the property that \(v^f(x') = u/(1 - \delta)\) for some \(x' \in X_r\). There must be a state \(y\) such that \(v^f(y) = 0\); that is, \(e\) supports the play of \((H,H)\) in the action phase from \(y\). We shall construct another negotiation equilibrium \(f\) that conflicts with \(e\). Figure 5 illustrates the steps taken.

Observe that \(y\) must end with the \(G\) label; otherwise, all action profiles other than \((R,R)\) induce the designation \(B\) in the following period (and the same continuation payoff), which makes it impossible to motivate a player to select \(H\). In addition, it must be that \(4 + \delta v_f^e(yB) \leq 2/(1 - \delta)\), for otherwise player \(i\) has the strict incentive to choose \(L\) in state \(y\), inducing the \(B\) label in the following period. On the right side of this inequality is the maximum possible continuation payoff for player \(i\); this

\(^\text{15}\) Actions in histories which are not successors of \(x\) can be specified to produce an equilibrium.
bound comes from the fact that $v \leq 4/(1-\delta)$ and, from Theorem 1, $v_i = [v - 2/(1-\delta)]/2 + 1/(1-\delta) = v/2$. In terms of total value,

$$8 + \delta v^e(yB) \leq 4/(1-\delta).$$

(1)

It must also be the case that

$$v^e(yG) > 2/(1-\delta).$$

(2)

To see this, note that $v^e(yB) \geq u/(1-\delta) = 2/(1-\delta)$. Since $L$ strictly dominates $H$ in the stage game, (2) must hold if players have the incentive to pay $H$ in state $y$.

As noted above, we can find an equilibrium $f$ that yields $v^f(yBG) = 4/(1-\delta)$. Also, we can specify that $f$ prescribe $(L,L)$ in every period following state $yG$ as well as in all periods following state $yBB$. Thus,

$$v^f(yG) = v^f(yBB) = 2/(1-\delta).$$

(3)

Furthermore, we can assume that $f$ prescribes $(R,R)$ in the period starting in state $yB$. In this regard, one can easily check incentive compatibility at $yB$; it follows from $\delta \geq 2/3$ and $\gamma < (2-\delta)/\delta$. Thus, we have $v^f(yB) = 2(1-\gamma) + 4\delta/(1-\delta)$. The bound on $\gamma$ then implies

$$8 + \delta v^f(yB) > 4/(1-\delta).$$

(4)

From Equations 1, 2, 3, and 4, we have $v^e(yG) > v^f(yG)$ and $v^e(yB) < v^f(yB)$. Therefore, $e$ and $f$ are in conflict.

**Case 2**: $\gamma \in [(2-\delta)/\delta, \delta/(1-\delta)]$. In this case, one can easily verify that the following strategy specifies an equilibrium. In any state ending with $G$, the players select $(H,H)$. In any state ending with $B$, the players choose $(R,R)$. The players always avoid default and agree to no transfer in the negotiation phase. Call this equilibrium $\pi$. The equilibrium has the uniform best property mentioned above: it is maximal in the set $E^N(X_r, \mu_r)$ in that $\pi \succeq e$ for every $e \in E^N(X_r, \mu_r)$. To see this, note that the value of $\pi$ in a state ending with $B$ is greater than the value of playing $(L,L)$ perpetually. This greater value prevails because, while $\gamma$ is large enough to deter cheating under a $G$ designation, $\gamma$ is small enough to give the players the joint incentive to reconcile when in a state ending with $B$. The only incentive compatible way for the players to achieve more than $u$ in a state ending with $B$ is to choose $(R,R)$ in such a state. But then $\pi$ supports the greatest such value. We conclude that $\pi$ is pivotal and thus it is the coherent equilibrium.

**Case 3**: $\gamma > \delta/(1-\delta)]$. This case is very similar to the example of a grim conditioning system and to Case 2. There is an equilibrium $\pi$ that is defined as in Case 2, except that it specifications $(L,L)$ in every state ending in $B$. In this case, the reconciliation cost is so large that the players have no joint incentive to play $(R,R)$, regardless of the continuation payoff that it would generate. As in Case 2, $\pi$ is uniformly best and thus is pivotal on $X_r$. 
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In summary, the reconciliation convention can facilitate the cooperative outcome, but only if the reconciliation cost is great enough. If the cost is too small then the players find it too easy to satisfy society’s definition of a relationship in good standing, leading to a situation in which the convention has no value. In other words, the players attribute value to the social convention insofar as it is costly for the players to manipulate their social designation.\footnote{Ramey and Watson (1997) consider how this issue arises in the context of dispute resolution systems.}

The “Forgetting” Convention: Here there are $K$ distinct $B$ designations, $B^1$ through $B^K$. When a relationship loses good standing, it is called “bad” for $K$ periods, at which point it regains the $G$ designation. In other words, this social convention consists of a language to describe whether a relationship is good or bad, as well as the number of periods (up to $K$) in which the relationship has been bad. A state in period $t$ is a sequence of labels from \{G, $B^1$, \ldots, $B^K$\} for the periods through $t$, with the following constraints. First, $G$ is the designation in the first period. Second, if $B^k$ is the designation in some period $t'$, and if $k < K$, then $B^{k+1}$ is the designation in period $t' + 1$. Third, if $B^K$ is the designation in some period $t'$, then $G$ is the designation in period $t' + 1$. The convention specifies a transition that maintains designation $G$ if (H,H) is played in the current period; otherwise, the transition is from $G$ to $B^1$. From a state ending in $B^k$, with $k < K$, the label in the next period is automatically $B^{k+1}$ regardless of the players’ actions. From a state ending in $B^K$, the next label is $G$.

With the forgetting convention, all negotiation equilibria specify (L,L) in bad states. Cooperation in the good state can be sustained if $K$ is sufficiently large. To be precise, if $3\delta - \delta^{K+1} \geq 2$ then the coherent equilibrium entails play of (H,H) in all states ending with the good designation. This equilibrium yields the value $4/(1 - \delta)$ in states ending with $G$. On the other hand, if $3\delta - \delta^{K+1} < 2$ then the coherent equilibrium prescribes (L,L) in every state. The social convention in this example is valuable if the society demands a long enough waiting period after misdeeds before allowing a relationship to be called good again.

Stability of Institutions

In the analysis above, the conditioning environment is taken as fixed. That is, social institutions are considered static and a primitive in the players’ contractual relationship. In this subsection, we briefly consider whether the conditioning system is “stable” in the sense that it best serves society, as well as individual relationships. In other words, we ask whether there might be pressure to change or abandon a social convention. To conduct a truly satisfactory inquiry, we should address the process by which the social convention is created and maintained, and how it may evolve over time. While a full analysis of this issue is beyond the scope of this paper, we offer a modest result here in the hopes of stimulating further research on institutional design.
and evolution. More broad intuition and indications for further research appear in the next section.

In a society with many active relationships, the pressure to change the convention is related to the aggregate benefit of doing so over time. One can imagine that, given some convention, there may be a time at which a large fraction of the relationships in society would benefit from developing a new conditioning system. We look for conditioning systems that resist such pressure. For simplicity, we suppose the conditioning environment consists of just one system.

Take as given a stage game. Let $u^*$ be the supremum continuation value in a coherent equilibrium, over all states and conditioning systems. That is, $u^*$ is the greatest value obtainable when one is allowed to arbitrarily select the conditioning system. We call a conditioning system $(X, \mu)$ superior if it induces a coherent equilibrium $e^*$ such that $v^{e^*}(x) = u^*$ for every state $x$ on the equilibrium path of $e^*$. If society adopts the convention represented by such a conditioning system, then at no time is there pressure for the members of society to alter it. The following theorem establishes the existence of such a conditioning system. It also demonstrates that the ideal can be achieved by a simple system of the “grim” form. Call a conditioning system simple if (a) it specifies two labels, $G$ and $B$, in each period; (b) states are sequences of labels over time; and (c) the $B$ label is absorbing in the sense that, regardless of play, a $B$ designation in period $t$ implies a $B$ designation in period $t + 1$.

**Theorem 7** For any long-term contractual relationship, if $\delta$ is sufficiently large then there is a conditioning system that is simple and superior.

That the conditioning system is simple means the language used by the players need not be complicated. However, we conjecture that more sophisticated, reconciliation-style conventions would be required in settings with heterogeneous relationships and/or noise in the course of play.

## 5 An Extension of the Coherence Concept

In this section we develop a version of the coherence concept incorporating a form of backward induction on meta-level negotiation. Our extension is based on the idea that, at each point in the game, certain states of the relationship may not be relevant to the players’ joint selection problem. Specifically, if a state $y$ is unreachable from state $x$ then it ought not influence the equilibrium selection at $x$. We also capture the notion that the players essentially face the same selection problem at any two equivalent states; that is, equivalent states pose the players with the same “configuration” of the contract environment. Thus, in evaluating the players’ joint selection of equilibrium, we focus on unions of equivalence classes (while still keeping
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Note that standard backward induction is captured in the equilibrium and negotiation equilibrium concepts.
individual states as the unit of analysis). To formalize our extended definition, we first must define generalized versions of the concepts and operators of Section 3 in order to make reference to a given set of histories \( Y \subset X_s \). The analysis then parallels the exposition of Section 3.

We write \( e \succeq_Y f \) if \( v^e(x) \geq v^f(x) \) for every \( x \in Y \); the relations \( \succ_Y \) and \( \sim_Y \) are similarly defined. Further, we say that equilibria \( e \) and \( f \) are in conflict on \( Y \) if neither \( e \succeq_Y f \) nor \( f \succeq_Y e \). Given a set of equilibria \( E \subset E^N \), equilibria without conflicts are those in

\[
\hat{E} \equiv \{ e \in E \mid \text{for every } e' \in E, \text{ either } e' \succeq_Y e \text{ or } e \succeq_Y e' \},
\]

while the set of minimal equilibria is

\[
E \equiv \{ e \in E \mid \text{there is no } f \in E \text{ such that } e \succ_Y f \}.
\]

**Definition 10** Given \( E \subset E^N \) and \( Y \subset X_s \), an equilibrium \( e \) is called pivotal on \( Y \) if \( e \in \overline{E} \cup \hat{E} \) and there is no equilibrium \( e' \in \overline{E} \cup \hat{E} \) with \( e' \succ_Y e \). Let \( P(E;Y) \) denote the set of equilibria that are pivotal on \( Y \).

**Lemma 2** If \( E \neq \emptyset \) and \( V(E) \) is compact then \( P(E;Y) \) is nonempty. Furthermore, either (a) \( e, f \in P(E;Y) \) implies \( e \sim_Y f \), or (b) \( P(E;Y) = \overline{E} \).

Next we redefine operators \( P \) and \( Q \). Given \( (X, \mu) \in \mathcal{C} \) and \( E \subset E^N \), let \( E(X, \mu) \) denote the set of equilibria in \( E \) that are \( (X, \mu) \)-measurable. For any set \( Y \subset X_s \), define

\[
P_C(E;Y) \equiv \bigcup \{ P(E(X, \mu);Y) \mid (X, \mu) \in \mathcal{C} \}
\]

and

\[
Q_C(E;Y) \equiv P(P_C(E;Y);Y).
\]

**Lemma 3** Given \( E \subset E^N \) and \( Y \subset X_s \), if \( V(E) \) is compact and if \( E(X, \mu) \neq \emptyset \) for some \( (X, \mu) \in \mathcal{C} \), then \( Q_C(E;Y) \) is nonempty.

With the augmented definitions in hand, we turn to address backward induction on meta-level negotiation. We begin by making the following additional technical assumption.

**Assumption 4** The conditioning system has a finite number of equivalence classes.

Given \( (X, \mu) \), let \( \Lambda(X, \mu) \) be defined as the set of unions of equivalence classes for this conditioning system. That is, \( Y \in \Lambda(X, \mu) \) if for some equivalence classes \( Y^1, Y^2, \ldots, Y^K \subset X \) it is the case that \( Y = Y^1 \cup Y^2 \cup \cdots \cup Y^K \). We call a set \( Y \subset X \) isolated if \( x \in R(Y; X, \mu) \) implies \( x \in Y \); in this case, we can write \( Y = R(Y; X, \mu) \). An isolated set has the property that no states outside of it can be reached from states in the set. Define \( \Lambda_I(X, \mu) \) to comprise the sets in \( \Lambda(X, \mu) \) which are isolated.
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The following facts are easily derived: \( Y, Z \in \Lambda^I(X, \mu) \) implies \( Y \cup Z \in \Lambda^I(X, \mu) \) and \( Y \cap Z \in \Lambda^I(X, \mu) \).

To put different conditioning systems on the same playing field, we can describe the isolated sets of any conditioning system in terms of the standard system. For example, for any set \( Z \in \Lambda^I(X, \mu) \), \( \beta^{-1}(Z; X, \mu) \) is the subset of \( X_s \) corresponding to \( Z \). It is easy to see that \( \beta^{-1}(Z; X, \mu) \) is itself isolated in this case. Let

\[
\lambda(X, \mu) = \{ \beta^{-1}(Z; X, \mu) \mid Z \in \Lambda^I(X, \mu) \}.
\]

Then define the collection \( \Omega(C) \) to be the set generated by \( \{ \lambda(X, \mu) \mid (X, \mu) \in C \} \), using the operations of union and intersection.

**Lemma 4** \( \Omega(C) \) is a finite collection of sets.

With the dependence on \( C \) understood, we write \( \Omega \).

We incorporate backward induction as follows. Take a negotiation equilibrium \( e \) and suppose the players are evaluating \( e \) in the context of a set of histories \( Y \in \Omega \). Furthermore, suppose there is another \( Z \in \Omega \) that is a proper subset of \( Y \). The players know they will be re-evaluating and defending equilibrium \( e \) in the context of \( Z \) at a later contingency, because at that point they will have entered a smaller isolated set under some conditioning system. That is, the “configuration” of the conditioning environment will have changed once \( Z \) is reached. Therefore, at \( Y \) the players need only defend \( e \) against alternatives that specify the same values for states in \( Z \). The comparison set is given by:

\[
\Gamma(e, Y) = \{ f \in E^N \mid f \sim_Z e \text{ for every } Z \in \Omega \text{ satisfying } Z \subset Y \text{ and } Z \neq Y \}.
\]

This leads to our extended definition.

**Definition 11** A regime \( e = (\theta, \sigma) \) is called a \( \ast \)-coherent equilibrium if \( e \in E^N \) and \( e \in Q(\Gamma(e, Y); Y) \) for each \( Y \in \Omega \).

**Theorem 8** There exists a \( \ast \)-coherent equilibrium.

The proof of theorem 8 identifies an inductive procedure for constructing the set of coherent equilibria. One first analyzes the smallest members of \( \Omega \), refining the set of equilibria on the basis of the pivotal requirement. Then one studies larger and larger sets, repeating the application of the pivotal condition. Since \( \Omega \) is finite, the procedure stops after a finite number of steps. Existence at each stage of the procedure relies on compactness and a guarantee that equilibria can be found which are simultaneously pivotal on disjoint sets of histories.

Obviously the set of \( \ast \)-coherent equilibria coincides with the set of coherent equilibria if \( \Lambda^I(X, \mu) = \{ X \} \) for each \( (X, \mu) \in C \). In this case, there are no isolated sets of equivalence classes other than the entire set of histories. It is easy to see that the definitions also coincide if for any two negotiation equilibria \( e \) and \( f \), the following holds:
for every $Y \in \Omega(C) \setminus X$, and $x \in Y$, $v^F(x) = v^F(x)$. Thus, the definitions coincide for all of the examples of the preceding section. More generally, the relationship between the two definitions is complicated; moreover, the conclusions of Theorem 3 do not hold generally for the $*$-coherence notion.\footnote{We fail to obtain uniqueness in environments where non-trivial isolated states create non-stationarities. For example, outside the setting of Theorem 3, one can construct examples in which $\alpha^*$ cannot be sustained in the stage game. In this case, there may be several minimal equilibria for some sets of states under consideration. As noted in Figure 3, one can then get several different pivotal equilibria and thus $*$-coherent equilibria with different value functions.} Preliminary study reveals some strong, yet reasonable, conditions under which Theorem 3 extends to $*$-coherent equilibrium. However, a thorough investigation is left for future work.

6 Conclusion

We have proposed a new perspective on contracting in long-term relationships, emphasizing the role of social institutions in a context of renegotiation by the players. We describe how social convention provides players with a system for classifying and codifying the history of their relationship. The social descriptors have intrinsic value in a conditioning environment, even when the players have the means for conditioning arbitrarily on history. Players adopt the social conditioning system because doing so establishes boundaries on the players’ recurrent negotiation that are useful in every contingency of their relationship. The basis of our model is a new theory of recurrent negotiation, combining a bargaining technology with a selection criterion akin to internal consistency. We show that coherent equilibria always exist. Further, the coherent equilibrium value function is unique in a wide range of settings. We also demonstrate the existence of simple social conventions with attractive stability properties.

We conclude with several comments on interpretation, application, and extension of our theory.

1. One might wonder about an alternative theory based on the idea that the social convention suggests a strategy to the players, instead of a language for organizing history. Indeed, there is a sense in which a valuable conditioning system induces a particular strategy to be adopted by the players. However, if one views a convention only on the level of a strategy, one is still left to provide a theory of how the convention is internalized into the decision-making process of individual players. Our model provides a sensible framework for developing an understanding of how social convention influences strategic interaction, in which the novelty and strength of the theory comes from the interpretation of convention as a conditioning system. In addition, it seems natural that the practical value of a convention lies in its ability to shape the way people think, communicate, and evaluate history. It is less plausible that conventions actually prescribe strategies of play. Our approach is even more compelling in settings involving heterogeneity of relationships, where the social convention can
provide a general guideline for behavior but cannot reasonably define a strategy for each game played in the population. Such settings represent an interesting area for future research. In addition, it would be worthwhile to study the implications of introducing noise in the action phase and randomness in the state transition; adding these factors would certainly alter the optimal conditioning system.

2. The size of the society affects the credibility of the social convention. We believe that a large society is important because it renders the conditioning system exogenous to an individual relationship. For example, if the “society” consists of only the two players in a relationship, then they could invent the conditioning system themselves, and reinvent it at any time. As noted above, this situation indicates the standard conditioning system, which has no value due to the players’ ability to manipulate the interpretation of history. A large society therefore lends credibility to the convention. Communication between members of society (across relationships) may also be important, because it confirms the convention.

3. It may be useful to think of the convention as manipulable at a cost. That is, it may be possible for a society to actively change its conditioning system by bringing its members together in large-scale negotiation. If the cost of bringing a large number of people together is prohibitive, then the social convention is likely not to be overthrown on a whim. In this context, the convention is a form of community enforcement, where third parties to a relationship reaffirm the conditioning system for the benefit of the players in the relationship. However, it is not an example of direct external enforcement, since third parties do not impose direct costs.

4. In some settings, the social convention may rely on verifiability of information about a relationship to outside parties. That is, players may find a label credible only if it represents the actual judgment of a third party. In this case, the convention can be interpreted as a dispute resolution system. Players condition their behavior on the judgment of an intermediary, whose designation for the relationship depends on evidence about past behavior that is provided by the players. For example, the “reconciliation” example in the previous section can be interpreted as an example of mediation, where the third party keeps track of whether the relationship is in dispute and offers to certify dispute resolution at a cost. Here the value of a third party goes beyond what can be enforced externally. Certification can be valuable on the basis of the implied conditioning system. Ramey and Watson (1997) pursue this application further. Among other things, they compare the benefits of costly certification with the benefits of monitoring and external enforcement of transfers. They also investigate the optimal dispute resolution systems, including whether it pays a sub-population of agents to bypass a general system by creating their own specific system. This direction of research also seems promising at the level of the present model, in particular with regard to noise and heterogeneity.
A Proofs

Proof of Theorem 1:

First we prove that $E^N \neq \emptyset$. There are two cases to consider. Case (1): There is a Nash equilibrium $\alpha$ of the stage game $(A, u)$, such that $u(\alpha) \geq \underline{u}$. In this case, specify $\sigma(x) = \alpha$ for all $x \in X_i$. With $\theta$ defined as follows, one can easily check that $(\theta, \sigma)$ is a negotiation equilibrium. For each $x$, $\theta(x)$ specifies no default and a transfer

$m \in M$ to satisfy $u_i(\alpha) + m_i = \underline{u} + \pi_i[u(\alpha) - \underline{u}]$. Case (2): No such Nash equilibrium exists. Here, let $\alpha$ be any Nash equilibrium of the stage game. Specify $\sigma(x) = \alpha$ and $\theta(x) = \underline{d}_i$ for every $x \in X_i$. It is obvious that $(\theta, \sigma)$ is a negotiation equilibrium.

In both of these cases, we have constructed a negotiation equilibrium specifying the same behavior after every history. Thus, the equilibrium is $(X, \mu)$-measurable for every $(X, \mu) \in \mathcal{C}$, proving $E^N(X, \mu) \neq \emptyset$.

Next we prove the value characterization. Take any negotiation equilibrium and let $v_i$ and $v$ denote the associated value functions. Define $s(x) \equiv v(x) - w(x)$ for each $x \in X_i$. By (i) in the definition of negotiation equilibrium, we have $v_i(x) = w_i(x) + \pi_is(x)$. Also, $w_i(x) = \underline{u} + \delta v_i(\mu_i(a, x))$, so

\[ v_i(x) = \underline{u} + \pi_is(x) + \delta v_i(\mu_i(a, x)). \]

Applying this identity inductively, we have for each positive integer $K$,

\[ v_i(x) = \sum_{k=1}^{K} \left[ \underline{u} + \pi_is(x^k) \right] \delta^{k-1} + \delta^K v_i(x^{K+1}), \]

where $\{x^1, \ldots, x^{K+1}\}$ is defined by $x^1 = x$ and $x^{k+1} = \mu_i(a, x^k)$. Each player has the option of inducing default perpetually, which means $v_j \geq \underline{u}_j/(1 - \delta)$ for each $j$. This further implies that $v_i$ is uniformly bounded. Thus, letting $K \to \infty$, we have $v_i(x) = \underline{u}_i/(1 - \delta) + \pi_iS(x)$, where $S(x) \equiv \sum_{k=1}^{\infty} s(x^k)\delta^{k-1}$. Summing over $i$, we have $v(x) = \underline{u}/(1 - \delta) + S(x)$. Using this expression to substitute for $S(x)$ in the previous expression completes the characterization of the value function.

Our last step involves proving that $V(E^N(X, \mu))$ is compact for each $(X, \mu) \in \mathcal{C}$. For any negotiation equilibrium $\epsilon$, write $(\theta^\epsilon, \sigma^\epsilon)$ as the regime and define $\rho^\epsilon(x) = 1$ if $\theta^\epsilon(x) = \underline{d}$ and $\rho^\epsilon(x) = 0$ otherwise. We shall refer to the following as Fact ($*$):

Take as given a conditioning system $(X, \mu)$. For any sequence $\{f^k\} \subset E^N(X, \mu)$ and any $t$, we can find a subsequence $\{f^j\}$ and functions $\rho^j : X_i^t \to \{0, 1\}$ and $\sigma^j : X_i^t \to \Delta^uA$, such that $\rho^j(x) = \rho^j(x)$ for every $j$ and every $x \in X_i$, and $\sigma^j(x) \to \sigma^j(x)$ as $j \to \infty$, for all $x \in X_i$. 
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This is true because $X_s^t$ is finite and $\{0,1\} \times \Delta^n A$ is compact.

Fix $(X, \mu) \in \mathcal{C}$ and take any sequence $\{e^k\} \subset E^N(X, \mu)$. Form the subsequence $\{g^k\}$ inductively as follows. Define $h^{0,k} \equiv e^k$, for all $k$. Using Fact (*), we can find a subsequence of $\{h^{0,k}\}_{k=1}^\infty$ with the properties specified for $t = 1$. Let $\{h^{1,j}\}_{j=1}^\infty$ be such a subsequence. Then, for any $t \geq 1$, given $\{h^{t,k}\}_{k=1}^\infty$, define $\{h^{t+1,j}\}_{j=1}^\infty$ to be a subsequence of $\{h^{t,k}\}_{k=2}^\infty$ that has the properties identified by Fact (*) for $t + 1$. We define $\{g^k\}$ by $g^k \equiv h^{k,1}$ for each $k$. By construction, $\{g^k\}$ is a subsequence of $\{e^k\}$.

Define $\varphi$ and $\sigma$ by $\varphi(x) = \varphi(x)$ and $\sigma(x) = \sigma(x)$ for each $x \in X_s^t$ and each $t$. We have that $\rho^\varphi(x) \to \rho(x)$ and $\sigma^\varphi(x) \to \sigma(x)$, for every $x \in X_s$. This implies that $\theta^\varphi(x) \to \theta(x)$ for all $x \in X_s$, for some function $\theta : X \to D$. Letting $\bar{\theta}$ be the value function associated with $(\theta, \sigma)$, it is obvious that $\nu^k \to \bar{\theta}$. The weighted sup norm is critical here, so that small weight is placed on differences between $\nu^k$ and $\bar{\theta}$ for sufficiently large $t$.

Finally, we must show that $(\theta, \sigma) \in E^N(X, \mu)$. Individual rationality is satisfied due to the convergence of the value functions. Incentive compatibility requires that $\sigma(x)$ specify a Nash equilibrium of the static game induced by the stage game with continuation values defined by $\nu_t$. This is implied by upper hemi-continuity of the Nash equilibrium correspondence, along with the fact that $g^k$ prescribes an equilibrium conditional on each $x$. We know $(\theta, \sigma)$ is $(X, \mu)$-measurable since it is the limit of $(X, \mu)$-measurable regimes. $Q.E.D.$

Proof of Lemma 1:

We divide the proof into four claims.

(1) First we show that $V(\hat{E})$ is compact. Suppose $\hat{E} \neq \emptyset$. Take any sequence in $\hat{E}$. By compactness of $V(E)$, there exists a subsequence $\{f^l\}$ and an equilibrium $f \in E$ such that $v^{f^l} \to v^f$. Presume $f \notin \hat{E}$. Then there exists $g \in E$ such that $f$ and $g$ are in conflict. That is, for some $y, y' \in X_s$, $v^f(y) > v^g(y)$ and $v^g(y') > v^f(y')$. Let

$$
\varepsilon \equiv \frac{1}{2} \min \left\{ v^f(y) - v^g(y), v^g(y') - v^f(y') \right\}.
$$

By the definition of the weighted sup norm, convergence of $v^{f^l}$ to $v^f$ implies convergence of $v^{f^l}(x)$ to $v^f(x)$ for all $x \in X_s$. Thus, we can find $L$ such that

$$
v^{f^L}(y) > v^f(y) - \varepsilon > v^g(y)
$$

and

$$
v^{f^L}(y') < v^f(y') + \varepsilon < v^g(y').
$$

This means $f^L$ and $g$ are in conflict, which is a contradiction.

(2) Next we prove that $\hat{E}$, if nonempty, attains a maximum using the order of dominance; that is, there exists $f \in \hat{E}$ such that $f \succeq e$ for all $e \in \hat{E}$. We start by
enumerating the (countable) set \(X_s\), defining \(\{x^{k}\} \equiv X_s\). Let \(\overline{\nu}(x) \equiv \text{sup}\{\nu^e(x) \mid e \in \hat{E}\}\), for each \(x \in X_s\). This is finite. Define \(\{f^k\}\) inductively as follows.

First, to define \(f^1\), we find a sequence \(\{e^j\} \subset \hat{E}\) such that \(\nu^{e^j}(x^1) \to \overline{\nu}(x^1)\). Since \(V(\hat{E})\) is compact, this sequence has a subsequence whose value functions converge. Let \(f^1\) be such that \(\nu^{f^1}\) is the limit of the subsequence of value functions. Since \(x^1\) has positive weight in the sup norm, it must be that \(\nu^{f^1}(x^1) = \overline{\nu}(x^1)\).

Next, suppose \(f^1, f^2, \ldots, f^{k-1} \in \hat{E}\) and \(\nu^{f^l}(x^j) = \overline{\nu}(x^j)\) for each \(l \in \{1, 2, \ldots, k - 1\}\) and each \(j \in \{1, 2, \ldots, l\}\). Define \(f^k\) as follows. Let

\[
G \equiv \{e \in \hat{E} \mid \nu^e(x^j) = \overline{\nu}(x^j) \text{ for all } j = 1, 2, \ldots, k - 1\}
\]

and let \(\phi \equiv \text{sup}\{\nu^e(x^k) \mid e \in G\}\). Obviously \(V(G)\) is nonempty (since \(f^{k-1} \in G\) and compact. Therefore we can find \(f^k \in G\) satisfying \(\nu^{f^k}(x^k) = \phi\). \(f^k\) is defined so that \(\nu^{f^k}\) is the limit of an appropriately defined sequence, using the method employed in the previous paragraph.) Further, it must be that \(\phi = \overline{\nu}(x^k)\). To see this, note the implications of \(\phi < \overline{\nu}(x^k)\): there would exist \(g \in G\) such that \(\nu^{g}(x^k) > \nu^{f^k}(x^k)\) yet \(\nu^{g}(x^j) < \overline{\nu}(x^j) = \nu^{f^k}(x^k)\) for some \(l \in \{1, 2, \ldots, k - 1\}\) (since \(g \in G\)); but this would contradict \(f^k \in \hat{E}\).

The sequence \(\{f^k\}\) has two noteworthy properties. First, \(f^k \in \hat{E}\) for every \(k\). Second, for every \(l\) and each \(k \geq l\), \(\nu^{f^k}(x^l) = \overline{\nu}(x^l)\). Since \(V(\hat{E})\) is compact, there exists \(f \in \hat{E}\) and a subsequence of \(\{f^k\}\) such that the value functions of the subsequence converge to \(\nu^{f}\). By construction, \(\nu^{f}(x) = \overline{\nu}(x)\) for every \(x \in X_s\), which means \(f \succeq e\) for all \(e \in \hat{E}\).

(3) We now show that \(\hat{E} \neq \emptyset\). The method of prove uses a construction similar to the one from claim (2). We form a sequence of sets \(\{F^k\} \subset E\) as follows. Enumerate \(X_s\) as in the proof of claim (2). Define \(F^0 \equiv E\). For \(k \geq 1\), define

\[
F^k \equiv \{e \in F^{k-1} \mid \nu^e(x^k) \leq \nu^{f}(x^k) \text{ for all } f \in F^{k-1}\}.
\]

By construction, \(F^k\) is nonempty and \(V(F^k)\) is compact. Let \(\{f^k\}\) be any sequence with \(f^k \in F^k\) for each \(k\). Compactness of \(V(E)\) implies the existence of an equilibrium \(f \in E\) such that \(\nu^{f^k} \to \nu^{f}\). We claim that \(f \in \overline{E}\). Suppose not. Then there exists \(g \in E\) such that \(f \succ g\). Let \(l\) equal the smallest \(k\) satisfying \(\nu^g(x^k) < \nu^f(x^k)\). It must be that \(g \in F^{k-1}\). Also, by the definition of \(F^l\), we have \(\nu^e(x^l) = \nu^f(x^l)\) for all \(e \in F^l\). But this contradicts the construction of \(\{F^k\}\).

(4) Finally, we note that \(e \succeq f\) for every \(e \in \hat{E}\) and every \(f \in \overline{E}\). To see this, suppose it were the case that \(e \nless f\). If \(f \succeq e\) then \(f\) would not be an element of \(\overline{E}\). Otherwise, \(e\) and \(f\) are in conflict, which would contradict \(e \in \hat{E}\).

These claims imply existence. Furthermore, if \(\hat{E} \neq \emptyset\) then we have situation (i); otherwise, we have situation (ii). \(Q.E.D.\)
Proof of Theorem 2:

Theorem 1 and Lemma 1 imply $P_C \neq \emptyset$, $P_C^\dagger \neq \emptyset$, and that $P_C^\dagger$ contains only a finite number of negotiation equilibria. These facts are sufficient for the result. $Q.E.D.$

Proof of Theorem 3:

Let $\varepsilon = (\theta, \sigma)$ denote the negotiation equilibrium in which $\alpha^*$ is played after every history. That is, for all $x \in X_x$, $\sigma(x) = \alpha^*$ and $\theta(x)$ specifies a transfer $m \in M$ to satisfy $u_i(\alpha^*) + m_i = u_i + \pi_i[u(\alpha^*) - u]$. Obviously $\varepsilon$ is a minimal equilibrium for every conditioning system, so that $f \succeq \varepsilon$ for every $f \in E^N$. We proceed by noting three facts.

**Fact 1:** Given $E \subset E^N$, if $\hat{E} \neq \emptyset$ then $P(E) \subset \hat{E}$ and $e \sim f$ for all $e, f \in P(E)$.

To see this, note that if $\hat{E} \neq \emptyset$ then $e \succeq f$ for every $e \in \hat{E}$ and $f \in E$. The fact then follows from the definition of pivotal.

**Fact 2:** In the natural default setting, $E^N(X, \mu) \neq \emptyset$ for every $(X, \mu) \in \mathcal{C}$.

This is true since $\varepsilon \in E^N(X, \mu)$ and $\varepsilon$ has no conflicts in $E^N$. These two facts imply that at most $|\mathcal{C}|$ (finite) value functions are represented in $P_C(E^N)$. We know $P_C(E^N) \neq \emptyset$ as well.

**Fact 3:** In the natural default setting, $P_C(\hat{E}^N) \neq \emptyset$.

To demonstrate this fact, take any $g \in P(E^N(X_f, \mu_f))$. Facts 1 and 2 imply that $g$ has no conflicts in $E^N(X_f, \mu_f)$. By the definition of $(X_f, \mu_f)$, every equilibrium in $P_C(E^N)$ is $(X_f, \mu_f)$-measurable. Thus, $g \in P_C(\hat{E}^N)$.

Recall that $Q_C(E^N) = P(P_C(E^N))$. Facts 3 and 1 imply a unique coherent equilibrium value function.

To prove the second part of the theorem, take any coherent equilibrium $e$ and let $x, y \in X_x$ be completely equivalent histories. Assume $\mathcal{C}$ has the access property. We shall establish that $v^e(x) = v^e(y)$ by proving three claims below. Before addressing the claims, note that there is a conditioning system $(X', \mu') \in \mathcal{C}$ such that $e \in P(E^N(X', \mu'))$. Facts 1 and 2 above imply:

**Fact 4:** $e$ has no conflict in $E^N(X', \mu')$.

Let $x' \equiv \beta(x; X', \mu')$ and $y' \equiv \beta(y; X', \mu')$ be the states in $X'$ corresponding to $x$ and $y$. Since $e$ is $(X', \mu')$-measurable, we can represent this regime as a function of $X'$. We shall consider other $(X', \mu')$-measurable equilibria, which we also write as functions of $X'$.

**Claim 1:** If $x \not\in R(y)$ and $y \not\in R(x)$ then $v^e(x) = v^e(y)$.
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Proof: Presume that $v^e(x) \neq v^e(y)$ and we will establish a contradiction. We can find another $(X', \mu')$-measurable negotiation equilibrium $f$ such that $v^f(x) = v^e(y)$ and $v^f(y) = v^e(x)$. To see this, observe that $f$ can be specified so that (a) in the continuation following $x'$, $f$ prescribes exactly the behavior that $e$ prescribes following $y'$, and (b) in the continuation following $y'$, $f$ prescribes exactly the behavior that $e$ prescribes following $x'$. Since $x'$ and $y'$ are equivalent, this specification is well-defined. There is also no problem regarding the players’ incentives following $x'$ and $y'$, since $x'$ and $y'$ are not ordered by precedence. We can specify that $f$ prescribes the same behavior as does $e$ on all other states in periods greater than or equal to max{$\tau(x'), \tau(y')$}. Using backward induction to find incentive-compatible and individually rational decisions on predecessor states (in $X^t \cup X^{t1} \cup \cdots X^{t-1}$), we complete the specification of $f$, which is an $(X', \mu')$-measurable negotiation equilibrium by construction. Note that we have defined $f$ on $X'$, which extends to $X$, using $\beta^{-1}(\cdot; X', \mu')$. By construction, $e$ and $f$ are in conflict, which contradicts Fact 4.

Claim 2: If $y \in R(x)$ then $v^e(x) \geq v^e(y)$.

Proof: If $x = y$ then the claim is obvious. Suppose $x \neq y$. Presume that $v^e(x) < v^e(y)$ and look for a contradiction. Since $x'$ and $y'$ are equivalent, we can find an $(X', \mu')$-measurable negotiation equilibrium $f$ that specifies in the continuation from $x'$ what $e$ specifies from $y'$. We have $v^f(x') = v^e(y')$. It cannot be that $f$ and $e$ are in conflict, for this would contradict that $e$ is pivotal on $E^N(X', \mu')$ (using Facts 1 and 2 above). Since $v^f(x') > v^e(x')$ it must be that $f \succeq e$. In addition, there must be an equilibrium $g \in E^N(X', \mu')$ such that $g$ and $f$ are in conflict.

There are two cases to consider. First, take the case in which $X^{tr}(x')$ is a singleton set. Here, conditioning system $(X', \mu')$ makes no distinctions between histories prior to the time in which state $x'$ occurs. It should be obvious that, due to the natural default setting, the equilibrium values of predecessors of $x'$ are positively related to $v(x')$. Thus, the conflict between $f$ and $g$ occurs on states in $R(x')$. We can then find another $(X', \mu')$-measurable negotiation equilibrium $h$ that specifies in the continuation from $y'$ exactly what $g$ specifies from $x'$. We observe that $h$ and $e$ are in conflict (using states in $R(y')$), which contradicts Fact 4.

Next take the case in which $X^{tr}(x')$ contains more than one state. Then there must be a state $z'$ that is equivalent to $x'$ and $y'$ and also satisfies $z' \not\in R(x')$ and $x' \not\in R(z')$. We thus have that $z' \not\in R(y')$ and $y' \not\in R(z')$ as well. There are two subcases to consider. (i) $v^e(z') \geq v^e(y')$. Here we can use a construction as in the proof of Claim 1 to find an $(X', \mu')$-measurable negotiation equilibrium $h$ with $v^h(z') = v^e(x')$ and $v^h(x') = v^e(y')$. (ii) $v^e(z') < v^e(y')$. Here we construct $h$ so that $v^h(z') = v^e(y')$ and $v^h(y') = v^e(x')$. In both cases $h$ and $e$ are in conflict, contradicting Fact 4.

\[19\] Only one-shot Nash equilibria can be supported in previous periods and natural default implies that the return in such a period must be $\gamma$.

\[20\] Here we use the access property: that all equivalence classes of states are reachable from every state.
Claim 3: If \( y \in R(x) \) then \( v^e(x) \leq v^e(y) \).

Proof: Presume \( v^e(x) > v^e(y) \) and we shall establish a contradiction. Define \( Y = \{ z' \in R(x') \mid z' \notin (y') \}, y' \notin R(z') \}. \) If \( Y \) is empty then, as noted in the proof of the previous claim, only one-shot Nash equilibria can be supported in periods prior to \( \tau(y') \). Furthermore, \( y' \) is reached regardless of the play. Due to natural default, the payoff in each of the first \( \tau(y') - 1 \) periods is exactly \( u \). Since \( u/(1-\delta) \) is a lower bound on the value of every state, it must be that \( v^e(x') \leq v^e(y') \), a contradiction.

Next suppose \( Y \) is nonempty. It must be that \( v^e(z') = u/(1-\delta) \) for each \( z' \in Y \). Too see this, note that such a value can always be supported at any state \( z' \) by specifying play according to \( e \) on \( R(z') \). We can find an \((X', \mu')\)-measurable negotiation equilibrium \( h \) with \( v^h(z') = u/(1-\delta) \) and \( v^h(y') = v^e(x') \) (using the construction method employed above). If \( v^e(z') > u/(1-\delta) \) then \( h \) and \( e \) are in conflict, which contradicts Fact 4. By similar reasoning, we conclude that \( v^e(y') = u/(1-\delta) \). To see this, note that there exists a state \( z' \in Y \) that is equivalent to \( x' \) and \( y' \). This follows from the fact that every equivalence class can be reached from every state (\( C \) has the access property). Then if \( v^e(y') > u/(1-\delta) \), we can find an \((X', \mu')\)-measurable negotiation equilibrium \( h \) satisfying \( v^h(y') = u/(1-\delta) < v^e(y') \) and \( v^h(z') = v^e(x') > u/(1-\delta) = v^e(z') \). Here \( h \) and \( e \) are in conflict, contradicting Fact 4.

Continuing with the case of \( Y \) nonempty, we have shown that \( v^e(z'') = u/(1-\delta) \) for every \( z'' \in X''(y') \). In words, the continuation value from period \( \tau(y') \) does not depend on play in previous periods. This implies that only one-shot Nash equilibria can be supported prior to period \( \tau(y') \). As in the first case discussed in this proof, it must be that \( v^e(x') \leq v^e(y') \), a contradiction.

The three claims imply \( v^e(x) = v^e(y) \). Q.E.D.

Proof of Theorem 5:

Let \( e \) be a coherent equilibrium in the setting with \( C \). From Facts 1,2, and 3 in the proof of Theorem 3, \( e \) has no conflict in \( P_C(E^N) \). As Theorem 4 indicates, \( P(E^N(X, \mu_\epsilon)) = \{ f \in E^N \mid f \sim \epsilon \} \), where \( \epsilon \) is defined as in the previous proof. This implies that \( P_C(E^N) = P_C(E^N) \cup \{ f \in E^N \mid f \sim \epsilon \} \). Obviously we have \( e \geq \epsilon \), which implies the result. Q.E.D.

Proof of Theorem 6:

The proof follows the same argument as the proof of Theorem 5. Q.E.D.

Proof of Theorem 7:

For \( \delta \) sufficiently large, one can find a grim-trigger style equilibrium that achieves the maximal continuation value from every history on the equilibrium path and uses the best one-shot Nash equilibrium in the action phase as the punishment for deviations. It is easy to construct a simple and superior conditioning system that emits this equilibrium as maximal. Q.E.D.
Proof of Lemma 2:
This proof involves exactly the same arguments as does the proof of Lemma 1. One need only use $Y$ in place of $X$, throughout and also add the subscript $Y$ where appropriate (such as $\succ_Y$). Q.E.D.

Proof of Lemma 3:
That $V(E)$ is compact implies $V(E(X, \mu))$ is compact, for each $(X, \mu) \in \mathcal{C}$. Since $E(X, \mu) \neq \emptyset$ for some conditioning system $(X, \mu)$, Lemma 2 implies that $P_c(E; Y) \neq \emptyset$. In addition, for $e, f \in P(E(X, \mu); Y)$, either $e \sim_Y f$ or $e$ and $f$ are in conflict on $Y$ (as members of $E(X, \mu)$). The finiteness of $\mathcal{C}$ implies that $P_c(E; Y)$ contains a minimum point and has a finite number of elements without conflicts. These facts are sufficient for the claim. Q.E.D.

Proof of Lemma 4:
Finiteness follow from the assumption that $\mathcal{C}$ is finite and every conditioning system has a finite number of equivalence classes. Q.E.D.

Proof of Theorem 8:
We prove existence by characterizing the set of coherent equilibria using an inductive construction. Define collections $\{\Omega^k\}_{k=0}^K$ by induction as follows. First, $\Omega^0 \equiv \emptyset$. Then for each $k$, given $\Omega^k$, define

$$\Omega^{k+1} \equiv \{Y \in \Omega \mid Z \in \Omega^k \text{ for each } Z \in \Omega \text{ satisfying } Z \subset Y \text{ and } Z \neq Y\}.$$ 

We let $K$ be the first integer for which $\Omega^{K+1} = \Omega^K$, which exists since $\Omega$ has a finite number of members. Note that $\Omega^k \subset \Omega^{k+1}$ for each $k$, and $\bigcup\{Y \in \Omega^K\} = X$. Let $E^0 \equiv E^N(X_f, \mu_f)$ and for each $k \in \{0, 1, \ldots, K\}$ define

$$E^k \equiv \{e \in E^N \mid e \in Q_c(\Gamma(e, Y); Y) \text{ for each } Y \in \Omega^k\}.$$ 

By definition, $E^K$ is the set of coherent equilibria. Furthermore, $E^{k+1} \subset E^k$, for each $k$. Note also that $E^k \subset E^N(X_f, \mu_f)$ by the definition of $Q_c$.

We need to prove that $E^K \neq \emptyset$. Since $E^0 = E^N(X_f, \mu_f)$, existence of a coherent equilibrium is then implied by:

**Lemma 5** If $E^k \neq \emptyset$ then $E^{k+1} \neq \emptyset$.

To prove this lemma, we begin by establishing another useful lemma.

**Lemma 6** Given $e, f \in E^N(X_f, \mu_f)$ and $Y, Y' \in \Omega$, if $e \sim_{Y \cap Y'} f$ then there exists $g \in E^N(X_f, \mu_f)$ such that $g \sim_Y e$ and $g \sim_{Y'} f$. 
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Proof of Lemma 6: Instead of presenting all of the components formally, we avoid some complications in notation by sketching some of the intuitive steps. We start with a partially specified regime $g'$ that incorporates $e$'s prescription of behavior for histories in $Y$ and $f'$'s prescription for histories in $Y' \setminus Y$. Given $e \sim_{Y \cap Y'} f$, we thus have $g' \sim_Y e$ and $g' \sim_{Y'} f$. In addition, the conditions of a negotiation equilibrium are satisfied by $g'$ for every $x \in Y \cup Y'$. We can then examine a truncated game in which play ends at period $T$, with the players obtaining “continuation values” given by $v_T^e(x^T)$ for $x^T \in Y \cup Y'$ and zero if $x^T \not\in Y \cup Y'$. We can find a regime $g^T$ that conforms to $g'$ on $Y \cup Y'$ and also satisfies the conditions of a negotiation equilibrium for $x \in \bigcup_{t=1}^T X_t^T$. Such a regime can be found by using a backward induction procedure starting from period $T - 1$, where a static equilibrium in the action phase is selected conditional on each stage and continuation values. The specification of $g^T$ for $x \in \left(\bigcup_{t=1}^T X_t^T \right) \setminus (Y \cup Y')$ is arbitrary. One can then follow the line of argument used in the proof of Theorem 1 to find a subsequence of $\{g^T\}_{T=1}^\infty$, written $\{h^k\}$, such that $\theta^k(x) \rightarrow \theta^0(x)$ and $\sigma^k(x) \rightarrow \sigma^0(x)$, for all $x$ and some regime $g$. Just as in the other proof, we obtain $g \in E^N(X_f, \mu_f)$. By construction, we have $g \sim_Y e$ and $g \sim_{Y'} f$.

We continue by proving Lemma 5. Suppose $E^k \neq \emptyset$ and take any negotiation equilibrium $e \in E^k$. We have $e \in Q_C(\Gamma(e, Y); Y)$ for each $Y \in \Omega^k$. In addition, it is the case that $V(\Gamma(e; Y))$ is compact, for each $Y \in \Omega^l$, which follows from compactness of $V(E^N)$. Let $Y^1, Y^2, \ldots, Y^L$ be such that

$$
\{Y^1, Y^2, \ldots, Y^L\} \equiv \Omega^{k+1} \setminus \Omega^k.
$$

We know $L$ is finite since $\Omega$ has a finite number of elements. By Lemma 3, for each $l \in \{1, 2, \ldots, L\}$ we can find $f^l$ such that $h^l \in Q_C(\Gamma(e, Y^l); Y^l)$. We can then find $f^l \in E^N(X_f, \mu_f)$ such that $f^l \sim_{Y^l} h^l$ and $f^l \sim_Z e$ for all $Z \in \Omega^k$. To see this, let $Y = \cup \{Z \in \Omega^k\}$ and $Y^l = Y^l$. For each $Z \in \Omega^k$ we have $Z \cap Y^l \in \Omega^k$ (otherwise $Y^l \not\in \Omega^{k+1} \setminus \Omega^k$) and thus $h \sim_Z e$ for each $h \in \Gamma(e, Y^l)$. (Note that here we are using the fact that $Y^l, Z \in \Omega$ implies $Y^l \cap Z \in \Omega$.) Therefore $h^l \sim_{Y \cap Y'} e$, so that Lemma 6 implies the existence of the specified $f^l$.

We have found equilibria $f^1, f^2, \ldots, f^L$ such that $f^l \in Q_C(\Gamma(e, Y^l); Y^l)$ and $f^l \sim_{\cup \{Z \in \Omega^k\}} e$, for each $l$. We define the equilibria $g^1, g^2, \ldots, g^L$ inductively as follows. Let $g^1 \equiv f^1$. For $l \geq 2$ we find $g^l \in E^N(X_f, \mu_f)$ such that $g^l \sim_{Y^l} f^l$ and $g^l \sim_Z g^{l-1}$, where $Z^l \equiv \cup \{Z \in \Omega^{k+1} \setminus \Omega^k\}$. To see that such a $g^l$ exists for each $l$, presume $g^{l-1} \sim_Z e$ for every $Z \in \Omega^k$ (which is immediate for $l = 2$). Then note that $Z^l \cap Y^l \subset \cup \{Z \in \Omega^k\}$, since $Z \cap Y^l \in \Omega^k$ for every $Z \in \Omega^{k+1}$ with $Z \not= Y^l$. This implies that $g^{l-1} \sim_{Z \cap Y^l} f^l$, at which point Lemma 6 establishes the existence of the specified $g^l$.

By construction, we have $g^L \sim_Z e$ for each $Z \in \Omega^k$, which implies $g^L \in Q_C(\Gamma(e, Y); Y)$ for each $Y \in \Omega^k$. In addition, $g^l \sim_{Y^l} f^l$ for each $l = 1, 2, \ldots, L$. Thus, $g^l \in Q_C(\Gamma(e, Y^l); Y^l)$ for each $l$. These facts imply that $g^L \in E^{k+1}$, proving Lemma 5.

Q.E.D.
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