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ABSTRACT OF THE DISSERTATION

Learning to Perceive: A Developmental Robotics Approach to Vision and Object Interaction

by

Walter A. Talbott

Doctor of Philosophy in Cognitive Science

University of California, San Diego, 2015

Professor Virginia de Sa, Chair

A robot is a true blank slate, awash in sensory information inextricable from its own actions. As such, it can be a powerful tool for investigating the space of problems that an infant, or whatever innate machinery was granted to the infant by evolution, must solve. The key observation is that the environment in which an infant develops is the same as that in which a robot might exist. A robot may have a different view on that environment, through different types or qualities of sensors. A robot may have different capabilities for interacting with the environment, for example by having wheels instead of legs. But, to act autonomously and coherently in the world, like an infant
learns to do, a robot must somehow make sense of its sensory information. The goal of this thesis, broadly, is to enable the pneumatic humanoid robot, Diego, to actively perceive the world. Specifically, three problems are addressed. How can a robot: (1) identify interesting information in its sensory input, (2) direct its sensors to best acquire meaningful information, (3) learn to generalize its experience to interact with novel objects? To help answer these questions, this thesis presents: (1) a model of salience that is suitable for active cameras, (2) a model of eye movements based on optimal control, and (3) a framework and robotic implementation for visual perception of the inertial properties of objects.
Chapter 1

Introduction

William James poetically described the perceptual challenge faced by newborns, writing, “The baby, assailed by eyes, ears, nose, skin, and entrails at once, feels it all as one great blooming, buzzing confusion.” His suggestion is that the infant must interpret multiple continuous streams of sensory information to generate a meaningful perception of the statistical regularities present in the world. Compounding the confusion, the actions of the newborn affect the sensations it receives. A strict interpretation of James’ ideas, of the environment as undifferentiated chaos presented to a blank-slate infant, may not aptly describe human infants, whose brains and bodies have been shaped by millions of years of evolutionary pressures. However, James’ “buzzing confusion” is particularly suited to describing the problem faced by scientists working with artificial agents, such as robots. Wire several sensors together, throw in a few actuators, turn the power on, and nothing will happen. A robot is a true blank slate, awash in sensory information inextricable from its own actions. As such, it can be a powerful tool for understanding the space of problems that an infant, or whatever innate machinery was granted to the infant by evolution, must solve.

The key observation is that the environment in which an infant develops is the
same as that in which a robot might exist. A robot may have a different view on that environment, through different types or qualities of sensors. A robot may have different capabilities for interacting with the environment, for example by having wheels instead of legs. But, to act autonomously and coherently in the world, like an infant learns to do, a robot must somehow make sense of the confusion.

Diego, the robot pictured in Figure 1.1, is a pneumatic humanoid robot that is the motivation for this thesis. Diego was designed with actuators that approximate the control problem faced by the human body. Stiff actuators, like the ones found in many current robots, allow independent control of each joint, at the cost of increased energy required to overcome the stiffness and move the joints. In contrast, the human body has joints that are compliant (non-stiff), and pneumatic actuators are compliant as well. Compliant actuators mechanically couple the different joints. In other words, moving one limb creates significant forces in other limbs. Control signals sent to one joint must therefore take into account the movement and forces across the entire body. This makes
the control problem more difficult with pneumatic actuators, in a way that is similar to how human muscles do.

This thesis is a step on the path to enable Diego to perceive and act in the world. Although there are many interrelated aspects of the broad problem of learning to perceive, in this thesis we examine the following questions:

- How can a robot identify meaningful information in its sensory stream?
- How can a robot direct its sensors to best extract meaningful information?
- How can a robot learn to interact with objects it has never seen before?

To address the first question, Chapter 2 presents a model of visual salience that is sensitive to the motions generated by an active robotic camera. This model is able to explain human fixation data on still images, which we take as a measure for what is interesting in the visual input. In addition, the model explains why, in cameras that do not have very high temporal resolution, a policy like alternating saccades and fixations makes sense in order to best extract information from the visual input.

Chapter 3 deals with directing sensors to extract meaningful information. The chapter uses optimal control methods to explain the motor behavior of sensors, specifically eyes, in the case where the task is to gather information about the environment. We show that the model can explain saccade velocity profiles, as well as hand-eye coordination, and smooth pursuit.

Chapters 4 and 5 describe the replication, in simulation and with Diego, of an infant experiment in which object interaction is learned and generalized to novel objects. Stiff actuators do not require internal models, since the control problem is made easier by the design of the robot. This ease comes at a price of higher energy use. For compliant actuators, like those in Diego and like human muscles, we find that internal models of the body and object-body dynamics during manipulation, improve the performance of a
controller. We show that model-based controllers implemented on Diego display similar behavior to the infants, and are susceptible to being tricked by surprising relationships between visual and inertial properties of objects in the same way infants are.
Chapter 2

An Expected Motion Information
Model of Salience for Active Cameras

Faced with the challenge of learning about its environment, an important first step for a robot is deciding how to direct its sensors to extract meaningful information. Computational models of visual salience have been developed to predict where humans tend to look in visual scenes, and thus they may provide useful heuristics for orienting robotic cameras. However, as we show here, current models of visual salience exhibit some important problems when applied to active robotic cameras. Here, we describe a new model of visual salience, named EMI, specifically designed to work on robotic cameras. The intuition behind this model is that, regardless of the task at hand, it is critical for robot cameras to keep track of motion, be it caused by camera movement or by world movement. Thus, it is reasonable for cameras to focus on image regions that are expected to provide high information about future motion, and to do so in a way that blurs the image as little as possible. We show that EMI predicts human fixations at least as well as current models of visual salience. In addition, we show that EMI overcomes the limitations that current visual salience models have when applied to robotic, active
2.1 Introduction

Consider the night-driving scene pictured in Figure 2.1(a). Driving requires keeping track of one’s vehicle’s motion as well as the motion of other vehicles. Thus, it is important for the driver to look at regions of the scene expected to provide high information about motion. As we show in this paper, it is possible to compute the expected number of bits that each region of an arbitrary scene will provide about future motion. Figure 2.1(b) shows, for example, the top 15% of the pixels in the night-driving scene expected to provide the most information about future motion. To focus excessively on other image regions while driving may have catastrophic consequences.

Humans have a wide range of tasks and goals while acting in the world, but many of these tasks share a common need to keep track of how things move. It is thus reasonable to expect that the saccade distributions produced by people would show an aversion to image regions expected to provide little or no information about motion. The study of eye saccade distributions in free viewing conditions has recently become of interest in the computer vision, computational neuroscience, and machine learning literature [6][7][8][9][10][11][12][13]. Much of the previous work explains saccade distributions as the result of a bottom-up, task-free process known as visual salience. Typically these models ignore the fact that the observers have active visual sensors operating continuously. From the point of view of the observer, a static picture is in fact constantly changing due to the fact that the eyes, head, and body of the observer are not static.

Here, we propose that saccade distributions in free viewing conditions are the residue left by a distribution of saccade policies that reflect a wide range of tasks and
goals. While it is difficult to infer what those tasks and goals are, most of them share a common need to keep track of motion. As such, human saccade distributions should have less density in image regions expected to provide little information about motion. Rather than seeing saccade distributions as a result of a task-free, bottom-up process, here we see them as the result of integrating over a wide range of task-driven policies. From this point of view, distinctions such as bottom-up and top-down salience are unnecessary and of little scientific value.

We show that Expected Motion Information (EMI) explains the saccade distributions obtained when people freely view static images as well as or better than previous models. Contrary to many previous models, EMI predicts that avoidance of low EMI image regions will be observed in a wide range of intelligent systems, natural and robotic. The tasks of different systems may be different, the statistics of the world they are exposed to may be different, but they all share a common need to avoid regions expected to provide little information about motion.

We further show that, consistent with other emerging views of their shortcomings [14], models of visual salience have important limitations when implemented in robot cameras. The problem addressed here is that these models find motion highly salient and thus, when used to control a camera, result in policies that maximize camera motion.

Figure 2.1: (a) A typical night driving scene in San Diego. (b) Image regions expected to provide the most motion information.
Contrary to this, EMI predicts a trade-off between focusing on new locations and the process of moving to a new location. As such, it predicts the emergence of saccade-like policies that minimize time spent in transition, rapidly moving visual sensors from location to location and staying in that location for a period of time. This work may provide clues on how to make robots that learn to scan the world on their own starting with low level principles. Policies like the ones predicted by current visual salience models, which continuously move a camera to maximize motion input, may not be conducive to the development of object detectors. Policies like the ones predicted by EMI, which rapidly saccade between image regions, may provide an easier path towards learning object detectors in an unsupervised manner.

In the next section, we present the EMI model and show that it is a reasonable contender for explaining human saccade distribution in free viewing conditions. We then detail the problems that standard visual salience algorithms face when coupled to robotic cameras, and how EMI solves these problems.
2.2 Expected Motion Information: Static Case

In this section, we examine an observer that is presented with a fixed image $U$ and has to estimate how much motion information it expects to obtain prior to seeing a future image $V$. The formal model we use is a simplified version of G-Flow [15], originally developed for tracking objects in computer vision applications. Let $f : \mathbb{R}^2 \to \mathbb{R}^c$ be an image that maps pixel locations $x \in \mathbb{R}^2$ onto image values $f(x) \in \mathbb{R}^c$. Each of the $c$ elements of $f(x)$ can be seen as an image channel (e.g., a color channel). For a fixed pixel location $x \in \mathbb{R}^2$, let $u = f(x) \in \mathbb{R}^c$. Let $\Theta \in \mathbb{R}^2$ be a random variable representing an image displacement. Let $V \in \mathbb{R}^c$ be defined as follows

$$V = f(x + \Theta) + W$$

(2.1)

where $W \in \mathbb{R}^c$ is a zero mean Gaussian variable with covariance matrix $\sigma_w$. Given $u$ and a random sample $v$ of $V$ our task is to infer the value of the displacement $\Theta$ that generated image $v$ from image $u$. Note for a fixed value $\theta$ of $\Theta$, we get

$$p(\theta \mid u, v) \propto p(u)p(\theta \mid u)p(v \mid f, \Theta) \propto p(\theta)p(v \mid u, \Theta)$$

(2.2)

where

$$p(v \mid u, \Theta) = \phi(v \mid f(x + \Theta), \sigma_w)$$

(2.3)

and $\phi(\cdot \mid \mu, \sigma)$ is a multivariate Gaussian density function with mean $\mu$ and covariance matrix $\sigma$. For small $\Theta$

$$f(x + \Theta) \approx f(x) + J\theta$$

(2.4)
where the Jacobian \( J \in \mathbb{R}^c \times \mathbb{R}^2 \) is defined as follows

\[
J = \frac{\partial f(x)}{\partial x'} = \begin{pmatrix}
\frac{\partial f_1(x)}{\partial x_1} & \frac{\partial f_1(x)}{\partial x_2} \\
\vdots & \vdots \\
\frac{\partial f_c(x)}{\partial x_1} & \frac{\partial f_c(x)}{\partial x_2}
\end{pmatrix} = \begin{pmatrix}
J_1 \\
\vdots \\
J_c
\end{pmatrix}
\] (2.5)

and

\[
J_i = \frac{\partial f_i(x)}{\partial x'} = \left( \frac{\partial f_i(x)}{\partial x_1}, \frac{\partial f_i(x)}{\partial x_2} \right)
\] (2.6)

Thus, for small \( \theta \)

\[
p(v \mid u, \theta) = \phi(d \mid J\theta, \sigma_w)
\] (2.7)

where

\[
d = v - u
\] (2.8)

We let the prior distribution of \( \theta \) be Gaussian with mean \( \mu_\theta \) and covariance matrix \( \sigma_\theta \). We let this prior be such that only small values of \( \theta \) are probable, thus making the linear approximation of \( f \) valid with high probability. In this case,

\[
\log p(\theta \mid u, v, \eta_w) = -\frac{1}{2} (\theta - \mu_\theta)' \eta_\theta (\theta - \mu_\theta) - \frac{\eta_w}{2} (d - J \theta)' (d - J \theta) + c
\] (2.9)

where \( \eta_\theta = \sigma_\theta^{-1} \) is the prior precision matrix and \( \sigma_w = I / \eta_w \). We note that the log of the posterior distribution has only linear and quadratic terms on \( \theta \) and therefore it has to be Gaussian. The expected value and covariance matrix of the posterior distribution can be
easily derived

\[
E[\Theta | u, v] = (\eta_0 + J'u) \left( \eta_0 \mu_0 + J'u \eta_0 \right)^{-1} (\eta_0 \mu_0 + J'u \eta_0 d)
\]  
(2.10)

\[
\text{Cov}(\Theta | u, v) = \left( \eta_0 + J'u \right)^{-1}
\]  
(2.11)

Note \( J'J \) and \( J'd \) are sums over image channels

\[
J'J = \sum_{i=1}^{c} J'_i J_i
\]  
(2.12)

\[
J'd = \sum_{i=1}^{c} J'_i d_i
\]  
(2.13)

A key measure used by the EMI model is the information that we expect the future image \( V \) to provide about the \( \Theta \). This is given by the following mutual information function

\[
I(\Theta, V | u) = H(\Theta | u) - H(\Theta | V, u) = H(\Theta) - H(\Theta | V, u)
\]  
(2.14)

\( H(\Theta) \) represents the current motion uncertainty (entropy). Since we assume a Gaussian prior we have

\[
H(\Theta) = \frac{1}{2} \log |\sigma_0| + c
\]  
(2.15)

where \( c \) is a constant we may ignore. The term \( H(\Theta | V, u) \) represents the uncertainty about motion we expect to have after observing the next image \( V \). Note this is an expected
uncertainty and thus it requires integrating over all possible future images

\[ H(\Theta | V, u) = \int p(v)H(\Theta | v, u)dv \]  

(2.16)

where

\[ H(\Theta | u, v) = \frac{1}{2} \log \left| \text{cov}(\Theta | u, v) \right| + c \]

\[ = -\frac{1}{2} \log \left| \eta_\theta + J'\eta_wJ \right| + c \]  

(2.17)

where \( c \) is a constant. Note the posterior entropy is independent of \( v \). Thus

\[ H(\Theta | V, u) = \int p(v | u)H(\Theta | u, v) dv \]

\[ = -\frac{1}{2} \log \left| \eta_\theta + J'\eta_wJ \right| + c \]  

(2.18)

An essential aspect of this equation is that the uncertainty about motion \( H(\Theta, | V, u) \) that we expect to have after we observe the future image \( V \) can be computed analytically prior to observing that image. This allows using the current image to position the eye (or robot camera) on locations of the image that are expected to provide high motion information in the future.

### 2.2.1 Optimizing Expected Motion Information

In the previous section, we computed the expected motion information for a fixed pixel location \( x \). In general, we want to observe multiple pixels, in which case we work with a collection of variables \( \{\Theta_x, u_x, V_x\} \) indexed by the location \( x \). A saccade positions the visual sensor at a given location providing access to a set of pixels \( S \). We can measure the expected motion information that the saccade will provide by summing expected
information over the pixels it gives access to

\[
M(S, v) = \sum_{x \in S} I(\Theta_x | V_x, u_x) = \sum_{x \in S} = H(\Theta_x) - H(\Theta_x | V_x, u_x) \tag{2.19}
\]

where

\[
H(\Theta_x) = -\frac{1}{2} \log |\eta_\theta(x)| + c \tag{2.20}
\]

is the current uncertainty about the future motion at pixel \(x\) and

\[
H(\Theta_x | V_x, u_x) = -\frac{1}{2} \log |\eta_\theta(x) + J'_x \eta_w J_x| + c \tag{2.21}
\]

is the uncertainty we expect to have after we observe the next image \(V\). Note \(H(\Theta_x | V_x, u_x)\) can be seen as a measure of the quality of the sensor available at pixel location \(x\). A large value of \(H(\Theta_x | V_x, u_x)\) indicates a bad sensor and a small value indicates a good sensor, i.e. an image location expected to provide high information about future motion. Thus, the expected future motion information \(M(S, v)\) provided by a saccade \(S\) to a current image \(u\) integrates two factors: On one hand, it likes locations where there is currently high uncertainty about motion, i.e., \(H(\Theta_x)\). On the other hand, it likes image locations expected to reduce motion uncertainty, i.e., regions with low \(H(\Theta_x | V_x, u_x)\).

### 2.3 Predicting Saccade Distributions

We compared the performance of EMI and two popular models of visual salience: Itti’s model [7] and the SUN model [10]. Itti’s model defines highly salient regions as regions with higher response from a neural network than neighboring regions. SUN models free viewing of images as a search task, where the likelihood of the observed
image given the target object is uniform. Under this assumption, the information provided by an image region about the target object is inversely proportional to the logarithm of its probability in naturally occurring images. The implementation of the Itti model and the SUN model were downloaded from the Web sites of their developers. Our implementation of EMI will also be made available on the Web.

We tested the models on a subset of 429 images from the NUSEF dataset [16]. The dataset contains probability distributions of fixations made by 75 subjects in free-viewing conditions. Performance was measured in terms of the accuracy of the model in a 2 Alternative Forced Choice Task (2AFC): On each trial, we randomly select two pixels: one pixel fixated by at least one human and one pixel fixated by no human. The goal was to discriminate which pixel was fixated by humans using only the salience values given by the model. A 2AFC of 50 indicates that the salience value provides no information. A 2AFC value of 80 indicates 80% accuracy on the task. An advantage of the 2AFC statistic (also known as the area under the ROC) is that it is independent of the relative frequency of the two categories, and that it is invariant to monotonic transformation of the salience values.

The performance of the SUN model averaged across the 429 images was 77.3%. The performance of Itti’s model was 81.17% and the performance of the EMI model was 81.77%. The difference between the EMI model and the SUN model was large and statistically significant $t(428) = 18.46, p < 0.01$. The difference between the EMI model and Itti’s model was small but also statistically significant, $t(428) = 2.48, p < 0.05$.

Thus, it appears that expected motion information describes fixation distributions at least as well as existing models of visual salience. Figure 2.2 shows an example of the predictions made by EMI and by Itti’s model.
2.4 Expected Motion Information: The Dynamic Case

In previous sections, we analyzed an observer frozen in time who sees an image $U$ at time $t$ and has to decide where to saccade next. Here, we extend the model to analyze the continuous time dynamics of an observer operating with an active camera. The model presented here can be seen as a combination of the I-POMDP of eye movements [17] and the G-Flow model of object tracking [15]. While I-POMDP focuses on gathering information about the location of a target object, here we focus on the problem of gathering information about local motion.

We model the image formation process as a set of linear stochastic differential equations. Let $Y_t \in \mathbb{R}^n$ be a collection of point objects whose appearance and world coordinates may change over time, e.g.,

$$dY_t = dB_t^Y$$

(2.22)

where $B^Y$ is a Brownian process. We think of images as 2D clouds of these point objects. Let $S_t \in \mathbb{R}^2$ represent the location of the camera in world coordinates. This location can be controlled via motor actions $A_t$

$$dS_t = A_t dt + dB_s^a$$

(2.23)

The local displacement vector $\Theta_t \in \mathbb{R}^n$ represents the current location of the different point objects in the image plane

$$d\Theta_t = dS_t + dB_t^\theta$$

(2.24)

Here, $dS_t$ models motion due to controlled camera displacements and $dB_t$ models motion due to other uncontrolled processes. Neither $\Theta_t$, nor $Y_t$ are directly observable. Instead,
the observer has access to portions of the image $U_t \in \mathbb{R}^m$

$$dU_t = \frac{1}{\tau} (f(Y_t, \Theta_t) - U_t)dt + dB^\theta_t$$

(2.25)

where $f(Y_t, \Theta_t)$ is simply a permutation of $Y_t$ according to the current location $\Theta_t$ of the point objects. Note $U_t$, will be a weighted average of the image $Y_t$ transformed by the local shifts $\Theta_t$ and the previous images $\{U_s : s < t\}$. Thus, a camera with a long time constant (slow shutter) $\tau$ will produce images with high motion blur. The expected motion information $\mathcal{M}_t(S_t, U_t)$ is given by the EMI formula (2.19) applied to the set of pixels of $U_t$ visible at that time. Which pixels are visible depends on the current location $S_t$ of the camera. From the point of view of the EMI model, good policies move the camera so as to gather large amount of information about the entire local motion vector $d\Theta_t$. For locations $x \in \mathbb{R}^2$ that are not currently seen by the camera, the uncertainty of the motion increases due to the effect of $dB^\theta_t$. For locations seen by the camera, uncertainty will increase due to the passage of time, but it will also decrease due to the sensory $U_t$ provided by the camera. The amount by which it is expected to decrease is controlled by the EMI equation (2.19). This is superficially related to the model of Najemnik and Geisler (NG)[18] in that it is based on expected information gain. However, NG is a model of visual search in a very specific task (e.g., search for a known pattern in a pink Gaussian noise background). As such, its goal and scope are quite different from EMI.

### 2.4.1 Optimal Inference and Control

Optimal inference under a model similar to this used for a computer vision task was analyzed in [15]. There, it is shown that inference can be handled with standard Kalman filters with time dependent observation parameters. The main difference added here is the use of camera motion blur.
While the model is very simple, it already captures important trade-offs faced when designing a camera controller. If the camera does not move, the uncertainty about motion in the unseen portions of the scene will increase rapidly. On the other hand, if the camera moves, motion blur will decrease the expected motion information provided by the observed images.

In contrast, current visual salience models treat motion as a desirable (salient) property of visual sequences. This is problematic both for developing robot cameras that learn on their own how to maximize visual information gathering, and for modeling how humans move their eyes. In the previous sections, we saw that EMI predicts well where humans move their eyes. Here, we show that previous models of salience cannot predict how humans move their eyes, whereas, at least qualitatively EMI, does not have such a problem.

2.5 Preference for Motion

To explore the problems with current models of salience, we set up a test case by constructing movies that scan a scene with varying speed and motion blur parameters.
Figure 2.4: Salience in high- and low-temporal-resolution cameras. Normalized salience estimates from SUN, Itti & Koch, and EMI for the three policies, Fixed, Random, and Saccade-like, in two conditions: (a) a high temporal resolution, non-blurring camera, and (b) a standard temporal resolution camera. Notice that EMI rates the motion policy more salient (higher quality policy) when there is no blur, but unlike the other measures, prefers a saccade-like policy when camera movements generate blur.

As backgrounds for these movies, we selected images from the NUSEF database [16]. Figure 2.3(a) shows a schematic for how these movies were generated: a small field of view was moved along the background image following a fixed path at a standard speed. This generated a video sequence $Y$. The camera representation $U$ of the input sequence was determined by the following model

$$dU_t = \frac{1}{\tau}(Y_{\alpha t} - X_t)$$  \hspace{1cm} (2.26)

Thus, $\alpha$ determines the speed at which the camera moves through the standard path. For $\alpha = 1$, it moves at the standard speed, for $\alpha = 2$ it moves at twice the standard speed. The parameter $\tau$ represents the time constant of the camera sensor. Large time constants mean that the sensor blurs more through time. We used 20 different images as backgrounds, and videos were generated for $\tau \in \{1, 2\}$ and $\alpha \in \{1, 4/3, 2, 4, 10, 20\}$. We examined
the average visual salience of these movies as computed by the Itti & Koch model [7], the SUN [8] model and EMI (see Figure 2.3(b)). As the speed of the movie increases, the previous salience algorithms estimate higher salience. Such unconstrained preference for motion is problematic. Any robotic implementation that attempts to maximize these measures of salience would result in a robot that moves as much as possible in order to increase how interesting it thinks its environment is. The problem is that these approaches do not capture the fact that the reliability of the sensors decreases during motion, and thus the amount of useful motion information extracted from the world is actually lower when the camera moves very fast. As Figure 2.3(b) shows, EMI does not like high camera motion, due to the fact that it produces temporal blur, which degrades the visual information about motion.

Some previous work in robotics has attempted to design cameras that learn appropriate compensatory movements to stabilize the image in a camera during self motion [19]. Other work has dealt with the problem by requiring the head to remain fixed [20] or only estimating salience after a movement has been completed [21]. These approaches, however, do not explain why it is important to be wary of motion. The next section provides an experimental argument that the EMI model deals with self-produced motion in an intelligent way. EMI also predicts when saccadic camera movements, as opposed to continuous camera motion, are desirable.

2.6 Control Policies for Active Cameras

To examine the type of exploratory behavior favored by SUN, Itti’s model, and EMI, we evaluated the salience of a set of movies generated by three different camera control policies. Extrapolating from these estimates, we can get a qualitative sense for what types of eye movement policies the different algorithms would prefer. Here, a policy
defines the path of a movie frame across a background image, similar to the process outlined in Figure 2.3(a), subject to the camera model from equation (2.26).

Three policies were considered. Under policy F, the camera remains fixed in a constant location for the duration of the movie. Under policy M, the camera moves rapidly and continuously around the image. Although the path changes direction, it does not pause in any location. The third policy, S, mimics a series of saccades by moving first to the left of the image, pausing there, and then moving to the right of the image.

The three policies, F, M, and S, were evaluated with two different sensory conditions. The first condition used a camera model with very good temporal resolution, i.e., very small time constant $\tau$. The second condition used a camera with temporal resolution approximating that of the human eye.

The scaled salience estimates from the three algorithms for the movies associated with policies F, R, and S are shown in Figure 2.4. Figure 2.4(a) shows the results with a simulated high-shutter-speed (no motion blur) camera. In this case, the three salience algorithms have the same preferences. They all prefer the high motion (M) policy. This makes sense: since the camera sensor has a very small time constant, one loses no information by moving the camera quickly. However, things change dramatically when operating with a more realistic camera that produces motion blur, see Figure 2.4(b). In this case, SUN and Itti’s model still prefer the high, continuous camera motion. EMI, on the other hand, prefers the saccadic policy (S), presumably because it minimizes the loss of information due to motion blur during saccadic flight.

2.7 Conclusions

Recent years have seen great advances in the development of computational model of visual salience. While these models predict well where humans will look in
a scene, they have problems predicting how they will do so. As such, they are not well suited for robotic cameras that learn to develop their own motor policies to maximize visual sensory information. Here, we have proposed EMI as a model of salience which explains saccade distributions at least as well as current models of visual salience while solving their limitations for robotic applications. These limitations include a preference for motion. This preference, when used to guide an active camera, would lead to policies that move the camera without stopping. When we use EMI as a measure of the quality of a movement policy, we see that it prefers ballistic behaviors that minimize time in motion (when the cameras are blurry). In future work, we will apply the EMI measure of salience to allow the Machine Perception Lab’s humanoid robot, Diego-san, to learn how to move its cameras during explorations of novel objects.
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Chapter 3

Infomax models of oculomotor control

From a Bayesian point of view, learning is simply the process of making inferences about the world based on incoming data. The efficiency of this learning is determined by the quality of the information provided by the sensors. Thus, a critical part of learning is the existence of a sensory-motor system designed to maximize the information required to achieve goals. Here we show that a wide range of primate eye movement phenomena can be elegantly explained from the point of view of infomax control. The proposed approach describes the velocity profiles of saccadic eye movements as well as previously existing models. In addition, the infomax approach explains phenomena that are beyond the scope of previous models: non-saccadic eye movements, and the difference in end point and velocity profiles observed in saccade-to-target and reach-to-target tasks. The results suggest that the oculomotor control system evolved to be a very efficient real time learning machine.

3.1 Introduction

From a Bayesian point of view, learning is simply the process of making inferences about the world based on incoming data. The efficiency of this learning is
determined by the ability of the sensory-motor control system to maximize the information needed to achieve goals (infomax control).

Humans make over 150,000 saccades per day, spending about 2 hours in saccadic flight, during which useful vision is very poor. It is well known that the velocity profiles of primate saccadic eye movements are quite stereotyped and adhere to consistent relationships between amplitude, duration, and peak velocity. These relationships have been called the “main sequence” [22].

Recent models of oculomotor control have been successful at describing saccade velocity profiles using optimal control principles. Typically, these models focus on the relationship between motor commands and forces applied to the eyes, and postulate that the goal of the oculomotor system is to drive the eye to target locations as quickly and accurately as possible. Some models postulate that the eyes minimize the expected deviation from a target end point [23, 24]. Other models postulate that eye movements minimize the time required to reach the target point [25], which turns out to be mathematically equivalent. These models ignore the sensory properties of the eyes and assume that the goal of oculomotor control is to reach target points. How these targets are selected is beyond the scope of the models. A recent class of models has focused on explaining how the target points are selected using information maximization principles [26, 27]. Up to now these models have focused on the sensory properties of the eyes (e.g., the fall-off of sensitivity as a function of eccentricity) and have ignored their mechanical properties. Here, we show that by jointly examining the sensory and mechanical properties of the eyes it is possible to explain a range of new phenomena that were beyond the scope of the previous models. The approach shows that a wide range of primate eye movement phenomena reveal that the primate oculomotor system evolved to be a very efficient real-time learning machine.
3.2 Infomax Model

To model oculomotor control, we first need to have a description of the system of the eye. We follow [23] in using a state-space model with signal dependent noise to describe the eye. We call the state of the eye at time $t$ as $X_t$, and describe its changes through time with

$$dX_t = AX_t dt + BU_t dt + (C + U_t) dB_t$$ (3.1)

$$X_t = \begin{bmatrix} X_{e,t} \\ \dot{X}_{e,t} \end{bmatrix}$$ (3.2)

Where the matrix $A$ represents the passive dynamics of the system, $B$ describes the effects of the control inputs $U_t$ on the state, and $C$ describes the effect of the Brownian motion $B_t$ on the state. $X_t$ is the state matrix, which contains the eye position $X_{e,t}$ and velocity $\dot{X}_{e,t}$. Notice that the noise scales with the size of the control input, which gives rise to a tradeoff between controlling the system and being certain of the system’s state. The values in the $A$ and $B$ matrices were found from human saccades in [28], and like [23] we use these values. These values were retrieved from horizontal saccades, and we model saccades similarly in only one dimension.

Although previous models have assumed that the endpoint of a saccade, which we will call $Z$, is known exactly, here we introduce target uncertainty by treating $Z$ as a random variable. Especially if this target is presented in the periphery, subjects will be unsure of the target’s location due to sensory uncertainty. Here we model the belief of the target’s location as a Gaussian distribution. Additionally, we assume target has its
own dynamics described by

$$dZ_t = \eta_t dt + n dV_t$$  \hspace{1cm} (3.3)$$

where \(\eta_t\) is the model of the target’s velocity, and \(dV_t\) is Brownian motion, with magnitude determined by \(n\). We assume the model of the target dynamics is known. The model could potentially be learned or estimated from the observations of the target, but we do not address this issue here. Even though the dynamics are known, \(Z\) is not, so we need a model for how the eye learns about the location of the target.

Similar to [29], who use a POMDP framework to examine hand-eye coordination, we model the observations \(Y\) that the eye collects about the target. These observations change through time as

$$dY_t = (X_{e,t} - Z_t) g(X_{e,t}, Z_t, \dot{Z}_t) dt + dW_t$$  \hspace{1cm} (3.4)$$

If the observations were noiseless and accurate, they would give the eccentricity of the target with respect to the location of the eye. However, the observations are contaminated by noise, \(dW_t\), and the signal-to-noise ratio (SNR) is defined by the visual acuity function \(g\). We choose the following form of the visual acuity function

$$g(X_t, Z_t, \dot{Z}_t) = e^{-\left[ \frac{1}{\rho} ((X_{e,t} - Z_t) \beta)^\rho + \frac{1}{2} (X_{e,t} - \dot{Z}_t)^2 \gamma \right]}$$  \hspace{1cm} (3.5)$$

where \(\rho\) and \(\beta\) define the shape and width of the falloff in SNR due to the target’s eccentricity, and \(\gamma\) defines the width of the falloff in SNR due to the relative velocity of the eye. For computational simplicity, we restrict \(\rho\) to be an even number so we can
avoid using an absolute value on \((X_{e,t} - Z_t)\). For example, if we assume the velocity term is zero, and \(\rho = 4\), Figure 3.1 shows a schematic of how the SNR would decrease as the eccentricity (on the x-axis) diverges from zero in either direction.

![Figure 3.1](image)

**Figure 3.1:** Schematic figure of how the SNR decreases as the eccentricity (x-axis) differs increasingly from zero.

A similar shape would hold for the velocity term of the visual acuity function as well. The velocity term models the cost of moving the eyes rapidly. In humans, saccadic suppression masks high-frequency visual information during fast eye movements. Similarly, in the model, a high velocity of the eye with respect to the target reduces the SNR of the observations. This sets up another tradeoff. If the eye is far from a stationary target, the controller must decide whether it is better to make slow movements that generate more reliable observations, or fast, unreliable movements to decrease the eccentricity of the target. The optimal action will depend on the values of the parameters \(\rho\), \(\beta\), and \(\gamma\), and the relative cost of action and uncertainty. Taken together, (3.1), (3.3), (3.4), and (3.5) describe the system to be controlled. What remains is to find a control policy that can generate the actions \(U_t\) from times 0 to final time horizon \(T\) such that the system is driven to a desired state.
3.2.1 Learning the control policy

To find the optimal policy, we first need to define an objective function. Here we use a quadratic objective function, and use iterative Linear Quadratic Gaussian (iLQG) [30] control, which will require dealing with both the partial observability and the non-linearity from (3.5). In this paper, we will model eye movements in three tasks (target-directed saccades, smooth pursuit, and eye-hand coordination). Objective function in (3.8) will be modified based on task goals.

For the moment, we will focus on target-directed saccades. In this task, we use data collected from horizontal saccades in humans [31]. The participants were asked to saccade from a central fixation point to a flashed target at different amplitudes. Because the task involves positioning the eyes as close as possible to the target, we start with a term for minimizing the squared error between eye and target. Additionally, we include a term to model the cost of action. Let the cost function take the form

\[(X - Z)^2 + U^2 Q\]  

where \( Q \) is a scalar that captures the tradeoff in cost related to being far from the target point and making actions.

The expression in (3.6) will be the cost function if the target location \( Z \) is known. However, because the location \( Z \) is unknown, we cannot use this cost directly. Instead, we need to take the expected value of (3.6), which leads to

\[(X - \hat{Z})^2 + \sigma_Z + U^2 Q\]  

where \( E[Z] = \hat{Z} \) and \( \sigma_Z \) is the variance of the estimate of the target location. With (3.7), we have a quadratic cost function. Notice that even in a situation where the task is to
move to a specified location, there is still pressure to find a solution that maximizes the information about the target location.

![Figure 3.2: Finite horizon time segments.](image)

**Figure 3.2:** Finite horizon time segments. The two segments of the finite horizon used for control. First, from time 0 to time $T$, there is no penalty for the distance from the eye to the target. Second, during fixation (from time $T$ to time $T+F$), the penalty on the eye position is enforced. The penalty on the magnitude of the action $U$ is enforced for the entire horizon.

In this target-directed task, the entire eye movement in one trial includes first a saccade and then a short fixation period at the target. To apply the cost function (3.7) to the entire movement, we also separate the movement control into these two segments, as shown in Figure 3.2. The first segment, which we will call the saccade, only contains penalties on the actions. The second segment, from time $T$ to time $T+F$, which we call the fixation, also includes the penalty on the state of the eye. With this, the complete minimization objective becomes

$$
\int_{T}^{T+F} (\langle X_t - \hat{Z}\rangle^2 + \sigma_Z) dt + \int_{0}^{T+F} U_t^2 Q dt
$$

(3.8)

Following [30], we include $\hat{Z}$ and $\sigma_Z$ in the state $X$, and plan according to the belief state. Using an extended Kalman-Bucy filter, we can find the dynamics of $\hat{Z}$ and
\( \sigma_Z \). The extended Kalman-Bucy filter equations are as follows

\[
d\hat{Z}_t = \eta dt + K_t dI_t 
\]

(3.9)

\[
dI_t = (dY_t - f(X_t, \hat{Z}_t, \dot{\hat{Z}}_t)) dt 
\]

(3.10)

\[
K_t = \sigma_Z \frac{\partial}{\partial \hat{Z}_t} f(X_t, \hat{Z}_t, \dot{\hat{Z}}_t) 
\]

(3.11)

\[
d\sigma_Z = -K_t^2 dt + n_t^2 dt 
\]

(3.12)

where we’ve defined

\[
f(X_t, \hat{Z}_t, \dot{\hat{Z}}_t) = (X_{e,t} - \hat{Z}_t) g(X_t, \hat{Z}_t, \dot{\hat{Z}}_t) 
\]

(3.13)

and \( g \) is as in (3.5). Using the product rule, we can find

\[
\frac{\partial}{\partial \hat{Z}_t} f(X_t, \hat{Z}_t, \dot{\hat{Z}}_t) = g(X_t, \hat{Z}_t, \dot{\hat{Z}}_t)(1 - \beta (X_{e,t} - \hat{Z}_t)^2) 
\]

(3.14)

Using the above equations, we can incorporate the observation process \( Y \) with the estimate of the target location and give the dynamics of \( \hat{Z} \) and \( \sigma_Z \) in relation to time.

The final step is to augment the \( A \) and \( B \) matrices from (3.1) to include the dynamics of \( \hat{Z} \) and \( \sigma_Z \) in relation to changes in the other state variables. We can find the necessary terms in the augmented matrices by taking the partial derivatives of (3.12) with respect to \( X_{e,t}, \dot{X}_{e,t}, \hat{Z}, \) and \( \sigma_Z \). This will allow us to linearize the dynamics of the system around a given state or sequence of states.

With the linearized dynamics, the belief state \( \hat{Z} \), and the quadratic cost function, we can now solve for a control policy using iLQG. The policy learned by iLQG is a closed-loop policy. This means the optimal action at a given time can depend on the state rather than just the time; in other words, the optimal policy can react to changes in the
environment. This feature of the policy is interesting, and differs from previous models, and its implications are discussed in more detail in Section 3.5. Once the control policy has been learned, it can be applied to a noise-free simulation to give an expected trajectory of the eyes for a set of parameters.

3.3 Evaluation Methods

To evaluate the suitability of the infomax model for describing oculomotor control, we looked at three different eye movement paradigms. The first is in describing the velocity profiles of horizontal saccades, as was described earlier. Second, we examined the qualitative suitability of our model for predicting smooth pursuit in amenable situations in simulation. We also examined a task where the eye played a supportive role to the hand, which had to reach a target.

3.3.1 Saccades

To learn the parameters of the system that describes the eye’s movement and observations, we perform a pattern search to minimize the root squared error between the velocity profiles of 5, 10, 20, 30, 40, and 50 degree saccades generated by the optimal controller under the fixed set of parameters and the behavioral data from [31]. We allow the saccade duration $T$ to change with each amplitude, but all other parameters are held constant across amplitudes.

To compare the infomax model to other models, we use a cross-validation paradigm, where each amplitude saccade is held out in turn. The parameters for each model are set from the remaining amplitudes, and an optimal movement for the held-out amplitude is generated with the learned parameters. Then, the error is calculated, and averaged across the amplitudes.
3.3.2 Smooth pursuit

To model eye movements other than saccade, we need only make minimal changes to the objective function (3.8). Rather than considering the task where the eyes are required to move to a particular location (as was the case in our model of the saccade task from [31]), here we only consider the goal of minimizing the variance of the estimate of the target location. As such, the objective comes closer to pure information maximization, and is defined as

\[ \int_T^{T+F} \sigma_Z dt + \int_0^{T+F} U_r^2 Q dt. \]  

(3.15)

Although we have tried the following experiments with an objective function closer to (3.8) with similar results, it is more compelling to show that even without a strict penalty on the location of the eyes, we can generate qualitatively similar behavior to smooth pursuit, so we will focus on this case.

3.3.3 Hand-eye coordination

We model eye movements in a rapid reaching task (data collected and described by [32]) in two conditions: Eye+hand, in which the reward is given based on the endpoint of hand movement; Eyes only, in which the reward is given based on the endpoint of saccadic eye movement. In the experiment, subjects were instructed to reach the target at a distance of 20 cm (25 degree visual angle) from the starting location either with hand (Eyes+hand) or eye (Eyes only) movement at a time window of 600 ms. For the former, subjects can freely move their eyes and thus eye movements only serve to guide hand movements. For the latter, subjects’ reward will be based on the endpoints of eye movements and thus eye movements contribute directly to the task goal. We used Eyelink1000 system to track eye movement and Phasespace motion capture system to
record hand movement in the experiment.

We model the hand as a point mass, and used the dynamics for the hand as described in [25].

For Eyes+hand condition, without constraint on eye movement to the target, the objective function for eye movement is

\[
\int_T^{T+F} ((X_{h,t} - \hat{Z})^2 + \sigma Z) dt + \int_0^{T+F} U_t^2 dt \quad (3.16)
\]

where \(X_{h,t}\) is the position of the hand at time \(t\).

For Eyes only condition, with the task goal of moving eyes to the target, similar as the target-directed saccade task, the objective function for eye movement is (3.8).

3.4 Results

3.4.1 Predictions of optimal saccades for static targets

Figure 3.3 compares the infomax model prediction of saccade velocity profiles over a range of amplitudes. Optimal velocity profiles (Fig 3.3b) captured the important shape features shown in behavioral data (Fig. 3.3a) (i.e. symmetric for low amplitudes and asymmetric/left-skewed peak for high amplitudes). The optimal positions (Fig. 3.3c) also show similar trajectories as in the observed behavior.

In Figure 3.4, we compare infomax with previous models (Internal Model from [33]; Minimum Variance Model from [24]). RSE comparison (Fig. 3.4c) suggests there is no significant difference (summed over all velocity profiles between behavior and model predictions) between those 3 models (\(p > 0.1\)).
3.4.2 Prediction of saccadic and smooth pursuit eye movement for moving targets

Figure 3.5a and 3.5b show infomax prediction for eye movements when the target moves at 20 deg/s with no location difference between initial fixation and the onset of the moving target. Eye velocity trace in Fig. 3.5a suggests the eye will increase velocity rapidly and continuously until reaches the target velocity (∼40 ms after target onset), and then track the target using pursuit eye movements. Eye position trace in Fig. 3.5b shows eye positions closely match target locations.

Figure 3.5c and 3.5d shows model prediction of eye movement when the moving target is initially located 5 deg to the right of fixation, and then moves to the right at
10 deg/s. Eye velocity trace in Fig. 3.5c shows the eye will first make a quick catch-up saccade-like movement to the target (∼150 ms after target onset) and then track the moving target at a matching speed. The eye position trace in Fig. 3.5d suggests the eye will reach the target at the end of the first quick movement and then track the target position.

![Eye velocity and position traces](image)

**Figure 3.5**: Representative eye movement responses to moving targets. Top row: a. Eye velocity trace (solid blue line) and b. corresponding eye position and target position in response to a zero-offset target moving rightward at 20 deg/s (dashed green line). Bottom row: c. Eye velocity trace (solid blue line) and corresponding eye position and target position in response to a moving target initially located at 5 deg in the right visual field and then moves rightward at 10 deg/s (dashed green line).

### 3.4.3 Prediction of eye movement in Hand-eye coordination

Figure 3.6a shows model predictions of eye movement in hand-eye combination (solid blue) and eyes only (solid red) conditions. Comparing with behavioral data (dashed blue, dashed red lines) observed in the experiment (Figure 3.6b), eye movement endpoints in the task show that subjects undershoot target with saccadic eye movements when the
task goal is to reach the target with the hand (top panel in Figure 3.6b). However, the undershooting disappeared when the task goal was to fixate the target with eye movements (bottom panel in Figure 3.6b). Infomax predictions (Fig. 3.6a) of optimal eye positions for the hand-eye condition (solid blue) and eye only (solid red) are consistent with this observation from the behavioral data (dashed blue and red).

![Figure 3.6](image)

**Figure 3.6:** Eye movements in the reaching task. a. Comparison between infomax prediction of optimal eye positions (solid lines) and behavioral data (dashed lines). b. Eye movement endpoints in Eye+hand condition (top panel) and in Eyes only condition (bottom panel). Green circle is the target; red dots are hand endpoints in Eye+hand condition; black dots are eye endpoints.

### 3.5 Discussion

We showed that saccadic eye movements emerge as the solution to an information maximization problem with sensors that have a limited field of view and limited temporal resolution. The information maximization principle explains the velocity profiles observed in saccadic eye movements as well as previous principles, including minimum end-point variance [23] and minimum time [25]. More importantly, information maximization explains eye movement phenomena that were beyond the scope of previous models. We showed that, for moving targets, infomax generates both saccades and
smooth pursuit eye movements. When target onset location is close to the initial eye fixation (foveal), infomax predicts smooth pursuit eye movement which closely tracks target positions. When the target appears in a peripheral location, infomax predicts a catch-up saccade followed up by smooth pursuit eye movement. Qualitatively, this behavior was observed in empirical studies [34, 35]. While previous models [36] explained smooth pursuit from the point of view of minimizing tracking errors, here we explain both saccadic movements and smooth pursuit from the point of view of maximizing information about the location of a target.

We designed an experiment in which target tracking and information maximization make different predictions. Subjects were instructed to reach a target with their hands (Hand condition) or with their eyes (Eye condition). Subjects were rewarded based on the endpoints of hand movements or eye movements, respectively. For the Eye condition, subjects made eye movements as predicted both by the infomax approach and by the target tracking approach. However, for the Hand condition, eye movements undershot the target by ∼2.5 degrees. This result was predicted by the information maximization approach but contradicted the target tracking models. According to the infomax model, the reason why people undershoot in the Hand condition but not in the Eye condition is that moving the eyes close to the target does not improve the accuracy of the hand motion.

It should be noted that the infomax model generates closed-loop control policy for the eyes. At first glance, this might seem an undesirable feature since saccades are widely believed to be open-loop, ballistic movements. However, due to the limited temporal bandwidth of our eye model, when the eyes move quickly they provide very little visual information, and thus virtually operate in open loop mode. The decision to move slowly in closed loop mode, or quickly in open loop mode, can be seen as the result of optimizing a common information maximization principle.
3.6 Conclusions

From a Bayesian point of view, learning is equivalent to making inferences based on the information gathered by the sensors. Efficient learners are thus those that control their sensors so as to maximize the expected value of information. Here, we showed that a wide range of properties of the oculomotor system, including the velocity profiles of saccades, the transition between smooth pursuit and saccadic movements, and eye hand coordination in reaching tasks can be explained from the point of view of information maximization. In summary we showed that, by considering that the oculomotor system has evolved to be a very efficient real-time learning machine, one can make sense of a wide range of phenomena that were previously addressed using different principles or that were beyond the scope of previous models.

It should be noted that our work is agnostic with respect to brain implementation issues. For example, while we show that saccadic movements and smooth pursuit movements serve a common goal (information maximization) it is perfectly plausible for the two forms of movements be controlled by different brain systems. It is also possible that, as recently suggested [35, 37], saccades and pursuit are two outcomes of a single sensorimotor system. Regardless, our work suggest that the brain systems involved in oculomotor control have evolved to serve a common computational principle: efficient, real-time learning.
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Chapter 4

Visual Perception of Inertial Affordances: Computer Simulation

We present a Model Predictive Control approach to visual affordances. Under this framework, visual information is used to estimate the inertial parameters of internal models of physical objects. Model Predictive Control algorithms then generate and update motor control policies based on the existing internal models. Finally, the torques and accelerations observed while applying the control policies provide a training signal to refine the mapping between visual features and inertial model parameters. We show that the proposed approach models the results of existing behavioral experiments, suggests and makes predictions for new experiments, and is amenable for implementation in humanoid robots.

4.1 Introduction

Consider the two objects in Figure 4.1. Most people have not encountered these objects before, yet they have strong intuitions about which object is better for mashing
potatoes and about how to grasp it for doing so. This is an example of a visual affordance, our intuition of how to interact with a novel object based on visual inspection. There is experimental evidence that infants already use visual affordances when interacting with objects. In a classic experiment, [38] showed that by 9 months of age infants estimated inertial properties of objects based on visual information. Rods of different sizes were given to infants at arm’s length, so that when the experimenter released the object the infant’s arm either dropped, raised, or remained stable. Infants soon learned to predict the weight of the rod from its length, as shown by the fact that the initial arm-drop decreased as new rods were presented. After this learning had occurred, infants were given a hollow decoy rod that broke the learned relationship between length and weight. The infants’ arms lifted up significantly, indicating that the infants had learned a visual affordance: prior experience taught them to modulate the forces to be applied to a new object in response to the visual perception of that object.

In this paper, we explore a computational approach for how visual affordances may be developed and applied in the context of motor planning and motor control. We focus on perception of the inertial properties of objects (e.g., weight, center of mass, moment of inertia). We propose an approach that can model the phenomena from [38], suggest and predict the results of novel experiments, and be implemented in physical robots.

The approach we propose has three main components:

1. A visual system that predicts inertial properties of objects based on their visual features.

2. A proprioceptive system that estimates inertial properties of objects from observed joint torques and resulting accelerations. The proprioceptive system is used to update the predictions of the visual system.
3. A model predictive controller that can both run internal simulations of object dynamics for anticipatory choices, and control behavior in the physical world.

4.1.1 Prior Work

[39] presented one of the pioneering approaches to robotic affordance learning. In their approach, a robot poked objects and observed whether or not they rolled. This allowed the robot to learn to predict whether new objects will roll based on visual information alone. Other approaches focused on learning to choose from a discrete set of actions based on the results of these actions on visually similar objects [40] [41] [42] [43]. For example, in [40], a robot performs predefined movements with color-coded tools to move a puck on a flat surface. The results of each movement are recorded, and the previous results are used to select behaviors to move the puck to desired locations. One limitation of these approaches is that they do not generalize past the actions in their pre-defined sets.

[44] argues for an approach similar to ours: rather than classifying a discrete set of affordances directly from visual features, the approach first makes inferences about intermediate object properties, such as material or size. Then, the presence or absence of a set of affordances (pushable, liftable, etc.) is classified using the intermediate features.
Our approach differs from this previous proposal in that, instead of predicting specific affordance labels, we learn to map visual features into internal models of objects. These internal models are then used within a Model Predictive Control (MPC) approach to generate control policies for a wide range of tasks and situations.

There is evidence that humans use internal models of their own bodies and of external objects in order to formulate motor control plans [45]. There is also evidence that the cerebellum plays an important role in the formation, adaptation, and real-time use of these internal models. For example [46] had subjects in an fMRI scanner learn to track a target with the cursor of a computer mouse with a rotated coordinate frame. The cerebellar activations showed one pattern that was proportional to the error between the mouse cursor and a tracking target, and another pattern that showed increased activation even after the error decreased to baseline levels. They propose that this activation is evidence of an internal model being learned and remaining active when the task is performed.

In the next sections, we formalize the problem we are trying to solve, specify the proposed approach, and run computational experiments to explore how the approach behaves in different conditions of interest.

### 4.2 Problem Formalization

The goal of our approach is to explain phenomena like the one illustrated in Figure 4.1, in which people can make predictions for how to choose and use novel objects for a wide range of tasks. We formalize this problem from the point of view of MPC: we aim to develop closed loop control policies for articulated bodies (robots) that use rigid objects (e.g., tools) to achieve goals. These control policies are developed by using optimal control methods applied to internal models of the world. Our goal is
for the visual appearance of the objects to modulate the resulting control policies in an intelligent manner, \textit{i.e.}, a manner that is optimal with respect to a well defined function.

### 4.2.1 Robot Dynamics

The dynamics of a rigid articulated body, such as a robot, follow the standard equation of motion

\[
M(\theta_t)\ddot{\theta}_t = \tau_t + N(\theta_t, \dot{\theta}_t)
\]  

where \(\theta_t\) is the vector of joint angles at time \(t\), \(\dot{\theta}_t\) the angular velocities, \(\ddot{\theta}_t\) the angular accelerations, \(M(\theta_t)\) is the moment of inertia matrix of the entire articulated body, \(\tau_t\) the vector of torques applied by the rotational joint actuators, and \(N(\theta_t, \dot{\theta}_t)\) is the vector of gravitational, friction and Coriolis/Centripetal forces.

We model a stably grasped object as a change to the robot itself. An object attached to the robot by a grasp changes the robot’s geometry, inertial properties and equation of motion. Here, we use the parameter \(\lambda\) to represent the inertial properties of the grasped object. The equation of motion for the resulting robot-object system is

\[
M(\theta_t, \lambda)\ddot{\theta}_t = \tau_t + N(\theta_t, \dot{\theta}_t, \lambda)
\]

### 4.2.2 Control Policy

Formally, a control policy \(c\) is a mapping between robot states (angles, and angular velocities) and actions (torques applied to each joint), \textit{i.e.},

\[
\tau_t = c(\theta_t, \dot{\theta}_t)
\]
Goals are formulated in terms of a scalar function that captures the expected reward resulting from using a control policy over a finite period of time \([0, T]\)

\[
\rho(c) = \int_0^T E[R_t|c] dt
\]  

(4.4)

where \(R_t\) is the reward rate and \(T\) is the terminal time. The reward rate \(R_t\) is simply a function that expresses the desirability of achieving a robot’s state at a particular point in time \(t\). For example, \(R_t\) could be the Euclidean distance, at time \(t\), between a target location and the tip of a robotic finger.

The problem is to find a control policy \(\hat{c}\) that maximizes \(\rho(c)\) subject to the dynamics in (4.2), where the inertial properties \(\lambda\) of the object are not completely known. Moreover we want for the control policy to be modulated by the visual appearance of the object, in a principled manner. In the case where the robot can use multiple tools to achieve a task, the robot can generate a policy for using each tool. Then, it can choose the tool with the highest expected reward.

### 4.3 Proposed Approach

We formalize the lack of knowledge of the object’s inertial properties by using a probability distribution, \(p(\lambda_t | v_t, s_t)\), over inertial parameters of the object (weight, center of mass, moment of inertia). Here \(\lambda_t\) represents the inertial properties of the object observed at time \(t\). \(v_t\) represents the visual information observed while manipulating objects up to time \(t\), and \(s_t\) is the proprioceptive information (joint torques and angular accelerations) obtained while manipulating objects up to time \(t\). This probability distribution is the mathematical expression for the visual perception and learning of inertial affordances.

Suppose at time \(t\) the robot is presented a new object. Prior experience observing
and manipulating objects \((v_t, s_t)\) allows the robot to predict probable inertial parameters for the current object: \(p(\lambda_t | v_t, s_t)\). Based on this prediction, the robot formulates a control policy to achieve a goal using the object. The control policy is implemented, and as a result of it the robot grasps the object and manipulates it. During the manipulation, the robot keeps track of the joint torques and resulting joint accelerations. This new data is used to update the probability distribution of inertial parameters given visual features.

Figure 4.2 shows the different components of the proposed approach: (1) A visual system generates a probability distribution of object inertial properties based on their visual properties (e.g. color, texture, shape). Given a new image, the system generates a probability distribution over object geometry and density. This is then used to compute a probability distribution over probable inertial object properties (weight, center of mass, moment of inertia) given their observable visual features. (2) A Model-Predictive Control system that generates control policies to achieve goals given the current probability distribution over object inertial parameters. The control system uses an MPC approach, i.e., it utilizes internal models with the known inertial parameters of the robot, plus the available distribution of inertial object parameters to formulate control policies. These control policies are then applied in the physical world. The results are
used to update the internal model. (3) A proprioceptive system that infers the posterior distribution over the inertial properties of objects given: a prior distribution over inertial object parameters, observed torques applied to the robot joints, and the resulting angular accelerations observed on the joints. This is used as a teaching signal to update the probability distribution generated by the visual system.

### 4.3.1 Estimating Material Density from Experience

A key aspect of our approach is the ability to use prior experience seeing and manipulating objects to generate reasonable control policies for novel objects and tasks. This is achieved by estimating the density of the parts which comprise objects. Basically when a new object is observed, we form a 3D model of the object as a collection of 3D ellipsoids. Algorithms for inferring 3D ellipsoids from 2D images are well known in the computer vision community [47]. This geometric model, in combination with the proprioceptive information (joint torques and angular accelerations) observed while manipulating the object provides enough information to estimate the density of the different object parts. Once the densities of the object parts are known (via proprioceptive data), the mapping between the visual appearance of parts (e.g., color and texture) and material densities can then be learned using standard machine learning methods. This allows to readily generate internal dynamical models of new objects. In this section we show that once the 3D geometry of the object is known, the density of its parts can be estimated from the proprioceptive information (joint torques and angular accelerations) using a simple linear regression model.

As said before we model rigid objects as a set of $n$ uniform-material ellipsoids, each with visually-estimated geometry parameterized by center $\mu_i$ and axis lengths $a_i, b_i, \text{ and } c_i$. While manipulating the object the robot’s proprioceptive system provides information about the torques applied to each joint and the resulting accelerations.
Let $\tau_t$ be the vector of joint torques observed at time $t$. Assuming an inverse dynamics model of the robot is available, we can decompose $\tau_t$ into two components, a component due to the dynamics of the robot itself, and a component caused by the grasped object

$$\tau_t = \tau^r_t + \tau^o_t$$

(4.5)

It is well known that the articulated bodies dynamics equation (4.2) is linear with respect to the inertial parameters of the system (see Appendix A). Thus we can write the dynamics in the following linear form

$$\tau^o_t = K_t \gamma$$

(4.6)

where, $K_t$ is a known matrix function of the robot-plus-object kinematics and joint accelerations, and $\gamma$ is a vector containing the unknown the inertial parameters of the object.

We next show that $\gamma$ is itself a linear function of the vector of object densities $\delta$, which we aim to estimate. The 10 inertial parameters of the object, $\gamma = (m, mx, Vec_6[I])'$, are:

- the object’s mass, $m$
- the object’s center of mass times its mass, $mx$
- the object’s inertial matrix, $I$, in the object’s frame, with origin $o$ as reference. $Vec_6[I]$ extracts the 6 elements from the upper triangle of the symmetric matrix $I$.

First, we write $I$ in a form linear on the masses $m_i$ of each component. Using the
parallel axis theorem, we can write the total inertia of the object as

$$I = \sum_i I_i - m_i [d_i]_\times^2$$

(4.7)

where $d_i$ is the vector from the origin of the object’s frame, $o$, to $\mu_i$, $m_i$ is the mass of ellipsoid $i$, $I_i$ is the inertia of ellipsoid $i$ around its center of mass, and $[d_i]_\times$ is the skew-symmetric cross-product matrix constructed from the vector $d_i$. Since we know the geometry of ellipsoid $i$, and the form of the inertial matrix for ellipsoids, we can write

$$I_i = \begin{bmatrix}
\frac{1}{3}(b_i^2 + c_i^2) & 0 & 0 \\
0 & \frac{1}{3}(a_i^2 + c_i^2) & 0 \\
0 & 0 & \frac{1}{3}(a_i^2 + b_i^2)
\end{bmatrix} m_i$$

(4.8)

and

$$I = \sum_i I_i - m_i [d_i]_\times^2$$

(4.10)

$$= \sum_i (G_i - [d_i]_\times^2) m_i$$

(4.11)

Also,

$$x = \frac{\sum_i m_i d_i}{m}$$

(4.12)

$$m = \sum_i m_i$$

(4.13)
We want to estimate

\[ \delta = \begin{bmatrix} \delta_1 \\ \vdots \\ \delta_r \end{bmatrix} \quad (4.14) \]

where \( \delta_i \) is the density of material \( i \). The color of each component indicates which of a set of \( r \) materials makes it up. This information gives an \( n \times r \) matrix \( A \) where element \( A_{ij} \) is \( v_i \) if object component \( i \) is made of material \( j \), and 0 otherwise. Here, \( v_i \) is the volume of component \( i \), which is known, and allows estimation of the density of materials rather than the mass of the components, since

\[
\begin{bmatrix} m_1 \\ \vdots \\ m_n \end{bmatrix} = A \begin{bmatrix} \delta_1 \\ \vdots \\ \delta_r \end{bmatrix} \quad (4.15)
\]

Combining (4.11), (4.12), and (4.15), we can write

\[
\gamma = HA\delta \quad (4.16)
\]

where

\[
H = \begin{bmatrix} \mathbf{1}_n \\ d_1 \ldots d_n \\ \text{Vec}_6[G_1 - [d_1]_X^2] \ldots \text{Vec}_6[G_n - [d_n]_X^2] \end{bmatrix} \quad (4.17)
\]

and \( \mathbf{1}_n \) is a row vector of \( n \) ones. Finally, we have

\[
\tau'_i = K_i HA \delta \quad (4.18)
\]
Here the torque vector $\tau^o_t$, and the $K_t, H, A$ matrices are known. Thus we can infer the desired vector of object densities using simple linear regression methods. In practice, we use Bayesian linear regression methods to update, after each trial, a Gaussian estimate of the density of a set of materials. Here, $K$ is a stacked matrix containing $K_t$ for all observed timesteps in a trial, and similarly $\tau^o$ is a stacked vector of all $\tau^o_t$. For a prior belief $\mathcal{N}(\mu_\delta, \sigma_\delta)$ and our data $K$ and $\tau^o$, we get the parameters of the posterior distribution:

$$
\bar{\sigma}_\delta = (\sigma_\delta^{-1} + \eta (KHA)'(KHA))^{-1}
$$
$$
\bar{\mu}_\delta = \bar{\sigma}_\delta^{-1}\mu_\delta + \eta (KHA)'\tau^o
$$

(4.19)

This approach contains a parameter, $\eta$, for the variance of the observation noise. In our case, we can think of the inverse of this parameter, roughly, as a learning rate.

### 4.3.2 Finding the Control Policy

Once we have internal models of the objects, we use optimal control methods, applied to those models, to generate optimal policies. In this paper we generate Minimum Angular Acceleration policies for articulated bodies [48]. These policies have the advantage of generating human-like trajectories, adhering to a well-defined optimality framework, and being computationally efficient. In order to handle the uncertainty over the inertial parameters of grasped objects, we sample from the available distribution of parameter values, and compute the optimal control policy given the sampled parameter. The control policy is applied to the physical world and the results are used by the proprioceptive system to improve the probability distribution of inertial parameters from the visual component.
4.4 Computer Simulations

We run 4 computer simulations of the proposed approach. The goal of the simulations is to gain insights about how the approach behaves before we implement it in a physical robot. The first simulation focuses on the Mounoud and Bower (1974) study previously described [38]. The second simulation describes an additional experiment suggested by the approach and specifies the predictions made by the model. The third and fourth simulations show that, under the proposed approach, visual affordances can generalize to novel objects and tasks.

For the simulations, we use a 7 degree-of-freedom model of the human arm. The first joint (shoulder) has 3 degrees of freedom, the second joint (elbow) has 2 degrees of freedom and the third joint (wrist) has 2 degrees of freedom. The links are simulated as ellipsoids with the density of ice. Gravitational forces use the Earth surface standard. The simulator is implemented in Matlab using the Gaussian mechanics approach to articulated bodies [49]. The equations of motion are integrated using a the Euler method. Our implementation was validated using the Matlab Robotics Toolbox [50].

4.4.1 Simulation I: Modeling Mounoud and Bower’s 1974 study

[38] showed that infants older than 9 months use visual information to adapt their motor behavior towards novel objects. Here we simulate their experiment using the following procedure: On each trial, an ellipsoidal object of a given length and material is presented to the robot arm. The robot reaches out horizontally and is given the object (the object is attached to the hand). The desired behavior is to hold the object fixed at the same height where it was given.

The first 4 objects, which we call the training objects, are all of the same density, but varied in length. The last object, which we call the decoy, has a much lower density
but is length-matched to one of the training objects. The training objects are presented in order from shortest to longest. The color and axis lengths of the ellipsoids are used as visual features. There are well known approaches from the computer vision literature to estimate geometric properties of 3D ellipsoidal objects from 2D projections, e.g. [47]. Here, we assume that these or other algorithms were used to estimate these 3D geometric properties.

On each trial, the proprioceptive system uses the observed torques and accelerations measured while holding the object to estimate the inertial properties of the object. This estimate is used to update the probability distribution of object density given its observed color. On the next trial, a new object is presented. The most probable density given the observed visual features is used to estimate the object’s inertial parameters, $\lambda$. This estimate is used by the controller to generate a policy to keep this new object as level as possible. Figure 4.3 shows the magnitude of the drop in arm height for each of the first 4 objects. As observed in the Mounoud and Bower experiment, we found a decrease in the magnitude of arm drop between trials. This is due to the fact that on each trial, the model improves its estimates of the objects’ weights based on the observed visual properties and the inferred density (see Figure 4.3).

Figure 4.4 shows the height of the held object through time. As observed in the [38] experiment, by trial 4 the object is held near the target level, but the arm lifts the decoy object much higher than the target level. This result confirms that the computational approach outlined here can reproduce the results of the Mounoud and Bower experiment.

### 4.4.2 Simulation II: Center of Mass

The Monoud and Bower experiment was designed to test visual perception of one inertial property of objects (their weight). Here, we explore a generalization of their original experiment designed to test visual perception of a different inertial property
Figure 4.3: Learning to estimate material density. (Left) Estimated distribution, $\mathcal{N}(\mu, \sigma)$, of material density after each trial. Solid line shows $\mu$. Dashed lines show $\pm \sigma$. Trial 0 shows the initial belief. Horizontal line shows true density. (Right) Magnitude of arm drop for each trial. The drop is reduced from trial to trial, even though the mass of the objects increases.

Figure 4.4: Response to decoy object. The vertical position of the object over 3 seconds for trial 4 and the decoy object. The decoy object, which is much less dense than its appearance suggests, is mistakenly lifted above the desired height, which is at 0m.
Figure 4.5: Objects used for Simulation II. The three objects used for Simulation II. Object center of mass is indicated by an X. Object 3 is the decoy object: it has the appearance of object 1, but the inertial properties of object 2. All objects have the same mass.

We propose a novel experiment and run computer simulations to specify the predictions made by our model. For this experiment, we used 3 different objects, each of which is made of 3 aligned ellipsoidal components (see Figure 4.5). The 3 objects weigh the same, however they have different centers of mass. The first object has two components made of wood (low density) near the hand, and one component made of steel (high density) farthest from the hand. The second object is the reverse, i.e., the steel is near the hand, and the wood is farther from the hand. The third object, the decoy in this experiment, has the appearance of the first object, but the density distribution of the second. Because its density and appearance are inconsistent with the learned affordance, we expect behavior similar to the decoy response from the first experiment.

As in Simulation I, we present each object to the robot when the arm is horizontal, and observe the drop or lift relative to the initial height. The training objects, objects 1 and 2, are presented 3 times each, and the decoy object is presented once. The density estimate of each material is updated after each trial. Figure 4.6 shows the estimates of the material densities on a trial by trial basis.

Figure 4.7 shows how the robot arm behaves in response to the decoy objects. The results are similar to Simulation I, where an exaggerated lift of the decoy object is observed.
Figure 4.6: Estimates of material density. (Left) Estimates of each material’s density after each trial. Trial 0 shows the initial belief. Horizontal lines shows true density. Although neither material is given to the robot in isolation, it is able to estimate the density of both materials. (Right) Magnitude of arm drop for each trial.

Figure 4.7: Response to decoy object. The vertical position of the object over 3 seconds for trial 6 and the decoy object. The decoy object is mistakenly lifted above the desired height, which is at 0m.
Figure 4.8: The novel object used for simulations III and IV. The object is made of the same materials as the object from simulation II, but in a different shape.

The exaggerated response to the decoy, although smaller than when the decoy’s weight is overestimated as in Simulation I, is still observed even though the training and decoy objects have the same weight. We also see that dynamic properties of a compound object can be estimated from the visual features of the object, and used to plan behavior. The inertial properties of objects can give the robot important information about how an object will behave in particular situations. The final two simulations explore how this information can help the robot generalize its experience to novel tasks with a novel object.

4.4.3 Simulation III: Choosing a Grip for Hammering

In this simulation, the robot’s goal is to efficiently hit a nail with sufficient force using the object in Figure 4.8, which is novel to the robot. The robot never interacts with this object directly, but rather uses its experience with similar objects to predict how to use the novel object. This is analogous to the human intuition about how to use the objects in Figure 4.1 despite never interacting with them. Specifically, the robot chooses how to use the object by choosing between grasp locations, each of which results in a different hammering behavior.

The robot makes choices between grasps based on running its estimate of the object’s inertial properties through its MPC component. Although the framework allows comparison of multiple grasp locations, we focus on comparing two: one grasp, \( g_s \), holds
Figure 4.9: Illustration of the hammering behavior. The top panel shows the start point. The bottom panel shows the hammer striking the simulated nail.
Figure 4.10: Choosing the correct grasp for hammering. The probability of choosing the correct grasp for hammering with a novel test object efficiently as a function of amount of experience with different objects. Shown for both a low and a high learning rate.

The hammer by the steel end, and the other, $g_w$, holds the wooden end.

A trial follows these steps:

1. The robot is given a training object (not the decoy) from Figure 4.5 and must hold it as level as possible.

2. The robot’s belief about material density is updated.

3. The robot compares grasps for hammering with the novel object (Figure 4.8). The robot does the comparison using internal model simulations. It does not perform the hammering task or otherwise interact physically with this novel object.

The MPC component of the proposed framework generates hammering control policies (Figure 4.9) for each grasp using the inertial model of the object generated from the estimated material density. These control policies give rewards for each grasp, which we will call $r_w$ and $r_s$ for grasps $g_w$ and $g_s$ respectively. These rewards are inversely proportional to the squared torque required to generate the desired force. For this task, the optimal choice is $g_w$, which is to hold the wooden end of the object. Gravity acting on the higher-density, steel end of the hammer generates more downward torque when
that steel end is distant from the hand than when it is more proximal. When \( g_s \) is selected, the robot must itself generate the additional torques that gravity provides in \( g_w \), which costs energy. Because the task is to hit the nail with high force, choosing \( g_w \) results in a net energy savings over \( g_s \).

We model the robot choice response using a softmax function, popular in the response choice literature [51]. Figure 4.10 shows the probability of a correct choice, \( p \), as a function of trial number for different values of the learning rate \( \eta^{-1} \) from (4.19). The probability \( p \) is calculated as the softmax function applied to the rewards:

\[
p = \frac{\exp(\alpha r_w)}{\exp(\alpha r_w) + \exp(\alpha r_s)} \tag{4.20}
\]

where \( \alpha \) is a constant that accounts for the scale of the rewards. This figure highlights that sufficient information is contained in the robot’s interactions with the training objects to learn the correct behavior on a novel object in a single trial, but that the framework can also arrive at the correct answer when it learns more slowly.

### 4.4.4 Simulation IV: Choosing a Grip for Tapping

In this final simulation we require the robot to use a novel object (Figure 4.8) for a novel task. Rather than hammering efficiently by generating a large force at a small cost, the goal is to tap a point with the object by producing a small force at a small cost. This simulation compares the same two grasps as Simulation III, grasping the steel end \( g_s \), and grasping the wooden end \( g_w \). Gravity acting on the higher-density, steel end of the hammer again generates more downward torque when that steel end is distant from the hand than when it is more proximal. But, in this simulation, the goal is to tap the point with a small force. So, the additional torques from gravity when grasping the wooden end must be counteracted by the robot, which consumes energy. The optimal choice is \( g_s \).
A trial follows the same steps as in Simulation III:

1. The robot is given a training object (not the decoy) from Figure 4.5 and must hold it as level as possible.

2. The robot’s belief about material density is updated.

3. The robot compares grasps for tapping with the novel object (Figure 4.8). The robot does not perform the tapping task or otherwise interact with this novel object.

Figure 4.11 shows the probability of choosing the correct grasp as a function of number of trials for different values of the learning rate $\eta^{-1}$ from (4.19). Note that the initial belief of material density was chosen to give a 0.5 probability in Simulation III, and the same initial belief is used here. Because the task is different, the initial belief results in a different probability of being correct. But again, we see that the robot can learn to predict which grasp is best as soon as after one trial with the training objects.

Together, simulations III and IV highlight the ability of the framework to use prior experience with similar objects to generalize competently to novel objects, and to using those objects for novel tasks. This ability comes from the underlying estimation of the inertial parameters of the novel objects, which are used as a compact representation of how the object will react to forces that the robot can apply.

### 4.4.5 Sensitivity Analysis

Since our goal is to implement this framework in a physical robot, we would like to estimate how sensitive the framework is to noise. Here, we examine the effect of adding zero-mean Gaussian noise to three signals: the joint accelerations and torques from the proprioceptive system, and the estimated geometry of the object components.

We are interested in how the results from the simulations hold up subject to increasing levels of noise. For this analysis, we focus on simulation I. Specifically, we
Figure 4.11: Choosing the correct grasp for tapping. The probability of choosing the correct grasp for tapping with a novel test object efficiently as a function of amount of experience with different objects. Shown for both a low and a high learning rate.

Figure 4.12: Learning effect sensitivity analysis. An index of whether the behavioral result is reproduced as a function of the amount of noise in the joint accelerations, torques, and object geometry. The index is the sum of displacement reduction between non-decoy trials, and the displacement increase for the decoy trial, scaled to between 0 (no evidence of learning) and 1 (evidence equal to or greater than in the noiseless case).
repeat the simulation with different levels of noise, and examine whether the indicator of learning is present: the displacement of the arm is reduced from trial to trial. Also, we see whether the displacement is again increased when the decoy object is presented.

The acceleration signal is important for the proprioceptive system that generates estimates of the density of a held object because it is used to compute $K_t$ in (4.6). This matrix depends non-linearly on the accelerations. Figure 4.12 shows the effect of different levels of acceleration noise on the evidence of learning. The Learning Index plotted in Figure 4.12 is calculated by adding the reduction in displacement from the consistent objects to the increase in displacement from the decoy object. This index is scaled between 0 and 1, where 0 means no evidence for learning is observed, and 1 means evidence equal to or greater than the noiseless case is observed. This index increases when both the consistent objects are learned (reducing the displacement between trials), and when the decoy object is mistakenly lifted (increasing the displacement. When the index is 0, the learning is not observed. The figure shows that, for the acceleration signal at low levels of noise, the effect observed in simulation I is preserved. As the noise increases, however, the effect decreases. When the noise power is roughly half of the acceleration signal power, the effect disappears.

When noise is added to the torques and the visual estimates of the object’s axes lengths, we observe a lower impact on the effect of learning. Figure 4.12 shows that for all noise levels investigated, the effect was still present.

4.5 Conclusion

We proposed a computational framework for visual perception of inertial affordances. The approach combines three modules: (1) a visual system that predicts inertial properties from visual information. (2) a proprioceptive system that uses observed forces
and accelerations to teach the visual system. (3) A Model Predictive Controller that uses internal models to generate control policies.

The proposed approach is designed to reproduce humans’ ability to use visual information to plan how to use novel objects in novel ways. Our approach is based on the use of internal models of our own bodies and of external tools. Model-based approaches have become popular for solving complex tasks in humanoid robots [52]. In addition, there is mounting evidence that internal models are part of the machinery for motor control used by the brain [45].

Our simulations show that the proposed approach can replicate behaviors observed in human experiments, and make predictions for new experiments. The approach can also be implemented in robots to use visually perceived affordances in a manner similar to the way humans do.
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Chapter 5

Visual Perception of Inertial Affordances: Physical Robot

In the previous chapter we proposed a computational framework for learning to perceive the inertial properties of objects. We used computer models to illustrate how the approach explains the Mounoud and Bower [38] weight conservation experiment and predicts results for new possible experiments. These simulations were a first step toward reproducing the experiment on a robot.

In this chapter we implement the proposed approach in a complex humanoid robot named Diego. To do so, we have to modify some aspects of the computational model.

Table 5.1 describes the major differences between the computer simulations in the previous chapter and the physical robot implementation described in this chapter. There are three differences, but they ultimately derive from one key problem: The parametric physics model (PPM) used in the simulations does not match well enough with the data collected from the actual robot. Although the sensitivity analysis on the simulations suggested the approach was resistant to random, unsystematic noise, we find that the data
collected from the robot was systematically different from what was predicted from the physics model. This is likely due to physical phenomena that are difficult to capture with a parametric physics model, like complex friction forces, and forces caused by cables and other artifacts that are part of the robot.

An inverse dynamics model is a method for estimating the joint torques \( \tau \) that cause desired joint accelerations, \( \ddot{\theta}^d \). For a given joint position \( \theta \) and joint velocity \( \dot{\theta} \). In the PPM, the torques can be derived as follows:

\[
\tau = M(\theta)\ddot{\theta} + N(\theta, \dot{\theta})
\]

where \( M(\theta) \) is the inertial matrix, and \( N(\theta, \dot{\theta}) \) are the gravitational, friction, and Coriolis forces. A PPM can learn estimates for the functions \( M \) and \( N \) from data, and can therefore be used to compute the torques required to produce a desired acceleration. We collected a dataset \( D = \{ \theta_t, \dot{\theta}_t, \ddot{\theta}_t, \tau_t \} \) from the physical robot, where \( t \) indexes the sample time. Then, we used the PPM to estimate \( \hat{\tau}_t \), given \( \theta_t, \dot{\theta}_t, \) and \( \ddot{\theta}_t \). The correlation between model predictions and observed torques was quite high (\( r=0.91 \)), but the model is not able to control the robot accurately.

Deep neural networks (DNN) are a machine learning framework for learning arbitrary functions [53]. They consist of layers of simple models of neurons, that take weighted inputs from previous layers, and produce output for the next layer by applying a non-linear activation function to the sum of the weighted inputs. Their components are simple, and they can be trained by stochastic gradient descent, but they have a large representational capacity. Recently, DNN approaches have proven beneficial for various problems (for a review, see [54]). Here, we explore the application of DNN to learning and inverse dynamics model directly from recorded data. When we use a DNN approach instead of PPM, we obtain a higher correlation (\( r=0.97 \)) between the DNN estimate and
Table 5.1: Differences between the simulated and robotic approaches

<table>
<thead>
<tr>
<th></th>
<th>Simulation</th>
<th>Robot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamics Model</td>
<td>Analytical physics</td>
<td>Deep neural network (DNN)</td>
</tr>
<tr>
<td>Object learning</td>
<td>Estimate material density</td>
<td>Learn new DNN dynamics model</td>
</tr>
<tr>
<td>Object control modification</td>
<td>Geometry estimated from vision plus estimated material density gives analytical physics model</td>
<td>Visual arbitrator network weights output of multiple DNN dynamics models</td>
</tr>
</tbody>
</table>

the recorded data that is good enough to control the physical robot accurately, and to reproduce the Mounoud and Bower experiment introduced in the previous chapter.

This chapter is organized as follows. In Section 5.1, we introduce the robot, Diego, that the experiments are conducted on. Next, we introduce the methods we use to control Diego to follow trajectories: PID control, computed torque based on a parametric physics model, and DNN-based Computed Torque. Finally, we explain the Visual Computed Torque controller, which is how the framework accommodates controlling different objects based on their visual features. In Section 5.3 we present the experiments we conducted to examine the DNN model, and to replicate the Mounoud and Bower experiment from the previous chapter. Section 5.4 discusses the results of the experiments.

5.1 Diego

Diego, in Figure 5.1, is a pneumatic humanoid robot that has 38 potentiometers for measuring joint angles, and 88 controllable valves for actuating the pneumatic cylinders. As described in [55], pneumatic actuators are an attractive choice because of their high force-to-friction ratio, their low cost, their compliance, and their similarity to muscle in terms of their dynamic time constants. However, these advantages come at the cost of increased control complexity. The complexity arises mainly from two facts:
1. Stiff actuators, like the ones found in many current robots, allow independent control of each joint, at the cost of increased energy required to overcome the stiffness and move the joints. In contrast, the human body has joints that are compliant (non-stiff), and pneumatic actuators are compliant as well. Compliant actuators mechanically couple the different joints. In other words, moving one limb creates significant forces in other limbs. Control signals sent to one joint must therefore take into account the movement and forces across the entire body.

2. Pneumatic actuators behave like non-linear series-elastic actuators. In practice, this means that rather than directly controlling the forces that apply to the different joints, like in standard robots, we effectively control non-linear springs that indirectly control the joints.

The following section describes how, in the face of the difficulties, we control Diego’s joints to follow trajectories. It first introduces some characteristics of the robot. Then, it discusses the two different modeling approaches outlined in Table 5.1.

Each of Diego’s joints is instrumented with 3 sensors: a potentiometer for measuring the joint angle, and two pressure sensors for measuring the pressure in each of the chambers of the pneumatic cylinder that actuates the joint. The joint angle $\theta_{j,t}$ of joint $j$ at time $t$ is related to the potentiometer reading $q_{j,t}$ by the transformation $q_{j,t} = \gamma_j \theta_{j,t} + \beta_j$ where $\gamma_j$ and $\beta_j$ are calibration parameters. The 2 pressure sensors give readings $p^{e}_{j,t}$ and $p^{f}_{j,t}$ in Volts, where $p^{e}_{j,t}$ is the pressure reading from the extensor chamber (Chamber 1 in Figure 5.2) that extends the cylinder’s rod, and $p^{f}_{j,t}$ is the reading from the flexion chamber (Chamber 2) that retracts the rod. A pressure reading $p^{c}_{j,t}$ in chamber $c$ (in Volts), is related to the measured pressure (in Pascals) $\pi^{c}_{j,t} = \nu^{c}_j \pi^{c}_{j,t} + \eta^{c}_j$ where $\nu^{c}_j$ and $\eta^{c}_j$ are calibration parameters.

The linear extension of the rod of the pneumatic actuator drives the joints of the robot. Each chamber of the actuator is connected to two constant pressure sources, atmo-
sphere and compressor pressure, by a valve that determines the areas of the connection ports to each source. The voltage accepted by each valve is between 0 and 10V, and this signal controls the areas of the two ports (one to compressor and one to atmosphere). The area of the ports of each chamber is a function of the voltage that, in the ideal case, looks like Figure 5.3. In this figure, we see that with a control signal of 0V, the chamber is open maximally to the atmosphere source, and minimally to the compressor source. At 5V, both ports are minimally open. At 10V, the port to the compressor is maximally open, and the port to the atmosphere remains minimally open.

For one model of a cylinder, the force $F_j$ generated by actuator $j$ is related to the difference in pressures between the two chambers as follows, where the time index on the force, pressure, and sensor reading has been dropped for brevity:

$$F_j = a_j(\pi_j^c - \pi_j^f)$$

(5.2)
where $a_j$ is the area of the bore. The torque $\tau_j$ generated around the joint is related to $F_j$ by the moment arm $J_{jj}(\theta_j)$ so that $\tau_j = J_{jj}(\theta_j)F_j$. The moment arm is also known as the Jacobian of the joint angle with respect to the rod extension. Note that the torque produced at a given joint angle changes only if the difference of pressures in the chamber change. So, we control the torque around each joint by controlling the ratio of compressor/atmosphere port areas at each valve.

Each joint $j$ has two associated control signals $u^e_{j,t}$ and $u^f_{j,t}$, one for each valve controlling the opposing chambers in the cylinder. These voltage signals range from 0 to 10 Volts. To reduce the degrees of freedom the controller must deal with, we use a single control signal $u_{j,t}$, which we then translate to the two voltages as

$$u^e_{j,t} = 5 + u_{j,t}$$
$$u^f_{j,t} = 5 - u_{j,t}$$

(5.3)

As Figure 5.4 shows, if the chambers are at equilibrium pressure, and the control signal $u_t = 0$, the ports to both sources in each chamber will be almost closed (except for a
Figure 5.3: Port area as a function of input voltage. Shows the proportion each port is open to a single chamber as a function of voltage, where 1 is fully open, and 0 is fully closed. The solid green line is the port to the atmospheric pressure, and the dashed blue line is the port to the compressor.
Figure 5.4: Equilibrium pressure as a function of control signal. The x-axis of both the top and bottom graph is the control signal $u_{jt}$. (Top) Equilibrium pressure in each chamber of the cylinder using independent commands defined in (5.3). (Bottom) Equilibrium pressure difference between the two chambers as a function of $u_{jt}$.

small leakage), which means the pressures will stay near their current value. As $u_t$ is raised higher than 0, the extension chamber will have its ports open more to the compressor than atmosphere, and so will increase in equilibrium pressure. Additionally, the flexion chamber will have its ports more open to atmosphere than compressor, and so will decrease in equilibrium pressure. The resulting pressure difference will create an extension force. The opposite, a flexion force, will be generated when $u_t$ is lowered below 0.

Next, we describe the methods used to control Diego’s joints to follow a desired trajectory [55]. A schematic of the method is shown in Figure 5.5. The first controller specifies a desired pressure difference based on potentiometer readings. This desired pressure difference is then given to another controller that issues the commands to the
valves to change the pressures. The controllers used for this approach are described in the following sections.

### 5.2 Controlling Diego: Trajectory Tracking

A trajectory is a sequence of potentiometer readings $q_{d,j,t}$, in Volts, indexed by the time $t$ and joint $j$. The goal of trajectory tracking is to send motor commands $u_{j,t}$ to a robot to generate a sequence of potentiometer readings $q_{j,t}$ that match, as closely as possible, the desired readings $q_{d,j,t}$. Since the potentiometer readings are linearly related to the angle of the joints, following a trajectory of potentiometer readings corresponds to a trajectory of joint angles.

Figure 5.5 shows the controller we use on Diego’s joints. The controller takes a desired trajectory as input, and outputs a sequence of voltage signals to the pneumatic actuator valves, using a pair of controllers. The first is a proportional-integral-derivative (PID) controller that takes the desired potentiometer reading and the observed potentiometer reading as input, and outputs a desired pressure difference to the second controller. The second controller is a proportional controller that takes the output of the first controller and the measured difference of pressure sensors as input, and outputs voltage signal $u_{j,t}$ to the valves. Below we describe these controllers in more detail. In doing so, for notational simplicity, we drop the joint index $j$, noting that the description applies to each joint.

![Figure 5.5: Schematic of the controller of Diego’s joints](image)
5.2.1 Introduction to PID control

One of the most popular methods for controlling a system is proportional control. Take the example of controlling the position of one of Diego’s joints. Define the error $\varepsilon_t = q^d_t - q_t$ between the desired and measured potentiometer readings. When applied to Diego, $u_t$ is a voltage sent to the actuator valves, whose relationship to the equilibrium force generated by the actuator is shown in Figure 5.4. A proportional (P) controller, defines $u_t$ as

$$u_t = k_p \varepsilon_t$$

(5.4)

where $k_p$ is a tunable parameter known as the proportional gain. Note this control law generates forces such that forces will be generated that reduce the error. If $q_t < q^d_t$, $u_t$ will increase the pressure difference between the chambers. The resulting positive force will increase the potentiometer reading. One way to think of a P controller is as a spring attached between the current measurement and the desired measurement. If the spring constant $k_p$ is too large, the spring will produce large forces in response to small disturbances, and lead to oscillation (or instability). If the spring constant is small, the generated forces may be insufficient to reduce the error and track the desired trajectory.

Proportional controllers are simple, but subject to oscillations and steady-state errors. Steady-state error can be illustrated with a simple example. Consider a system that attempts to maintain the vertical position of a mass at position $x^d$ with an actuator that uses proportional control to apply an upward force $f = k_p \varepsilon$ (where the error $\varepsilon = (x^d - x)$). Gravity generates a downward force $g$ on the mass. In the steady state, when the mass is not moving, both forces acting on the mass will be equal. Since we know $f = k_p \varepsilon = g > 0$, we see that the steady-state error must be non-zero in this system. We also see that one way to reduce the steady state error is to increase $k_p$. However, as $k_p$ increases, the forces
generated in response to small disturbances also increases, which can lead to stiffness and instability.

One way to mitigate the oscillatory and steady-state error effects is to use a proportional-integral-derivative (PID) controller that defines the control signal as

\[ u_t = k_p \varepsilon_t + k_d \dot{\varepsilon}_t + k_i \int_0^t \varepsilon_s ds \]  

(5.5)

where \( k_d \) and \( k_i \) are tunable parameters. From before, we think of \( k_p \) as a spring attached to the desired measurement. The \( k_d \) parameter can be thought of as a viscous friction acting on that spring, which can dampen oscillations. The \( k_i \) parameter helps offset steady-state errors. As the error integral increases, so does the amount of force applied to the system from the integral term.

We next describe the two-level controller used to control Diego (schematic in Figure 5.5).

**Position Controller**

Target trajectories are specified in potentiometer readings \( q^d_t \). The position controller we use in Diego (Figure 5.5) takes these desired readings as input, and generates an error between the desired and the measured potentiometer voltage: \( \varepsilon_t = q^d_t - q_t \). We let \( \hat{d}_t \) be the output of a PID controller that operates on the potentiometer error signal:

\[ \hat{d}_t = k_p \varepsilon_t + k_d \dot{\varepsilon}_t + k_i \int_0^t \varepsilon_s ds \]  

(5.6)

The output of this controller, \( \hat{d}_t \), is a desired pressure difference between the two chambers of the actuator. Recall that the difference in pressure specifies the torque at the joint. Thus, the controller attempts to generate forces that reduce the error. However, the desired pressure difference must be translated into a voltage command to the valves, so
we use a separate controller to do so.

**Pressure Difference Controller**

The position controller specifies the difference in pressure that the pneumatic actuator should achieve. We use $\hat{d}_t$ as the desired pressure difference, and set the error signal $\psi_t = \hat{d}_t - d_t$ where $d_t$ is the observed difference in pressure readings (in Volts) between the two chambers of the actuator, $d_t = p_t^e - p_t^f$.

For the pressure difference controller, we set $u_t = k_u \psi_t$. The full controller (from Figure 5.5) for the extensor chamber of an actuator can be written:

$$
u^e_t = 5 + u_t = 5 + k_u \psi_t = 5 + k_u (\hat{d}_t - d_t) = 5 + k_u (k_p \varepsilon_t + k_d \dot{\varepsilon}_t + k_i \int_0^t \varepsilon_s ds - d_t)$$  \hspace{1cm} (5.7)

and similarly for the opposing chamber voltage $u^f_t$.

$$
u^f_t = 5 - u_t = 5 - k_u (k_p \varepsilon_t + k_d \dot{\varepsilon}_t + k_i \int_0^t \varepsilon_s ds - d_t)$$  \hspace{1cm} (5.8)

**5.2.2 Computed Torque Control**

PID control treats gravitational, inertial and friction forces as error. As a consequence it typically requires the use of very large values of the spring parameter $k_p$, which in turns results in high stiffness and high energy consumption. Consider for example an arm held out parallel to the ground, holding a weight. Gravity produces a large torque that needs to be compensated by using large gain values in the controller. When the
arm is lowered and perpendicular to the ground, gravity produces no torque on the joint, however the large gain needed in the controller will make the joint very stiff. Stiffness can in turn result in large energy consumption as well as potentially dangerous behavior when unexpected disturbances occur. The integral term can help reduce the error, but can also lead to dangerous behavior. If the cause of the steady-state error is removed, like when the arm is lowered, the integral term will still generate forces to compensate for the now-absent forces. One potential solution is to compensate for known disturbances, like gravity and friction, in tandem with a PID controller. This approach is generally known as computed torque (CT) [56]. For our purposes, we will use inverse dynamics compensation control, henceforward referred to as simply CT control.

CT control uses an inverse dynamics model to map from the current joint angle vector $\theta$, velocity $\dot{\theta}$, and desired acceleration $\ddot{\theta}^d$ to a torque $\tau^c$ that should be applied to compensate for external forces and achieve the desired acceleration. We consider two such functions, one that is derived from the PPM, and one that is learned directly from recorded data using a DNN. The physics approach was used in the previous chapter, for the simulations, and the DNN approach is used for the robot implementation.

**Computed torque with parameterized physics models**

The PPM approach is based on the robot dynamics explained in Appendix A. It is presented here to contrast it with the DNN approach. The articulated body dynamics equation can be written.

$$\tau_t = M(\theta_t)\ddot{\theta}_t + N(\theta, \dot{\theta})$$  \hspace{1cm} (5.9)

where $\tau_t$ is the vector of torques due to the robot’s actuators at time $t$, $M(\theta_t)$ is the inertial matrix, and $N(\theta, \dot{\theta})$ are the gravitational, friction, and Coriolis forces.
The type of CT control examined here uses the inverse dynamics function to define the computed torque $f(\theta, \dot{\theta}, \ddot{\theta}) = \tau^c$ using (5.9) as follows [57]:

$$\tau^c = M(\theta_t)\ddot{\theta} + N(\theta, \dot{\theta})$$  \hfill (5.10)

Given $\tau^c$, the next step is to identify the pressure readings $\hat{p}^e_t$ and $\hat{p}^f_t$, in Volts, that produce the torque desired for each joint. There are an infinite number of solutions, so we introduce a constraint by choosing a constant sum of the pressure readings $s = \hat{p}^e_t + \hat{p}^f_t$. From (5.2), we relate pressure readings and torques

$$\tau^c_{j,t} = J_{jj}(\theta) \left( a(p^e_t - p^f_t) \right)$$  \hfill (5.11)

where $J_{jj}(\theta)$ is the moment arm of joint $j$. Since the moment arm and the area $a$ are known, we get the desired pressure reading difference $d^c = \hat{p}^e - \hat{p}^f$ that can be added to the output of the positional PID controller, to specify

$$\hat{d}_t = d^c + k_p \epsilon(t) + k_i \int_0^t \epsilon(s) ds + k_d \frac{d}{dt}\epsilon$$  \hfill (5.12)

This controller replaces the PID controller in (5.6), and sends $\hat{d}_t$ to the pressure difference P controller. This approach is also called the PIDF approach in [55].

The parameters of the PPM can be identified from recorded observations of joint torques, positions, velocities, and accelerations. Appendix A describes how the inverse dynamics equation is a linear function of the inertial parameters, and describes how these parameters can be identified.
DNN Computed Torque

Using the PPM requires explicitly modeling friction and other phenomena like joint limits and self-contact forces, which is notoriously difficult. In simulated experiments, the physical model matches the simulated physics exactly, but this is not the case in the real world. Rather than trying to augment the physical model to better represent the behavior of the real world, another approach is to use a function approximator to learn a direct mapping from the joint angle measurements to the pressure difference measurements that produce the observed acceleration. Here we use a deep neural network. Using the Torch framework [58], we construct a DNN similar to the one depicted in Figure 5.6.

The inputs to the model at time $t$ are the potentiometer readings, $q_{t-b:t+f}$ in a window from time $t - b$ to time $t + f$, where $b$ and $f$ are tunable parameters, and the sampling rate is 100Hz. We tried multiple values for $b$ and $f$, and found the best performance for $b = f = 2$. The DNN is trained to approximate the inverse dynamics, which is a function mapping the joint angles, joint angle velocities, and accelerations to the torques that cause the accelerations. The potentiometers at the joints of Diego can only measure the position of the joint. Typically, these readings are converted into velocities and accelerations by finite differencing. This process introduces noise, and so temporally smoothed versions of the readings are used. Here, we do away with this complexity. Since differentiation is a linear operator, we allow the network to learn a filter over the consecutive sensor readings themselves. Note that the input here is the reading from the potentiometer at each joint, $q$, rather than the joint angle, $\theta$. In the PPM approach, the known calibration parameters $\gamma$ and $\beta$ convert the voltage from the sensors to joint angles as $\theta = \frac{q - \beta}{\gamma}$, but the neural network uses the sensor readings directly.

The target output of the neural network at time $t$ is a 38-dimensional vector $p$, where each entry $p_j = p_j^e - p_j^f$ is the difference in pressure sensor readings, in Volts,
Table 5.2: Size of layers used for inverse model neural network. The first three layers are replicated for each of the 38 joints. Values are those found to have best validation error.

<table>
<thead>
<tr>
<th>Layer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>#neurons</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>190</td>
<td>240</td>
<td>70</td>
<td>38</td>
</tr>
</tbody>
</table>

Figure 5.6: Diagram of the network used to estimate the inverse dynamics compensation. Exact number of layers and nodes is shown in Table 5.2.

between the two chambers (extension $p_e^j$, and flexion $p_f^j$) in the pneumatic actuator for joint $j$. Figure 5.6 shows the architecture of the net used to map from potentiometer sensor readings to observed pressure sensor differences. First, the potentiometer readings are separated by joint, and processed through 3 fully-connected layers of neurons with hyperbolic tangent (tanh) activation functions. Then, the top layers of these joint-separated branches are combined into another set of fully-connected layers that take information from all joints into account. Different architectures, activation functions, and sizes of layers were examined, and Table 5.2 shows the size of the layers for the network that was found to have the best validation error.
Once the neural network is trained, its predicted $p$ vector are used to generate a desired pressure difference control signal $\hat{d}_{j,t}$ to send to the pressure difference P controller of joint $j$:

$$\hat{d}_{j,t} = p_j + k_p \varepsilon_j(t) + k_i \int_0^t \varepsilon_j(s) ds + k_d \frac{d}{dt} \varepsilon_j$$

(5.13)

**Visual Deep Learning Computed Torque Control (VCT)**

As Table 5.1 indicates, the approach from the previous chapter uses visual features to estimate the analytical physics model of the robot+object system, and uses this model to generate torques to match the desired acceleration. But, as previously mentioned, the PPM approach is not accurate enough, so we must include visual features into the deep learning approach. To do so, we change the architecture of the deep network to that reflected in Figure 5.7.

In this architecture, there are $n$ DNN CT expert networks. Each of these networks is trained with data recorded while Diego held a different object. These experts each output their estimate for the target $p$ vector. For expert $e$ this output is $\hat{p}_e$. There is also a gating network, whose $n$-dimensional output, $w$ weights the output of each expert to give the final estimate $\hat{p} = \sum_e w_e \hat{p}_e$. The input to the gating network, $v$, is a visual signal. This could be a convolutional neural network that takes pixels as input. Here, we use features derived from the RGBD images taken from a depth camera. Using the Point Cloud Library [59], we extract the length and radius of the red cylindrical object Diego interacts with, and use these as the visual features.

We will use the acronym VDNN when referring to VCT implemented with the DNN inverse models and arbitrator network, and VPPM when referring to VCT with the PPM inverse model.
5.2.3 Controller Tuning

To allow Diego to track a target trajectory efficiently, the gains $k_p$, $k_i$, and $k_d$ for both the PID alone and the VDNN controller must be set. Since these parameters can dramatically change the performance of the controller, we automate the process of setting the parameters to facilitate comparison between the two.

To find gains that follow the desired trajectory described above, we perform a grid search to minimize the tracking error:

\[
\rho = \min_s \alpha s + \frac{1}{T-s} \sum_{t=s}^{T} \left[ q_t - q_t^d \right]^2
\]  

(5.14)

where $q_t$ is the potentiometer reading, in Volts, at time $t$ in the observed trajectory, $q_t^d$ is the desired joint angle at time $t$, and $\alpha$ is a penalty for delay, which we set to 0.01 for our experiments. We include the delay penalty because we observe that when required to follow the trajectory exactly, the robot produces juddering movements. Instead, we want
a controller that gives a good, smooth fit to the trajectory even if there is a small offset in time.

Each value on the grid is repeated once with each of the first three objects, but never with the decoy object, or the largest object. The trajectory was the same as we use for the Mounoud and Bower experiment: the arm raises, grabs an object, and holds steady. The grid search examines each joint in isolation, and for each joint the grids are adapted by hand until the results show a minimum value that was not at the border of the grid. The best parameter values for each joint are combined to give the final, whole-arm PID gains. Once these gains are found, we fix them for conducting the experiments described in Section 5.3. The parameters are the same for both the PID and the VDNN controllers.

5.2.4 Visual Features

To implement a VCT controller, we need to confirm that Diego can successfully distinguish the objects used in the experiments based on visual features. These objects are shown in Figure 5.8.

Using a Microsoft Kinect depth camera and the Point Cloud Library [59], each
Table 5.3: Object radius and length mean (standard deviation) in cm

<table>
<thead>
<tr>
<th>Object</th>
<th>Estimated Radius</th>
<th>Estimated Length</th>
<th>Actual Radius</th>
<th>Actual Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object 1</td>
<td>2.61 (0.37)</td>
<td>14.1 (1.3)</td>
<td>2.5</td>
<td>13.5</td>
</tr>
<tr>
<td>Object 2</td>
<td>2.59 (0.40)</td>
<td>19.1 (0.9)</td>
<td>2.5</td>
<td>18.5</td>
</tr>
<tr>
<td>Object 3</td>
<td>2.62 (0.31)</td>
<td>23.8 (2.2)</td>
<td>2.5</td>
<td>23</td>
</tr>
<tr>
<td>Decoy</td>
<td>2.58 (0.34)</td>
<td>23.2 (1.4)</td>
<td>2.5</td>
<td>23</td>
</tr>
<tr>
<td>Object 4</td>
<td>2.54 (0.48)</td>
<td>27.5 (1.8)</td>
<td>2.5</td>
<td>27</td>
</tr>
</tbody>
</table>

Figure 5.9: Example RGBD image for extracting rod radius and length. Pixels colored in green represent the estimate of which points belong to the object.

rod’s radius and length is estimated. Figure 5.9 shows an example frame gathered from the depth camera. Pixels colored in bright green represent the estimate of which points belong to the object. The radius and length are estimated as the mean of the estimates from 60 such frames. For all objects, these estimates were within 1 cm of the actual values as measured by hand. Table 5.3 shows the mean and standard deviation for each of the objects’ radius and length estimates, as well as the actual measurements.
5.3 Experiments

5.3.1 Experiment 1: Computed torque tracking performance

First, we compare the performance of PID control alone and the DNN CT approach on a trajectory tracking task. We examine the tracking error of each on a recorded trajectory while Diego’s left hand grasped the largest object in Figure 5.8. Because the PID controller does not have a model of the system, we expect the changing orientations of the joints with respect to gravity will create disturbances that the PID controller will not consistently reject.

Consider the elbow joint, for example. When the arm is oriented such that gravity is perpendicular to the axis around which the elbow rotates, the PID controller must generate larger forces to move against the effect of gravity. But, when the elbow is oriented such that gravity is parallel to the joint axis, gravity has no effect. In this case, smaller forces are required to move the arm. However, since the PID defines its control signal based only on positional error, it cannot differentiate between these two scenarios.

If the DNN model has learned the inverse dynamics well enough, the DNN CT approach can generate compensatory forces that make the output of its associated PID controller independent of the joint axis orientation with respect to gravity. Here, we measure this effect by examining the trajectory tracking error. We hypothesize that the DNN CT approach will have a lower tracking error than the PID approach.

Methods

To specify the target trajectory, during a 120 second period, Diego’s joints are moved by hand while the potentiometer readings are recorded. These readings are used as the desired positions to be tracked.

The DNN CT controller here is learned using data while grasping the same object
Table 5.4: Trajectory tracking errors

<table>
<thead>
<tr>
<th>Controller</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN CT</td>
<td>0.035</td>
<td>.011</td>
</tr>
<tr>
<td>PID</td>
<td>0.066</td>
<td>0.002</td>
</tr>
</tbody>
</table>

held during tracking. The structure of the network is shown in Figure 5.6 and Table 5.2. Because the DNN CT model corresponds exactly to the object being held, visual features are not used in this experiment. Both of the controllers use the same PID parameters, which were set following the procedure described in Section 5.2.3.

We use each controller to track the target trajectory 10 times. On each trial, we measure the tracking error as defined in (5.14). A t-test is performed to examine whether there is a difference between the tracking error for the two controllers.

## Results

Table 5.4 shows the mean and standard deviation of the tracking error for each controller type. The mean tracking error (5.14) for the DNN CT approach is 0.035. The mean for PID is higher, 0.066, and this difference is significant (p < 0.00005, t=10.5, df=9).

Figure 5.10 shows an image captured during trajectory tracking for the PID controller on the left, and with DNN CT on the right. The desired position of the robot at the time was with the object near Diego’s mouth, and with the object held upright. The PID controller is unable to bring the object to the mouth, but the DNN CT controller can.

Figure 5.11 shows the potentiometer readings through time for the forearm joint for one trial of each controller. From Section 5.1 we know that these potentiometer readings are linearly related to the joint angles. For the forearm specifically, increased potentiometer readings mean an increased joint angle. When the arm is hanging down, the increased joint angle means the thumb is rotated toward the body. Lower potentiometer
readings mean rotation away from the body in that position. The desired trajectory is the solid black line, the dashed blue line is the PID controller, and the solid red line is the DNN CT controller. Other joints look similar, in that the DNN CT is more stable and follows the desired trajectory more closely.

From this experiment, we can see that the DNN CT approach allows lower error trajectory tracking than PID alone. This also suggests that the inverse dynamics model can be learned well enough by the DNN to improve the control of Diego’s joints. Next, we examine whether visual features of an object can be used to weight the output of several DNN models trained on different objects.

### 5.3.2 Modeling Mounoud and Bower’s 1974 study

In the previous chapter (section 4.4.1), we show via computer simulations that our proposed framework for visual affordances can replicate the results of the Mounoud and Bower experiment. Here, we examine whether the framework can replicate the results in
Figure 5.11: Potentiometer readings during trajectory tracking task for the forearm joint. The desired trajectory is the solid black line, the dashed blue line is the PID controller, and the solid red line is the DNN CT controller.

Table 5.5: Object length (cm) and mass (g)

<table>
<thead>
<tr>
<th>Object</th>
<th>Length (cm)</th>
<th>Mass (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.5</td>
<td>310</td>
</tr>
<tr>
<td>2</td>
<td>18.5</td>
<td>445</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>550</td>
</tr>
<tr>
<td>Decoy</td>
<td>23</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>650</td>
</tr>
</tbody>
</table>

an actual robot, Diego.

The following experiments are performed using a set of five rods (Figure 5.8) of varied length and weight. Of those five, four have the same density, and the fifth is a decoy; it has the same length as the middle rod, but is considerably lighter. We label the rods from the shortest (Object 1), to the longest (Object 4), and label the rod with lower density matched in length to Object 3 the decoy. Table 5.5 describes the characteristics of the rods.

We are interested in reproducing the following three experiments from the Mounoud and Bower paper:

1. Learn to generate correct anticipatory forces for grabbing an object based on
experience holding it. (Section 5.3.3)

2. Generalize forces to objects not previously explored. (Section 5.3.4)

3. Show an error on the decoy object based on its surprising mass-length relationship. (Section 5.3.5)

For each trial of the following experiments, Diego tracks a target trajectory intended to mimic the infants grasping of the rods presented by the experimenter. The left arm is raised to horizontal, the left hand closes around the object presented by the experimenter, and the goal is for Diego to keep the arm at the same position as before the object was grasped.

The following experiments examine two controllers:

1. VCT using DNN CT experts, (VDNN henceforward)

2. PID control

### 5.3.3 Experiment 2: Anticipatory Forces

One feature of the Mounoud and Bower experiment is that the infants were able, after experience with a rod, to generate anticipatory forces that reduce the error observed in arm position after the object is grasped. In this experiment, we examine whether the VDNN controller can generate anticipatory forces while grasping Object 3. If the VDNN controller is able to generate anticipatory forces for holding the object level, we expect the error to be lower when the VDNN controller is used than when the PID controller alone (here used as experimental control) is used to grasp the object. If this hypothesis is correct, it would indicate that using a VDNN model to make predictions about what forces need to be applied can allow better control of a robot at the instant of contact with an object, rather than relying on reactions to a changing situation.
Methods

Pilot trials revealed that the elbow shows the largest movement when a heavy object is grasped. The elbow is oriented such that gravity is perpendicular to the elbow’s joint axis. Thus, when an object is grasped, the gravitational forces are converted to torques around the elbow’s axis, and these torques generate movement if they are not compensated by a controller.

To simplify analysis, we focus on the potentiometer reading at the elbow. When the elbow is fully extended, the potentiometer reading is low. As the elbow flexes, the potentiometer reading increases. The dependent measure $\delta$ is the elbow potentiometer reading that gives the largest deviation from the desired trajectory of the elbow:

$$\delta = \arg\max_{q_t} |q^d - q_t|$$  \hspace{1cm} (5.15)

where $q_t$ is the recorded potentiometer reading of the elbow, $q^d$ is the target potentiometer reading, and $t$ is restricted to the 0.5 second period directly after the object is grasped. During this period, $q^d$ is constant, and is set to 1.4.

A trial with the VDNN controller consists of the following steps:

1. Extract visual features from the object.

2. Using the visual features as input to the arbitrator network, generate control signals from the VDNN while attempting to track the target trajectory.

3. Measure the $\delta$ of the trial.

A trial with the PID controller tracks the same target trajectory, but with no visual modulation.

Fifteen trials are run with each controller, and a t-test is performed to examine if there is a difference in $\delta$ between the VDNN and PID controllers.
Table 5.6: Anticipatory forces: $\delta$ mean and standard deviation

<table>
<thead>
<tr>
<th>Controller</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDNN</td>
<td>1.22</td>
<td>0.028</td>
</tr>
<tr>
<td>PID</td>
<td>0.82</td>
<td>0.029</td>
</tr>
</tbody>
</table>

Results

Table 5.6 shows the dependent measure $\delta$ (5.15) for the VDNN and PID controllers. A two-sample t-test shows that the means are significantly different ($p < 1 \times 10^{-16}$, $t=53.8$, df=14).

Figure 5.17 shows the potentiometer recordings from the elbow as well as the desired trajectory. The plot shows the arm rising between 6 and 9 seconds, grasping the object just after 9 seconds (the sharp drop in both traces), and trying to hold steady until the end of the plot. Many of the arm joints beside the elbow show a similar, if smaller, effect.

Figure 5.12 shows the arm position after the object is grasped with the PID controller alone. Figure 5.13 shows the same point in the trajectory for the VDNN controller. These are sample frames taken from two trials of the experiment.

These results indicate that the VDNN controller allows the robot to grasp the object and stay closer to the desired trajectory than the PID controller alone does.

5.3.4 Experiment 3: Generalizing to Novel Objects

Mounoud and Bower showed that, after experience with one rod, the error on the next rod presented was reduced compared to if the infant was presented that rod first. This suggests that infants are generalizing the visual-proprioceptive relationship they are learning while exploring one of the objects. Here, we investigate whether our approach can reproduce this phenomenon, using an object with which the VDNN was not trained.
**Figure 5.12:** Response of the PID controller to grasping a heavy object. The left image shows the position of the arm at the start of the grasp, which is the desired location. The image on the right shows the object at its farthest displacement from the desired trajectory.

**Figure 5.13:** Response of the VDNN controller to grasping the same object from Figure 5.12. The left image shows the position of the arm at the start of the grasp, which is the desired location. The image on the right shows the object at its farthest displacement from the desired trajectory.
Figure 5.14: PID and VDNN comparison for heavy object. Potentiometer measurements at the elbow around the time the object is grasped (just after 9 seconds). The thick black line shows the desired trajectory. The solid red line shows the mean value for the VDNN controller trials. The solid blue line shows the mean value for the PID controller trials. The dashed lines show the standard deviation.

In this experiment, we examine whether the VDNN controller can produce anticipatory forces for an object that it has never seen before. Since the visual and inertial features of Object 4 are consistent with the three objects on which the VDNN was trained, we hypothesize that the VDNN will be able to extrapolate to the larger Object 4 and produce a smaller error than a PID alone.

Methods

For this experiment, the target trajectory is the same as the previous experiment: raise arm to horizontal, grasp object, remain level. The object grasped in this experiment is the largest object in the set, Object 4. Object 4 was not shown to the VDNN controller during training. It is larger and heavier than all other objects used in the experiments, but has the same density as the other non-decoy objects. We compare the $\delta$ of the VDNN on object 4 with that of a PID controller on object 4.

The dependent measure $\delta$ is given in (5.15).
Table 5.7: Generalizing to novel objects: $\delta$ mean and standard deviation

<table>
<thead>
<tr>
<th>Controller</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDNN</td>
<td>1.19</td>
<td>0.022</td>
</tr>
<tr>
<td>PID</td>
<td>0.70</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Fifteen trials are run with each controller, and a t-test is performed to examine if there is a difference in $\delta$ between the VDNN and PID controllers.

Results

Table 5.7 shows the mean and standard deviation of the dependent measure $\delta$ for both the VDNN and PID controllers. A t-test reveals a significant difference between the controllers ($p < 1 \times 10^{-17}, t=56.0, df=14$). This difference indicates that the VDNN is able to produce reasonable forces for an object it has never seen before. Since the relationship between the visual features (like the length) and the inertial properties of Object 4 are similar to the objects with which the VDNN was trained, it is able to scale the forces appropriately to extrapolate.

Figure 5.17 shows the distribution of potentiometer readings for the different conditions across trials. Note that the PID controller has a very large standard deviation near the end of the plot. This is because several trials were unstable. Since the PID parameters were not tuned on this object, the controller was not able to stably compensate for some errors and produced high-velocity oscillations.

Figure 5.15 shows the arm position after the object is grasped with the PID controller alone. Figure 5.16 shows the arm position at the same point in the trajectory, but where the VDNN controller is used.
Figure 5.15: Response of the PID controller to grasping a novel object, heavier than the objects in a test set. The left image shows the position of the arm at the start of the grasp, which is the desired location. The image on the right shows the object at its farthest displacement from the desired trajectory.

Figure 5.16: Response of the VDNN controller to grasping the same object from Figure 5.15. The left image shows the position of the arm at the start of the grasp, which is the desired location. The image on the right shows the object at its farthest displacement from the desired trajectory.
Figure 5.17: PID and VDNN comparison for a novel object, heavier than the objects in the test set. Potentiometer measurements at the elbow around the time the object is grasped (just after 9 seconds). The thick black line shows the desired trajectory. The solid red line shows the mean of the VDNN controller trials. The solid blue line shows the mean of the PID controller trials. The dashed lines show the standard deviation.

5.3.5 Experiment 4: Response to Decoy

In the Mounoud and Bower experiment, infants mistakenly lift a decoy object. Since the object looks the same as one they have previously grasped, they lift with more force than is required for the lighter decoy. Here we investigate whether the decoy object, that does not match the learned visual-inertial relationship, produces the same mistaken lift in our framework as it does in infants. This experiment explores the response of the VDNN controller to the decoy object.

The anticipatory forces generated by the VDNN in the previous experiments allow more accurate trajectory tracking than a PID alone. The VDNN is able to compensate for the additional forces due to gravity starting from the instant when the objects were grasped. The VDNN represents a framework for learning to interact with different objects in the environment, capitalizing on regularities between visual and inertial properties of objects. Since the VDNN is learning this visual-inertial relationship, we expect that, when we alter this relationship, the VDNN will make an error by lifting the decoy.
object. The Mounoud and Bower experiment shows that infants make an error when the visual-inertial relationship is broken.

If the VDNN replicates the phenomenon observed in infants, we expect the elbow to lift higher than the target trajectory with the VDNN controller when the decoy object is presented. Since there is no visual modulation in the PID controller, we expect the PID controller to show a small drop at the elbow commensurate with the smaller weight of the decoy object compared to the other objects used in the experiment.

**Methods**

For this experiment, the target trajectory is the same as the previous experiment: raise arm to horizontal, grasp object, remain level. The object grasped in this experiment is the decoy, which was never shown to the VDNN during training.

Fifteen trials are run with each controller, and a t-test is performed to examine if there is an difference in $\delta$ (5.15) between the VDNN and PID controllers. Additionally, a one-sample t-test is performed to examine if the VDNN controller generates a lift compared to the desired trajectory.

**Results**

Table 5.8 shows the dependent measure $\delta$ (5.15) for the VDNN and PID controllers. A t-test reveals a difference between the two controllers ($p<1\times10^{-15}$, $t=41.2$, $df=14$). A one-sample t-test reveals that the VDNN has mean different from the desired trajectory, which has a value of 1.40 ($p<1\times10^{-13}$, $t=28.8$, $df=14$). Figure 5.20 shows the potentiometer reading from the elbow as the object is grasped. Notice that the VDNN controller overshoots the desired trajectory. The VDNN specifies CT forces based on the visual features of the object it interacts with. Because the decoy object and Object 3 have very similar visual features (see Table 5.3), and the VDNN was trained to generate forces
Table 5.8: Response to decoy: $\delta$ mean and standard deviation

<table>
<thead>
<tr>
<th>Controller</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDNN</td>
<td>1.49</td>
<td>0.012</td>
</tr>
<tr>
<td>PID</td>
<td>1.30</td>
<td>0.014</td>
</tr>
</tbody>
</table>

Figure 5.18: Response of the PID controller to grasping the decoy object. The left image shows the position of the arm at the start of the grasp, which is the desired location. The image on the right shows the object at its farthest displacement from the desired trajectory.

for the heavy Object 3, the forces it estimates for the decoy object are larger than what the mass of the decoy require. Thus, the elbow rises to produce the overshoot we see in Figure 5.20.

Figure 5.18 shows a frame after the decoy object has been grasped by the PID controller. Figure 5.19 shows the same frame but when the VDNN controller grasps the object. Notice the angle of the forearm with respect to the elbow is sharper in the VDNN case, and that the object is higher.

5.4 Discussion

We explored whether our framework for visual affordances can reproduce the following phenomena in a complex humanoid robot: (1) learning to generate correct anticipatory forces to hold objects closer to level, (2) generalizing experience with objects to novel but consistent objects, and (3) being susceptible to overcompensating for a decoy
Figure 5.19: Response of the VDNN controller to grasping the decoy object. The left image shows the position of the arm at the start of the grasp, which is the desired location. The image on the right shows the object at its farthest displacement from the desired trajectory.

Figure 5.20: PID and VDNN comparison for decoy object. Potentiometer measurements at the elbow around the time the object is grasped (just after 9 seconds). The thick black line shows the desired trajectory. The solid red line shows the VDNN controller. The dashed blue line shows the PID controller.
object. These phenomena have been observed in human infants, and suggest that humans use internal models to plan motor commands to interact with objects in the world. In the previous chapter, we suggested a framework for how these models might be learned and used, which is based on a parameterized articulated-body physics model (PPM). Here, we found that parametric physics models are not accurate enough at predicting the inverse dynamics for a complex robot like Diego. By making some changes to the approach, namely using a deep neural network (DNN) as an inverse dynamics model, we were able to improve the accuracy of the predictions of the torques required to generate desired accelerations. This required a change to how anticipatory forces are generated for objects based on visual features. Rather than using the articulated body physics and estimates of density, the new approach uses an arbitrator network to weight the output of several DNN expert inverse model networks. These changes have several implications, including:

- **Generalization to other areas of joint space.** Because the PPM is a physics model, it describes motions across the entire range of the robot joint angles (and also different grasp configurations of an object). In contrast, the DNN approach, since it is learned directly from experience, requires experience in the area of joint space where testing will be done. Interestingly, there seems to be some evidence that learned dynamic models in humans do not generalize well to different areas of joint space [60]. In their study, subjects learn to generate anticipatory forces while trying to hold an object in the same location while rotating it. Given practice when the object is at a particular orientation with respect to the hand, subjects generate only about half the anticipatory forces when the same object is in a different orientation with respect to the hand. This suggests that there may not be a global representation of the hand/object dynamics for all possible orientations of the hand and object, as would be expected from the parameterized physics model.
• **Generalization to other object shapes.** The PPM approach depends on the visually extracted geometry of an object to create an inverse dynamics model. Because this can generalize to any geometry, this approach is well suited for estimating dynamic models of objects with novel shape. In simulations, this approach works well. But, if the model is not powerful enough to capture the dynamics of an actual robot, this approach will not succeed. The DNN approach, in contrast, learns directly from experience. Because the DNN approach is a general function approximator, given enough data and computational power, it will be able to model the dynamics of the objects it has learned. In a recent result, a DNN was taught to play Atari directly from visual input [61]. The approach here is similar in that control is learned directly from visual input and experience.

• **Prior knowledge requirements.** The cost of the greater generalization of the PPM is that there is a great deal of knowledge that must be supplied by a human to the robot. The DNN model learns from experience, and so does not require knowledge of, for example, the robot’s geometry or sensor calibrations. In a sense, the PPM has been given a shortcut: physics prescribes a good, succinct representation of an object’s dynamics through its density and geometry. The DNN model, given enough representational power and data, could potentially learn a similar representation implicitly. Additionally, in the case where the PPM itself is not representative enough to explain the data, the extra effort required to learn the DNN model pays off in better accuracy on data similar to what has been learned.

The flexibility of the function-approximating deep neural network that makes up the DNN approach means it can adapt to different situations and learn from experience. But this flexibility comes at a cost of reduced generalization. However there is evidence that humans do not generalize as well as would be predicted from a PPM.
5.5 Conclusion

We implement a computational model of inertial affordances on a physical robot. The implementation is inspired by the model described in the Chapter 4. However, in the process of implementing the approach, we made changes to the original model. Namely, the parametric physical model was replaced by a deep neural network that learns the robot dynamics from sensor readings.

Changing the underlying dynamic model to the DNN also requires a change to the way we generalize control to new objects. In the previous chapter, this is done analytically using a physics model. In this chapter, we use an approach composed of arbitrator network that utilizes visual features to predict the robot dynamics when the robot grasps a new object.

When tested on the physical robot Diego, the neural network approach produced more accurate control (compared to a PID controller) on objects that had a density similar to previously experienced objects. When the density was different than previously experienced, the approach showed behavior qualitatively similar to the behavior shown by infants.

As robotic applications expand, and robots become more ubiquitous, they will need to interact with the objects that humans interact with. One way to allow this interaction is to engineer robots with high-friction joints and powerful actuators. Robots designed this way are able to move objects easily, but at the cost of higher stiffness and energy use. Not only is this undesirable given a limited battery, but from a safety standpoint. Any human in the way of a robot like this would risk serious injury. Another approach is to use compliant robots, like Diego. Compliant robots require less energy, and are not as stiff as typical robots. This confers safety and energy use advantages, but at the expense of increased control complexity. The framework we explore in this chapter
is one method for making control of these robots easier. The framework learns how to interact with objects based on experience. Such an approach lays the groundwork for altricial robots that, through interaction with their environments, can build competence autonomously. Rather than requiring human intervention to solve a novel problem, a developmental robot may discover the solution itself. The work presented in this thesis is one step on the long road toward that goal.
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Appendix A

Linear System Identification

In this appendix, we show how the dynamics equations for articulated bodies are linear on the inertial parameters. These parameters are:

- $m_i$: the mass of link $i$
- $m_i b_i$: the mass times the center of mass
- $I_i$: the inertial matrix of link $i$
- $\eta_i$: the coefficient of viscous friction at joint $i$

For a more thorough treatment, see [[49]], from which this appendix is distilled. Articulated bodies are a series of rigid links connected by joints. Here, we focus on revolute joints with 1 degree of freedom (dof), but the similar results hold for prismatic joints. Multiple-dof joints can be modeled as a series of 1-dof joints with zero-length links between them.
A.1 Notation

- $f_k$: the frame of reference of link $k$. Its origin is at the parent joint for that link. The world coordinate frame is $f_0$.

- $l_{k-1}$: The $f_{k-1}$ coordinates of the origin of $f_k$. The $f_{k-1}$ coordinates of joint $k$. The $f_{k-1}$ coordinates of the parent joint for link $k$.

- $y_{k-1}$: The $f_0$ (world) coordinates of the origin of $f_k$. The $f_0$ coordinates of joint $k$. The $f_0$ (world) coordinates of the parent joint of link $k$.

- $b_k$: The $f_k$ coordinates of the center of mass of link $k$.

- $x_k$: The $f_0$ (world) coordinates of the center of mass of link $k$.

- $u_k$: The $f_{k-1}$ coordinates of the axis of rotation for joint $k$.

- $\theta_k$: The angle of rotation for joint $k$. The vector of all joint angles is $\theta$.

- $r_k$: The rotation of $f_k$ with respect to $f_{k-1}$. Thus the columns of $r_k$ have the $f_{k-1}$ coordinates of the $f_k$ unit axes.

$$r_k = e^{[u_k \theta_k] \times} \quad (A.1)$$

We define $r_0 = I_3$, the $3 \times 3$ unit matrix.

- $s_k$: The rotation of $f_k$ with respect to the world $f_0$. Thus $s_k$ has the world coordinates of the $f_k$ unit axes

$$s_k = r_{1:k} = r_1 \cdots r_k \quad (A.2)$$
- \(v_k\): The \(f_0\) (world) coordinates of the axis of rotation for joint \(k\).

\[v_k = s_{k-1}u_k\]  \hspace{1cm} (A.3)

- \(J_k\): The Jacobian of the center of mass of link \(k\)

\[J_k = \frac{\partial x_k}{\partial \theta}\]  \hspace{1cm} (A.4)

- \(H_k\): The Jacobian of the origin of \(f_{k+1}\), which we have defined as \(y_k\).

\[H_k = \frac{\partial y_k}{\partial \theta}\]  \hspace{1cm} (A.5)

- \([\cdot]_\times\): The skew-symmetric cross-product matrix constructed from a vector

### A.2 Dynamics

We begin with the dynamics equation from (4.1)

\[M(\theta_t)\ddot{\theta}_t = \tau_t + N(\theta_t, \dot{\theta}_t)\]  \hspace{1cm} (A.6)

and expand \(N\) to explicitly represent the Coriolis, gravitational, and viscous friction torques

\[M(\theta_t)\ddot{\theta}_t + C\dot{\theta}_t = \tau_t + \tau_t^g + \tau_t^v\]  \hspace{1cm} (A.7)

where \(\tau_t\) is the torque due to the robot’s motors at time \(t\). The terms \(M\) and \(C\) are the sums of inertia and Coriolis terms from each link, \(M = \sum M_i\) and \(C = \sum C_i\). We can also write
$M_i$ and $C_i$ in terms of the Jacobian, $J_i$, of the center of mass of link $i$, and its temporal derivative, $\dot{J}_i = \frac{d}{dt}J_i$

\[
M_i = m_iJ_i'J_i \quad \text{(A.8)}
\]
\[
C_i = J_i'\dot{J}_i \quad \text{(A.9)}
\]

We can write $J_i$ as

\[
H_0 = 0 \quad \text{(A.10)}
\]
\[
J_i = H_{i-1} - s_i [b_i]_\times s_i' w_i \quad \text{(A.11)}
\]

where $w_i = (v_1, v_2, \cdots, v_i, 0, \cdots, 0)$.

We can also write

\[
\dot{J}_i = \dot{H}_{i-1} + [\dot{x}_i - \dot{y}_{i-1}]_\times w_i + [x_i - y_{i-1}]_\times \dot{w}_i \quad \text{(A.12)}
\]

where

\[
\dot{H}_0 = 0 \quad \text{(A.13)}
\]
\[
\dot{H}_i = \dot{H}_{i-1} + [\dot{y}_i - \dot{y}_{i-1}]_\times w_i + [y_i - y_{i-1}]_\times \dot{w}_i \quad \text{(A.14)}
\]
\[
\dot{x}_i - \dot{y}_{i-1} = (J_i - H_{i-1})\dot{\theta} = [x_i - y_{i-1}]_\times w_i \dot{\theta} \quad \text{(A.15)}
\]
\[
\dot{y}_i - \dot{y}_{i-1} = (H_i - H_{i-1})\dot{\theta} = [y_i - y_{i-1}]_\times w_i \dot{\theta} \quad \text{(A.16)}
\]
and

\[ \dot{w}_i = (\dot{v}_1, \ldots, \dot{v}_i, 0, \ldots, 0) \quad \text{(A.17)} \]

\[ \dot{v}_j = \sum_{k=1}^n \theta_k \frac{\partial v_j}{\partial \theta_k} \quad \text{(A.18)} \]

Using these definitions of \( J_i \) and \( \dot{J}_i \), we examine each of the terms in the dynamics equation (A.7) and write them in a form linear in the inertial parameters.

### A.3 Inertial Forces

We first write (A.8) linear on the inertial parameters \( m_i, b_i, \) and \( I_i \).

\[ M_i \ddot{\theta} = m_i \underbrace{H_{i-1}'H_{i-1}}_{a_i^{[1]}} \ddot{\theta} \]

\[ - \underbrace{H_{i-1}'s_i m_i [b_i] \times s_i w_i \dot{\theta}}_{p_i^{[1]}} \]

\[ + \underbrace{w_i s_i (m_i [b_i] \times s_i H_{i-1} \dot{\theta})}_{p_i^{[3]}} \]

\[ + \underbrace{w_i s_i I_i s_i w_i \dot{\theta}}_{p_i^{[6]}} \quad \text{(A.19)} \]
Then we have

\[ M_i \dot{\theta} = a_i^{[1]} m_i \]
\[ - p_i^{[1]} m_i [b_i] \times p_i^{[2]} \]
\[ + p_i^{[3]} m_i [b_i] \times p_i^{[4]} \]
\[ + p_i^{[5]} I_i p_i^{[6]} \]  
(A.20)

Next we use the facts that \( \text{Vec}[a] = a \) if \( a \) is a vector, and:

\[ \text{Vec}[abc] = (c' \otimes a) \text{Vec}[b] \]  
(A.21)

so that

\[ \text{Vec}[p_i^{[1]} [m_i b_i] \times p_i^{[2]}] = ((p_i^{[2]})' \otimes p_i^{[1]}) \text{Vec}[[m_i b_i] \times] \]  
(A.22)
\[ \text{Vec}[p_i^{[3]} m_i [b_i] \times p_i^{[4]}] = ((p_i^{[4]})' \otimes p_i^{[3]}) \text{Vec}[[m_i b_i] \times] \]  
(A.23)
\[ \text{Vec}[p_i^{[5]} I_i p_i^{[6]}] = ((p_i^{[6]})' \otimes p_i^{[5]}) \text{Vec}[I_i] \]  
(A.24)

Moreover

\[ \text{Vec}[[m_i b_i] \times] = D_3 b_i m_i \]  
(A.25)
where

\[
D_3 = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0 \\
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]  \hspace{1cm} (A.26)

and

\[
\text{Vec}[I_i] = D_6 \text{Vec}_6[I_i]
\]  \hspace{1cm} (A.27)

where

\[
D_6 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]  \hspace{1cm} (A.28)
and and \( \text{Vec}_6[I] \) extracts the 6 unique element in the upper triangle of \( I \)

\[
\text{Vec}_6[I] = [I_{1,1}, I_{1,2}, I_{1,3}, I_{2,2}, I_{2,3}, I_{3,3}]'
\]  
(A.29)

Thus

\[
M_i \dot{\theta} = a_i^{[1]} m_i + a_i^{[2]} m_i b_i + a_i^{[3]} \text{Vec}_6[I_i] 
\]  
(A.30)

where

\[
a_i^{[1]} = H_{i-1}' H_{i-1} \dot{\theta} 
\]  
(A.31)

\[
a_i^{[2]} = \left( - (p_i^{[2]})' \otimes p_i^{[1]} + (p_i^{[4]})' \otimes p_i^{[3]} \right) D_3 
\]  
(A.32)

\[
a_i^{[3]} = \left( (p_i^{[6]})' \otimes p_i^{[5]} \right) D_6 
\]  
(A.33)
A.4 Coriolis Forces

We can expand (A.9) as

\[
C_i \dot{\theta} = m_i H_{i-1}' H_{i-1} \dot{\theta} + H_{i-1}' [w_i \dot{\theta}]^2 \times s_i m_i b_i \\
\qquad - H_{i-1}' s_i m_i [b_i] \times s_i \dot{w}_i \dot{\theta} \\
\qquad + w_i' s_i m_i [b_i] \times s_i' H_{i-1} \dot{\theta} \\
\qquad + w_i' [w_i \dot{\theta}] \times s_i I_i s_i' w_i \dot{\theta} \\
\qquad + w_i' s_i I_i s_i' \dot{w}_i \dot{\theta} \\
\quad \quad (A.34)
\]

Thus

\[
C_i \dot{\theta} = a_i^{[4]} m_i \\
\quad + q_i^{[0]} m_i b_i \\
\quad - q_i^{[1]} m_i [b_i] \times q_i^{[2]} + q_i^{[3]} m_i [b_i] \times q_i^{[4]} \\
\quad + q_i^{[5]} I_i q_i^{[6]} + q_i^{[7]} I_i q_i^{[8]} \\
\quad \quad (A.35)
\]

Using the properties of \( \text{Vec}[-] \), this can be written
\[ C_i \dot{\theta} = a_i^{[4]} m_i + a_i^{[5]} b_i m_i + a_i^{[6]} \text{Vec}_6[I] \]  
(A.36)

where

\[ a_i^{[4]} = H_i^t H_i \dot{\theta} \]  
(A.37)

\[ a_i^{[5]} = q_i^{[0]} + \left( - (q_i^{[2]})' \otimes q_i^{[1]} + (q_i^{[4]})' \otimes q_i^{[3]} \right) D_3 \]  
(A.38)

\[ a_i^{[6]} = \left( (q_i^{[6]})' \otimes q_i^{[5]} + (q_i^{[8]})' \otimes q_i^{[7]} \right) D_6 \]  
(A.39)

### A.5 Gravity

The derivation of the torque due to gravity uses the fact that, for an articulated body, when a force \( f \) is applied to a point \( p \) (in world coordinates) on the articulated body, the vector of torques \( \tau \) generated at each joint is computed as

\[ \tau = \left( \frac{\partial p}{\partial \theta'} \right)' f \]  
(A.40)

which is the transpose of the Jacobian of \( p \) times the force. Since gravity acts at the center of mass of a link, and the force is \( g m_i \), the torque generated by gravity from each
link is \( tau_i^g = J'_i gm_i \). Using this and the definition of \( J_i \), we can write

\[
\tau^g = \sum_i \tau^g_i \quad \text{(A.41)}
\]

\[
\tau^g_i = m_i \left( H'_{i-1} + w_i s_i [b_i] \times s'_i \right) g
\]

\[
= m_i H'_{i-1} g + w_i s_i \left( m_i [b_i] \times \right) s'_i g
\]

\[
= a^7 m_i + h^{[1]} m_i [b_i] \times h^{[2]}
\]

\[
= a^7 m_i + \left( (h^{[2]})' \otimes h^{[1]} \right) [m_i b_i] \times
\]

\[
= a^7 m_i + \left( (h^{[2]})' \otimes h^{[1]} \right) D_3 \text{Vec}[m_i b_i]
\]

\[
= a^7 m_i + a^8 m_i b_i \quad \text{(A.42)}
\]

Thus

\[
\tau^g_i = a^7 m_i + a^8 m_i b_i \quad \text{(A.43)}
\]

where

\[
a^7_i = H'_{i-1} g \quad \text{(A.44)}
\]

\[
a^8_i = \left( (h^{[2]})' \otimes h^{[1]} \right) D_3 \quad \text{(A.45)}
\]

### A.6 Viscous Friction

The viscous friction on each joint is linear on \( eta_i \).
A.7 Equation of Motion

Using the definitions above, we can now express (A.7) as follows

\[ \tau = \sum_i (a_i^{[1]} + a_i^{[4]} - a_i^{[7]})m_i \]
\[ + \sum_i (a_i^{[2]} + a_i^{[5]} - a_i^{[8]})b_i m_i \]
\[ + \sum_i (a_i^{[3]} + a_i^{[6]}) \text{Vec}_6[I_i] \]
\[ + \text{diag}[\dot{\theta}] \eta \]

(A.48)

In matrix form and making the dependence on time explicit

\[ \tau = c_t \gamma \]

(A.49)

\[ c_t = (a_1^{[1]} + a_1^{[4]} - a_1^{[7]}, \ldots, a_n^{[1]} + a_n^{[4]} - a_n^{[7]}, \]
\[ a_1^{[2]} + a_1^{[5]} - a_1^{[8]}, \ldots, a_n^{[2]} + a_n^{[5]} - a_n^{[8]}, \]
\[ a_1^{[3]} + a_1^{[6]}, \ldots, a_n^{[3]} + a_n^{[6]}, \text{diag}[\dot{\theta}]) \]

(A.50)
and

\[
\gamma = \begin{pmatrix}
    m_1 \\
    \vdots \\
    m_n \\
    m_1 b_1 \\
    \vdots \\
    m_n b_n \\
    \text{Vec}_6[I_1] \\
    \vdots \\
    \text{Vec}_6[I_n] \\
    \eta_1 \\
    \vdots \\
    \eta_n
\end{pmatrix}
\]  

(A.51)
Appendix B

Isolating Unknown Parameters

If the inertial parameters of some of the links are known, we can modify the terms in (A.49) so that only the unknown parameters are estimated. This is the method used to estimate the inertial parameters of objects in (4.6) given an inverse model of the robot.

To estimate only some links, first separate the terms in $c_t$ and $\gamma$ into those that are known and those that are unknown.

$$\tau_t = c^k_t \gamma^k + c^u_t \gamma^u$$  \hspace{1cm} (B.1)

If there are $n$ total links, $k$ known links, and $u$ unknown links, then

- $\tau_t$ is an $n \times 1$ vector
- $\gamma$ is an $11n \times 1$ vector
- $\gamma^k$ is an $11k \times 1$ vector
- $\gamma^u$ is an $11u \times 1$ vector
- $c_t$ is an $n \times 11n$ matrix
- $c^k_t$ is an $n \times 11k$ matrix
- $c_i^u$ is an $n \times 11u$ matrix

Since $\tau^k = c_i^k \gamma^k$ is known, we are left with

$$\tau_i - \tau^k = c_i^u \gamma^u$$

which is in the same form as (A.49). From this, the unknown parameters can be estimated. Note that $\tau^k$ can be estimated with any inverse model, not necessarily one that requires knowledge of the inertial parameters.
Appendix C

Estimating Density

In this appendix, we show that $\gamma$, the inertial parameters of the links, is itself a linear function of the vector of object densities $\delta$, which we aim to estimate. The 10 inertial parameters of the object, $\gamma = (m, mx, Vec_6[I])'$, are:

- the object’s mass, $m$
- the object’s center of mass times its mass, $mx$
- the object’s inertial matrix, $I$, in the object’s frame, with origin $o$ as reference.

$Vec_6[I]$ extracts the 6 elements from the upper triangle of the symmetric matrix $I$.

First, we write $I$ in a form linear on the masses $m_i$ of each component. Using the parallel axis theorem, we can write the total inertia of the object as

$$ I = \sum_i I_i - m_i [d_i]_\times^2 $$

(C.1)

where $d_i$ is the vector from the origin of the object’s frame, $o$, to $\mu_i$, $m_i$ is the mass of ellipsoid $i$, $I_i$ is the inertia of ellipsoid $i$ around its center of mass, and $[d_i]_\times$ is the skew-symmetric cross-product matrix constructed from the vector $d_i$. Since we know the
geometry of ellipsoid $i$, and the form of the inertial matrix for ellipsoids, we can write

$$I_i = \begin{pmatrix}
\frac{1}{3}(b_i^2 + c_i^2) & 0 & 0 \\
0 & \frac{1}{3}(a_i^2 + c_i^2) & 0 \\
0 & 0 & \frac{1}{3}(a_i^2 + b_i^2)
\end{pmatrix} m_i \quad \text{(C.2)}$$

$$= G_i m_i \quad \text{(C.3)}$$

and

$$I = \sum_i I_i - m_i [d_i]^2 \quad \text{(C.4)}$$

$$= \sum_i (G_i - [d_i]^2) m_i \quad \text{(C.5)}$$

Also,

$$x = \frac{\sum_i m_i d_i}{m} \quad \text{(C.6)}$$

$$m = \sum_i m_i \quad \text{(C.7)}$$

We want to estimate

$$\delta = \begin{bmatrix}
\delta_1 \\
\vdots \\
\delta_r
\end{bmatrix} \quad \text{(C.8)}$$

where $\delta_i$ is the density of material $i$. The color of each component indicates which of a set of $r$ materials makes it up. This information gives an $n \times r$ matrix $A$ where element $A_{ij}$ is $v_i$ if object component $i$ is made of material $j$, and 0 otherwise. Here, $v_i$ is the volume of component $i$, which is known, and allows estimation of the density of materials rather
than the mass of the components, since

$$\begin{bmatrix} m_1 \\ \vdots \\ m_n \end{bmatrix} = A \begin{bmatrix} \delta_1 \\ \vdots \\ \delta_r \end{bmatrix}$$  \quad (C.9)

Combining (C.5), (C.6), and (C.9), we can write

$$\gamma = HA\delta$$  \quad (C.10)

where

$$H = \begin{bmatrix} 1_n \\ d_1 \ldots d_n \\ \text{Vec}_6[G_1 - [d_1]_x^2] \ldots \text{Vec}_6[G_n - [d_n]_x^2] \end{bmatrix}$$  \quad (C.11)

and $1_n$ is a row vector of $n$ ones. Finally, we have

$$\tau'_i = K_t HA\delta$$  \quad (C.12)

Here the torque vector $\tau'_i$, and the $K_t, H, A$ matrices are known. Thus we can infer the desired vector of object densities using simple linear regression methods. In practice, we use Bayesian linear regression methods to update, after each trial, a Gaussian estimate of the density of a set of materials. Here, $K$ is a stacked matrix containing $K_t$ for all observed timesteps in a trial, and similarly $\tau'^o$ is a stacked vector of all $\tau'_i$. For a prior belief
\( \mathcal{N}(\mu_\delta, \sigma_\delta) \) and our data \( K \) and \( \tau^o \), we get the parameters of the posterior distribution:

\[
\begin{align*}
\bar{\sigma}_\delta &= (\sigma_\delta^{-1} + \eta (KHA)'(KHA))^{-1} \\
\bar{\mu}_\delta &= \bar{\sigma}_\delta (\sigma_\delta^{-1} \mu_\delta + \eta (KHA)' \tau^o)
\end{align*}
\]  

(C.13)
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