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ABSTRACT

Spatial and temporal variations of atmospheric CO₂ concentrations contain information about surface sources and sinks, which can be quantitatively interpreted through tracer transport inversion. Previous CO₂ inversion calculations obtained differing results due to different data, methods and transport models used. To isolate the sources of uncertainty, we have conducted a set of annual mean inversion experiments in which 17 different transport models or model variants were used to calculate regional carbon sources and sinks from the same data with a standardized method. Simulated transport is a significant source of uncertainty in these calculations, particularly in the response to prescribed “background” fluxes due to fossil fuel combustion, a balanced terrestrial biosphere, and air–sea gas exchange. Individual model-estimated fluxes are often a direct reflection of their response to these background fluxes. Models that generate strong surface maxima near background exchange locations tend to require larger uptake near those locations. Models with weak surface maxima tend to have less uptake in those same regions but may infer small sources downwind. In some cases, individual model flux estimates cannot be analyzed through simple relationships to background flux responses but are
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likely due to local transport differences or particular responses at individual CO₂ observing locations. The response to the background biosphere exchange generates the greatest variation in the estimated fluxes, particularly over land in the Northern Hemisphere. More observational data in the tropical regions may help in both lowering the uncertain tropical land flux uncertainties and constraining the northern land estimates because of compensation between these two broad regions in the inversion. More optimistically, examination of the model-mean retrieved fluxes indicates a general insensitivity to the prior fluxes and the prior flux uncertainties. Less uptake in the Southern Ocean than implied by oceanographic observations, and an evenly distributed northern land sink, remain in spite of changes in this aspect of the inversion setup.

1. Introduction

A quantitative understanding of the sources and sinks of atmospheric CO₂ is of vital importance for reliably predicting future CO₂ levels. The estimation of CO₂ sources and sinks can be approached in a variety of ways (Schimel et al., 2001). One approach is to use atmospheric CO₂ measurements to infer CO₂ fluxes through tracer transport inversion. This approach adjusts a series of regionally explicit “trial” fluxes to best match observed CO₂ concentrations to those simulated by an atmospheric transport model. Early inversions used two-dimensional transport models to calculate the latitudinal distribution of fluxes (e.g. Tans et al., 1990; Enting and Mansbridge, 1989; Ciais et al., 1995). Recent inversions have used three-dimensional models to estimate the longitudinal distribution of fluxes (e.g. Enting et al., 1995; Fan et al., 1998; Bousquet et al., 1999a;b; Kaminski et al., 1999). Interannual variations in fluxes have also been estimated (e.g. Rayner et al., 1999; Law, 1999; Bousquet et al., 2000; Baker, 2001).

A general concern with inversions is the sensitivity of the results to the atmospheric transport model used. This sensitivity is difficult to assess because the results to date have employed only one or two transport models in a given study. A goal of the TransCom series of experiments has been to assess the influence of different transport algorithms on the CO₂ inversion problem. The initial phases of TransCom conducted forward simulations of fossil and biospheric emissions of CO₂ (TransCom 1) (Law et al., 1996) and of SF₆ (TransCom 2) (Denning et al., 1999) to characterize model behaviour. The fossil CO₂ experiment indicated differences in simulated surface interhemispheric concentration gradients among the models of up to a factor of two. However, with no ‘fossil-CO₂’ observations to compare against, it was not possible to determine which simulated transport, if any, was correct. The SF₆ experiment, with relatively well known sources and observations, was intended to evaluate atmospheric transport and to identify which processes led to different model behaviour. Most of the models were reasonably successful in reproducing the marine boundary-layer observations of SF₆, but tended to overestimate the SF₆ at continental locations near sources. Those models that underestimated marine boundary-layer values due to excessive vertical convective transport tended to give better continental concentrations than the models with less convective transport.

Model differences were also large for the annual mean response to seasonal biospheric CO₂ exchange. Almost all models simulated elevated CO₂ concentrations at the surface in the northern middle latitudes due to the covariance between seasonal exchange and seasonal transport, the so-called ‘seasonal rectifier effect’ (e.g., Keeling et al., 1989; Denning et al., 1995), but zonal mean surface concentrations varied over 3 ppm among the models.

While these experiments provided useful insights into model behaviour, they did not directly address the sensitivity of inversion results to transport. This is the role of the current TransCom experiment (TransCom 3); the aim is to assess the contribution of uncertainties in transport to the uncertainties in flux estimates for annual mean, seasonal cycle and interannual inversions. The experiment can also contribute to our understanding of other sensitivities in the inversion process (e.g. inversion set-up, observational data choices), since more reliable results are expected by examining the sensitivity with a range of transport models than with just one or two models.

The first results from TransCom 3 were presented by Gurney et al. (2002). They showed mean inversion results for a ‘control’ inversion in which annual mean fluxes were estimated using 1992–1996 data. Here we present results from that same control inversion but for individual models. We also present results from a number of sensitivity tests related to the specification of prior flux information. A companion paper (Law et al., 2003) presents sensitivity tests related to CO₂ data issues including network choice, time period, data.
selection and data uncertainty. Seasonal and interannual inversions will be presented elsewhere.

2. Method

2.1. Inversion formalism

The control inversion uses a Bayesian synthesis method (Enting, 2002). The first step is to choose a set of flux patterns, or basis functions \( \vec{V} \), from which solutions will be constructed: \( \vec{V} = \sum_i s_i \vec{V}_i \). The inversion procedure reduces to solving for the scaling factor, \( s_i \). With a set of concentration observations \( \vec{D} \) the linearity of transport can be used to yield

\[
\vec{D} = \sum_i s_i \vec{T} \vec{V}_i
\]

where \( \vec{T} \) is the atmospheric transport. If we have predefined times and places for our concentration observations (obvious in a diagnostic or inverse study) then we can repeatedly run the transport model on each basis function and sample the output at the observation locations. The concentration field generated from each basis function is referred to as its corresponding response function. If we sample the response function at our chosen observation locations, and write the result as a column vector, we produce a matrix \( \vec{M} \) for which we can easily show

\[
\vec{D} = \vec{M} \vec{S}
\]

The regional fluxes, \( \vec{S} \), can now be solved for using conventional least-squares techniques. These techniques rely on minimizing the mismatch between modelled concentrations, \( \vec{M} \vec{S} \), and observed concentrations, \( \vec{D} \). Adding prior information about the fluxes acknowledges the under-determinacy of the system due to the limitation of few observations to constrain fluxes from all regions. It also allows those aspects of the flux distribution that are reasonably well known to be specified.

With the addition of prior information, the solution for \( \vec{S} \) now involves minimizing the difference between modelled and observed concentrations and between predicted fluxes and their prior estimates. A cost function \( J \) can be defined as

\[
J = \frac{1}{2} \begin{bmatrix} (\vec{M} \vec{S} - \vec{D})^T \vec{D} \end{bmatrix}^{-1} \begin{bmatrix} \vec{T} \end{bmatrix}^{-1} \begin{bmatrix} \vec{M} \vec{S} - \vec{D} \end{bmatrix} + \begin{bmatrix} (\vec{S} - \vec{S}_0) \end{bmatrix}^T \begin{bmatrix} \vec{C} \end{bmatrix}^{-1} \begin{bmatrix} \vec{S} - \vec{S}_0 \end{bmatrix}
\]

where \( \vec{C} \) embodies confidence in the form of an error or uncertainty covariance. Since \( \vec{C} \) appears inverted, quantities with large uncertainty confer less influence. Deviations from this prior estimate will penalize the cost function severely, and hence be restricted. Alternatively, fluxes that are poorly understood can be assigned large uncertainties and, hence, allowed to deviate significantly from the prior estimates.

The measurements are similarly weighted inversely by the degree to which the predicted concentrations are required by the inverse process to match the observations. This weighting term, \( \vec{C}(\vec{D}) \), has traditionally been called the “data uncertainty”. The name is misleading, since the term must also account for the inability of models with imperfect transport and coarse spatial and temporal resolution to match point observations. Furthermore, the chosen flux shape or “footprint” assumed for the basis functions may not represent the distribution of the true source field, and hence may add to the inability of the predicted concentrations to match observations (Kaminski et al., 2001; Engelen et al., 2002). It would be inappropriate in the inversion to attempt to fit the data better than the sum of all of these errors, yet objectively quantifying this overall model-data mismatch remains difficult.

Following Tarantola (1987) we minimize eq. (3) to yield

\[
\vec{S} = \vec{S}_0 + \vec{M}^{-1}(\vec{D} - \vec{M} \vec{S}_0)
\]

where \( \vec{M}^{-1} \), the generalized inverse of \( \vec{M} \), is given by

\[
\vec{M}^{-1} = \left[ \vec{M}^T \vec{C}(\vec{D})^{-1} \vec{M} + \vec{C}(\vec{S}_0)^{-1} \right]^{-1} \vec{M}^T \vec{C}(\vec{D})^{-1}.
\]

An estimate of the uncertainty in the predicted fluxes can also be produced. This depends on the uncertainty in the prior fluxes, the data uncertainty and the response functions embodied in \( \vec{M} \). The relation is:

\[
\vec{C}(\vec{S}) = \left[ \vec{C}(\vec{S}_0)^{-1} + \vec{M}^T \vec{C}(\vec{D})^{-1} \vec{M} \right]^{-1}.
\]

This always represents a reduction in uncertainty on the prior estimate, with the amount of reduction depending on the data uncertainty and how well the
available observing locations sample the chosen flux patterns. The mean of the individual model flux uncertainties can be computed as:

$$C(\bar{S}) = \sqrt{\frac{\sum_{n=1}^{N_{\text{models}}} [C(\bar{S})]^2}{N_{\text{models}}}}$$

(7)

where the individual model posterior uncertainty estimates are taken from the diagonal of the posterior covariance matrix. We designate this mean uncertainty the ‘within-model’ uncertainty. The spread of flux estimates across models is represented by the standard deviation,

$$\sigma(\bar{S}) = \sqrt{\frac{\sum_{n=1}^{N_{\text{models}}} [C(\bar{S}) - C(\bar{S})]^2}{N_{\text{models}}}}$$

(8)

and designated the ‘between-model’ uncertainty.

The minimum value of the cost function, \(J_{\text{min}}\), describes the degree to which the inversion calculation matches the data and prior source estimates simultaneously. This is usually expressed using the reduced \(\chi^2\).

$$\chi^2 = \frac{\sum_{n=1}^{N_{\text{obs}}} (MS - D)^2}{C(D)^2} + \sum_{r=1}^{R_{\text{region}}} \frac{(\bar{s}_r - \bar{s}_0)^2}{C(S_0)^2}$$

(9)

Statistical consistency requires \(\chi^2\) not to be significantly greater than unity, otherwise the posterior uncertainty is inconsistent with the quality of the fit to the data. This inconsistency suggests that too much confidence has been placed in the ability of the inversion to match the data, so \(C(\bar{D})\) is increased accordingly. This will consequently increase \(C(\bar{S})\).

2.2. Experimental design

2.2.1. Forward simulations. Forward simulations were performed with 16 transport models (or model variants) (Gurney et al., 2000), the results of which were used to perform annual mean inversions for sources and sinks (Gurney et al., 2002). A 17th model (CSIRO) recently submitted simulations. We have not included results from this model in the calculation of mean results, in order to maintain consistency with Gurney et al. (2002), but have included it in presentations of individual model results. Details of each transport model are given in Table 1. The models vary in resolution, advection scheme, driving winds and subgrid-scale parameterizations. They include every model used in recently published CO2 inversions. TM2 is the only model that has been used in precisely the same configuration in all the TransCom experiments, while seven of the current models performed the TransCom 2 SF6 experiment, though some of these have been modified since that experiment.

For the annual mean experiment presented here, four-year simulations were performed by each model for each of 26 required basis functions. The 26 basis functions comprised four “background” global fluxes and 22 regional fluxes. The model output was submitted as global monthly mean distributions and as four-hourly time series at 228 specified locations. Sampling of model output was intended to mimic the sampling protocol for observations: some stations were moved offshore away from coastlines in the direction of the “clean air sector” identified for flask sampling. Full details of the experimental protocol are presented in Gurney et al. (2000). The inversions were performed on the output from each model.

The four background fluxes consisted of two fossil fuel emission fields (1990 and 1995 distributions), an annually balanced, seasonal terrestrial biosphere exchange and air–sea gas exchange. These fluxes are included in the inversion with a very small prior uncertainty so that their magnitude is effectively fixed, and the 22 regional fluxes estimated by the inversion are deviations from these global fluxes. The 1990 annual mean fossil source (1° × 1°) is from Andres et al. (1996) and totals 5.812 Gt C yr\(^{-1}\). The 1995 annual mean fossil source (1° × 1°) is derived from the data prepared by Brenkert (1998) and totals 6.173 Gt C yr\(^{-1}\). The seasonal biospheric exchange (1° × 1°) was derived from the Carnegie Ames Stanford Approach (CASAv model) (Randerson et al., 1997), and has an annual total flux of zero at every grid cell. The oceanic exchange (4° × 5°) was produced by Taro Takahashi and colleagues and represents monthly global oceanic exchange derived from measurements of \(\Delta p(\text{CO}_2)\) (Takahashi et al., 1999). The annually integrated flux is \(-2.19\) Gt C yr\(^{-1}\) (into the ocean). The background fossil fuel emission fluxes were prescribed without seasonality. The annually balanced terrestrial fluxes were purely seasonal, and the background ocean fluxes were prescribed with both seasonal variations and annual mean uptake.

The boundaries of the 22 regional basis functions are shown in Fig. 1. In the forward simulations, each
## Table 1. Participating model description and references

<table>
<thead>
<tr>
<th>Model</th>
<th>Modeler</th>
<th>Winds</th>
<th>H. Res.</th>
<th># Levels</th>
<th>Advection</th>
<th>Subgrid</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSU²</td>
<td>Gurney &amp; Online</td>
<td>72 lon. × 44 lat.</td>
<td>17 sigma</td>
<td>2nd order</td>
<td>Cum. mass flux (Arakawa &amp; Schubert, 1974; Randall &amp; Pan, 1993; Ding et al., 1998), var. prog. PBL (Suarez et al., 1983; Randall et al., 1992)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UC³f</td>
<td>Fung &amp; John</td>
<td>72 lon. × 46 lat.</td>
<td>9 sigma</td>
<td>Slopes (Russell &amp; Lerner, 1981)</td>
<td>Penetrative mass flux</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCI</td>
<td>Prather, Pak, GISS, &amp; Hanne</td>
<td>72 lon. × 46 lat.</td>
<td>9 sigma &amp; 23 sigma</td>
<td>2nd order moments (Prather, 1986)</td>
<td>Penetrative mass flux w/updrafts, downdrafts and entrainment; diurnally varying PBL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JMA</td>
<td>Maki</td>
<td>144 lon. × 73 lat.</td>
<td>32 hybrid Hor: semi-lag., Vert: box scheme</td>
<td>Vert diff. (Mellor–Yamada, level 2.0), Cumulus (simple diff.), PBL (fixed layer)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MATCH: CCM³</td>
<td>Bruhwiler NCAR</td>
<td>128 lon. × 64 lat.</td>
<td>28 sigma</td>
<td>Spitfire</td>
<td>Corrective transport, subgrid diff., PBL w/stable mixing, cloud prediction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MATCH: NCEP</td>
<td>Chen</td>
<td>128 lon. × 64 lat.</td>
<td>28 sigma</td>
<td>Spitfire</td>
<td>Vert. diff. w/diagnosed PBL; penetrative conv. + local conv. correction (Hack, 1994)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MATCH: MACCM²</td>
<td>Law</td>
<td>64 lon. × 64 lat.</td>
<td>24 hybrid Semi-lagrangian</td>
<td>Hack convection (Hack, 1994); vert. diff. with PBL (Holtslag &amp; Boville, 1993)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIES</td>
<td>Maksyutov</td>
<td>144 lon. × 72 lat.</td>
<td>15 sigma</td>
<td>Semi-lagrangian</td>
<td>Vert. diff. in troposphere (Hack, 1993); penetrative mass flux (Tiedke, 1989); vert. diff. in PBL (Schubert et al., 1993)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. (cont’d.)

<table>
<thead>
<tr>
<th>Model</th>
<th>Modeler</th>
<th>Winds</th>
<th>H. Res.</th>
<th># Levels</th>
<th>Advection</th>
<th>Subgrid</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIRE</td>
<td>Taguchi</td>
<td>6 h ECMWF</td>
<td>144 lon. × 15 hybrid</td>
<td>Semi-lagrangian</td>
<td>Vert. diff. in PBL, reduced diffusion at tropopause</td>
<td>Taguchi (1996)</td>
<td></td>
</tr>
<tr>
<td>RPN-SEF</td>
<td>Yuen &amp; Higuchi</td>
<td>Online</td>
<td>128 lon. × 27 sigma</td>
<td>Semi-lagr. (Richie &amp; Beardoin, 1994)</td>
<td>Vertical diffusion; PBL based on turbulent KE (Benoit et al., 1997)</td>
<td>D’Andrea et al. (1998)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Online</td>
<td>64 lat.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKYHY†‡</td>
<td>Fan</td>
<td>Online</td>
<td>100 lon. × 40 hybrid</td>
<td>2nd order</td>
<td>Dry/moist convective adjustment for T, q; non-local parameterization for vert. mixing in PBL</td>
<td>Mahlman et al. (1994); Strahan &amp; Mahlman (1994); Hamilton et al. (1995)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Online</td>
<td>60 lat.</td>
<td></td>
<td></td>
<td></td>
<td>Heimann (1995); Bouquet et al. (1999a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TM2α</td>
<td>Bousquet &amp;</td>
<td>12 h ECMWF</td>
<td>48 lon. × 9 sigma</td>
<td>Slopes (Russell &amp; Lerner, 1981)</td>
<td>Mass flux (Tiedke, 1989); stability dependent vertical diffusion (Louis, 1979)</td>
<td>Heimann (1995); Bousquet et al. (1999a)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Peylin</td>
<td>(1990)</td>
<td>25 lat.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1990)</td>
<td>45 lat.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCTMγ</td>
<td>Baker</td>
<td>6 h ZODIAC</td>
<td>256 km² × 11 sigma</td>
<td>2nd/4th order</td>
<td>Vert. diffusion, Ri number-based vert. mixing in lowest 3 layers to represent PBL</td>
<td>Mahlman &amp; Moxim (1978); Levy et al. (1982)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>GCM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CC†</td>
<td>McGregor</td>
<td>Online</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

αParticipated in TransCom 1 and TransCom 2 but model differed.

βUCI primary model uses 3-hourly GISS II' 9-layer GCM winds and is primarily tropospheric; UCIb is a boundary-layer variant with PBL height diagnosed from Ri number, super-resolved tracer gradients using second-order moments, and non-local closure on the subgrid (Hartke and Rind, 1997); UCIb uses 6-hourly GISS II' middle atmosphere GCM winds with a well resolved stratosphere (Koch and Rind, 1998).

γEarlier model version participated in TransCom 1, current model version in TransCom 2.

δA non-local parameterization for vertical mixing in the PBL was implemented after TransCom 2 and was used in TransCom 3.

εParticipated in TransCom 1 and TransCom 2 with current model.

ζParticipated in TransCom 2.

ηModel output fields were interpolated from model’s conformal-cubic grid to regular (2° latitude, longitude) grid before submission.
region emits a 1 Gt C yr\(^{-1}\) flux that is scaled independently during the inversion calculation. The regional terrestrial basis fluxes include spatial structure based on the distribution of annual mean net primary productivity (NPP), as given by a CASA model steady-state run (Randerson et al., 1997), reflecting an assumption that terrestrial exchanges are located within regions of higher biological activity. The terrestrial basis function boundaries were constructed to enclose vegetation of similar seasonal structure and carbon exchange, with some additional boundary smoothing. The starting point for the boundary construction was the 1° × 1° land cover type classification used by the original Simple Biosphere Model (SiB) (De Fries and Townshend, 1994; Sellers et al., 1996). A uniform spatial distribution was used for the regional oceanic basis functions, with the exception of seasonal ice cover in the northern and southernmost regions. The sea-ice cover data were produced by the World Climate Research Programme, Working Group on Numerical Experimentation, Atmospheric Model Intercomparison Project (Taylor et al., 1997).

### 2.2.2. Inversion set-up and observational data.

Prior estimates of the fluxes in each of the 22 regional basis functions were determined from independent estimates of terrestrial and oceanic exchange and are presented in Fig. 1. The land region prior flux estimates incorporate results from recent inventory studies (Apps and Kurz, 1994; Kurz and Apps, 1999; UNFCCC, 2000; Pacala et al., 2001; Houghton, 1999; Dixon et al., 1990; Houghton and Hackler, 1999; Kauppi et al., 1992). Where more than one estimate for a given region was available, a mid-point of the estimate range was used. The ocean region prior flux estimates were prescribed as zero.

The prior flux uncertainty is important for keeping the estimated fluxes within biogeochemically realistic bounds. For land regions we chose growing season net flux (GSNF, the sum of monthly mean exchange for months exhibiting net uptake) as provided by the CASA model of net ecosystem production (Randerson et al., 1997). Since it is unlikely that an annual mean residual land flux would exceed the GSNF, this provides a reasonable, ecologically relevant upper bound. The prior ocean uncertainties were guided by the aggregate estimates given in Takahashi et al. (1999), which suggest a total global oceanic uncertainty approximately 70% of the total oceanic exchange. Because this level of uncertainty tightly constrains some oceanic regions to the prior flux estimate, the aggregate uncertainty was increased to 140% of the total net oceanic exchange. The uncertainty in individual oceanic basis function regions was proportional to the
area of the region and the proportion of sampled grid points in the region.

We invert 5-yr mean measurements for 1992–1996 at 76 sites taken from the GLOBALVIEW-CO2 2000 dataset (GLOBALVIEW-CO2, 2000). GLOBALVIEW is a data product that interpolates CO2 measurements to a common time interval. Gaps in the data are filled by extrapolation from marine boundary-layer measurements. Sites were chosen where the extrapolated data accounts for less than 30% of total data for the 1992–1996 period. Law et al. (2003) varied this extrapolated data limit to test the sensitivity of the inversion to alternative data sets.

The uncertainty attached to each data value, $C(D)$, was derived from the residual standard deviation (RSD) of individual observations around a smoothed timeseries as given by GLOBALVIEW-CO2 (2000). This choice was based on the assumption that the distribution of RSD (higher RSD values for northern and continental sites and lower RSD values for southern hemisphere oceanic sites) reflects the high-frequency variations in transport and regional flux that large-scale transport models are unable to accurately simulate. Direct use of the RSD values for the data uncertainty within the inversion results in a reduced $\chi^2$ [eq. (9)] that is much smaller than unity. This indicates that the predicted concentrations fit the data much better than the uncertainty assigned to the data itself, and that the uncertainty should be reduced. Therefore, the RSD has been scaled as follows: the RSD was divided that the uncertainty should be reduced. Therefore, the predicted concentrations

$$\chi^2 \approx 1$$

is the proportion of real data in the record and the factor 8 accomplishes the $\chi^2 \approx 1$ goal. Where this gave values less than 0.25 ppm, the uncertainty was increased to 0.25 ppm. Finally, the uncertainty was increased for those sites that are likely to occur in the same model grid cell by the square root of the number of co-located sites. This gave uncertainties ranging from 0.25 ppm for remote, “clean air” sites to 2.2 ppm for continental, “noisy” sites and a reduced $\chi^2$ averaged across the models of 0.97, close to the desired value of one. Law et al. (2003) demonstrate the sensitivity of the inversion to the choice of $C(D)$.

Additional prior constraints included in the inverse calculation are the global atmospheric CO2 growth rate (3.274 ± 0.074 Gt C yr$^{-1}$) and a global CO2 concentration background value (355 ± 100 ppm). The growth rate and uncertainty are the mean and standard deviation of the 1992–1996 trends at the observational stations used in this study via a fit that includes a linear trend and harmonics.

3. Results

3.1. Background simulation results

The forward simulations of the four background fluxes provide a measure of model-to-model transport differences, and explain many of the features found in the inferred regional fluxes to be discussed in Section 3.2. Figure 2 shows the surface CO2 concentrations resulting from the sum of the background fluxes for each of the models. Maxima associated with the fossil fuel emissions and the annually balanced, seasonal biosphere exchange are evident and vary considerably from model to model. Maxima associated with the fossil fuel emissions are centered over the industrial source regions of the United States, Europe and the Asian Pacific. Maxima associated with rectification of the biosphere exchange are broadly distributed over forested areas in North America and Eurasia. Regional minima in concentration are simulated over the Southern Ocean and to a lesser extent over the North Atlantic Ocean in response to the background ocean fluxes. Surface concentration responses range from very weak (TM2 and the UCI variants) to strong but localized (GCTM) to very strong over large areas (MATCH:NCEP, UCB). As was found previously (Law et al., 1996; Denning et al., 1999), there does not appear to be a systematic difference between models driven by analyzed winds and those using GCM winds.

Figure 3 shows the zonal mean surface CO2 concentration resulting from each of the background fluxes separately and summed. The maximum fossil fuel concentrations occur around 50° N and vary by almost 2 ppm among the models. Southern Hemisphere concentrations also vary with CSU, MATCH:MACCM2 and NIRE producing the highest concentrations. The interhemispheric difference (IHD) (mean Northern Hemisphere surface-layer concentration minus mean Southern Hemisphere surface-layer concentration) in these simulated surface responses provides a convenient index (not always an accurate indicator; see Denning et al., 1999) to summarize both meridional and vertical model transport, and is indicated in the figure for the fossil fuel and total background responses. CSU, TM2 and JMA exhibit the smallest IHD values indicating relatively rapid mixing away from source areas (vertical or meridional or both). The ratio of largest fossil fuel IHD to smallest IHD is 1.5 compared to 2.0 for the fossil simulation results from TransCom 1, indicating a convergence of model simulations for this...
Fig. 2. Annual mean surface CO$_2$ concentration (ppm) resulting from the combined (relative to a background concentration of 350 ppm) background fluxes for each of the models. The UCIb model variant is not shown since its surface distribution is very similar to the UCI standard version. The global mean surface concentration is also computed for each model.
Fig. 2. (Contd.)
flux response. The 1990 fossil distribution used in this study is the same as that used in TransCom 1 but the total emission is 5.81 Gt C yr$^{-1}$ compared to the 5.3 Gt C yr$^{-1}$ previously used. Allowing for this difference, eight of the TransCom 1 models had IHDs below the current range (Law et al., 1996) indicating an evolution to less vigorous interhemispheric transport.

The zonal mean surface concentration for the biosphere exchange shows more spread in the northern mid- to high latitudes than for fossil fuel emissions. In TransCom 1 (using a different biosphere exchange) the model results clustered into two groups. Here, this clustering is less evident, with models spread throughout the 3.5 ppm range of concentrations around 60–70 °N. The highest concentrations (strongest rectification) are produced by MATCH:NCEP, while the weakest rectification is produced by the TM2 model. The RPN model produces relatively large equatorial concentrations, while the NIRE concentrations are greater than for other models around 20–30 °N. Besides the large variation in zonal mean response to these annually balanced fluxes, the models exhibit large variations in the spatial structure of the rectifier response within latitude zones (Fig. 2). Some strongly rectifying models (e.g., SKYHI, MATCH:MACCM2, RPN) limit concentration maxima to the immediate forcing areas over North America and Asia, where there are no stations. Others (NIES, NIRE, UCB, MATCH:NCEP) generate broad concentration maxima over the northern high latitudes and consequently have substantial impact at observing sites.

The zonal mean surface concentration for the ocean exchange show similar structure for all models. The tropical source and extratropical uptake results in a small maximum concentration in the tropics, which varies by about 0.5 ppm across the models. Variations in the concentration minima are larger, particularly around 50–60 °S. SKYHI produces the lowest concentrations in both hemispheres, while MATCH:CCM3 exhibits low concentrations across all latitudes. RPN exhibits the largest equatorial maximum concentration. The greatest tropical/extratropical gradient is
exhibited by SKYHI, while UCI and UCIb exhibit the smallest gradients.

The zonal mean surface concentration for the total background fluxes shows how some models respond similarly to the background fluxes while others exhibit offsetting responses. For example, while responding strongly to fossil fuel fluxes over the northern extratropical source region, MATCH:CCM3 and RPN exhibit only a moderate response to the seasonal biosphere exchange. Similarly, MATCH:MACCM2 and NIES, which have a moderate fossil fuel response, show a stronger response to the seasonal biosphere exchange.

The remaining models show some similarity in their response to the background fluxes. In these cases, models that produce large surface gradients for fossil fuel also tend to produce large gradients for the background ocean exchange and exhibit a strong biospheric rectifier. This is broadly consistent with both vertical trapping of CO$_2$ in the lower model layers and with weaker advective mixing as compared to models exhibiting smaller gradients.

The spatial structure of surface CO$_2$ simulated by each model in response to the total of these background fluxes is different from the observed spatial variation of the observations. Because the background fluxes are fixed, the adjustment of the 22 regional fluxes is employed in the inversion to minimize this residual concentration response (RCR). The RCR values at all the observing stations (smoothed) is plotted for each model in response to the total of these background fluxes. In these cases, models exhibiting smaller background IHD values (CSU, JMA, MATCH:CCCM2) simulate higher RCR values over the northern mid-latitudes, implying the need for CO$_2$ uptake there. The greatest differences in RCR values between models are over the northern mid-latitudes (Fig. 4a). The standard deviation of these RCR values across the 17 models is less than 0.4 ppm at most stations, and greater than 1.0 ppm at 6 stations. The greatest variability is at Hungary ($\sigma = 2.4$ ppm; 47°N, 16.7°E).

Models with smaller background IHD values (CSU, JMA, MATCH:MACCM2) simulate higher RCR values over the southern extratropics relative to those with larger background IHD values (UCB, MATCH:NCEP, MATCH:CCM3). This suggests a potential relationship between interhemispheric transport and the magnitude of the inferred fluxes in the southern regions. Models with vigorous interhemispheric transport may require greater uptake over the southern extratropics relative to those models that exhibit weaker interhemispheric transport. Over the northern middle latitudes, where the model spread is greatest, the consistently largest RCR values are simulated by MATCH:NCEP, NIRE and UCB, and the smallest are simulated by TM2, CSU, CSIRO and JMA. These “clusters” of responses may produce similarly clustered inferred regional flux estimates.

The longitudinal distribution of the RCR values over the northern middle latitudes varied considerably among the models (Figs. 4b and 4c), particularly at continental sites near source regions (ITN, BAL, SCH and HUN). In general, RCR values increased from west to east across North America and Europe, which suggests the need for terrestrial uptake in these regions. The largest west to east gradients over North America were exhibited by NIRE and RPN, while the smallest belong to UCIb and TM2. UCIb and TM2 also had the smallest gradients over Europe while MATCH:NCEP and TM3 had the largest.

3.2. Inversion results

3.2.1. Model mean sensitivity. The model mean results for the control inversion were presented by Gurney et al. (2002). They found a Southern Ocean sink considerably weaker than the prior estimate of Takahashi et al. (1999). Furthermore, this result was not sensitive to the transport model used and was well constrained by observations. They also found reasonably strong data constraints over the northern continents, with uptake distributed relatively evenly across the northern land regions. Finally, they found a very weak data constraint in the tropics, with tropical flux estimates depending mostly on prior information, mass balance constraint and model transport.

To test the dependence of the model-mean inversion on the prior fluxes and their uncertainties, we performed the series of sensitivity tests described in Table 2. The first represents inversions in which the prior flux uncertainties for both land and ocean basis function regions were increased to 2, 5 and 10 Gt C yr$^{-1}$, bringing the inversions closer to methods that do not use prior information to constrain the flux estimates. The results of this test are presented in Fig. 5. For most regions, the mean flux estimates (X symbols) are very insensitive to the prior information, and lie within the uncertainty range of the control inversion. Exceptions are regions with few (or no) stations: the tropical and South Atlantic (all cases), northern Africa (±5 and ±10 Gt C yr$^{-1}$ cases) and southern Africa and South America (±10 Gt C yr$^{-1}$ case).

For each model and region, the figure depicts an estimated flux and two uncertainty measures. The first
Fig. 4. (a) Smoothed (mean of 10° latitudinal bins) residual concentration response (ppm) at the 76 CO₂ observational stations for each of the models. (b) Smoothed (three station running mean) residual concentration response (ppm) at North American stations within the 30° N to 70° N longitudinal band. Longitudes are listed for stations located outside the center of the running mean. (c) Same as (b) but for Europe.

The uncertainty measure is the within-model uncertainty (circles) defined in eq. (7). The magnitude of the decrease from the prior uncertainty indicates the degree to which the final flux estimate is constrained by the measurements. Figure 5 shows that for some regions the data constraint dominates. At the other extreme, the within-model uncertainty for some regions increases significantly as the prior flux uncertainty is increased. This indicates that these regions, for example tropical America, are poorly constrained by the CO₂ observations. Note that since the overall growth rate of CO₂ in the atmosphere is specified with small uncertainty.
Table 2. Brief description of the sensitivity tests

**Test 1 (“Loose Priors”):** The prior flux uncertainties for both land and ocean basis function regions are increased to 2, 5 and 10 GtC yr$^{-1}$. These cases bring the inversion closer to those methods that do not use prior information to constrain the flux estimates.

**Test 2 (“Zero Land Priors”):** The prior basis function land fluxes are set to zero. Since many tropical regions are not well observed, it is important to check how sensitive the flux estimates are to the inclusion of land-use change information in the prior flux estimates.

**Test 3 (“No Rect”):** The background biospheric exchange is set to zero. This tests the sensitivity of the flux estimates to the rectifier. This case was also shown in Gurney et al. (2002) but here we also show individual model results.

**Test 4 (“Adjust Rect”):** The background biosphere exchange flux uncertainty is set to ±100%. This tests what rectifier magnitude the inversion estimates.

**Test 5 (“Zero Ocean”):** The background ocean exchange is set to zero. This tests whether the inversion is sensitive to the spatial distribution in the background ocean flux.

---

**Fig. 5.** Results of ‘Loose Priors’ case (sensitivity test 1). The control inversion is denoted by the leftmost set of symbols [crosses, posterior flux estimate (includes background ocean exchange); circles, within-model flux uncertainty; whiskers, between-model flux uncertainty; outer box, prior flux uncertainty]. The ±2 Gt, ±5 and ±10 Gt C yr$^{-1}$ prior uncertainty cases are denoted progressively to the right of the control inversion. All uncertainties represent 1σ. Mean does not include CSIRO.
(0.074 Gt C yr\(^{-1}\)), the sum of the fluxes from the poorly constrained regions is fixed. As the priors are relaxed, dipoles of unrealistically large sources and sinks appear in these regions, but cancel each other to retain the observed mass of CO\(_2\) in the atmosphere.

The second uncertainty measure is the standard deviation of the flux estimates across the ensemble of models (error bars) as defined in eq. (8). This measure indicates the degree to which transport model differences contribute to the range of flux estimates. Overall, the between-model uncertainty increases with the within-model uncertainty in Fig. 5. This reflects the increasing sensitivity of the inversion to differences in transport as the prior flux uncertainty is increased. As the priors are “loosened,” we also obtain a somewhat closer fit to the observations: the mean data mismatch drops from 0.89 ppm for the control inversion to 0.77 ppm for ±10 Gt C yr\(^{-1}\) case. This modest decrease in the mean data mismatch further suggests a general lack of sensitivity to the prior flux constraints chosen for the control inversion. The large between-model uncertainty in some regions means that, while the mean estimated flux can be relatively stable, individual models can give some very large fluxes. Overall, we conclude that in regions with strong data constraint, the inferred fluxes are insensitive to the prior fluxes, whereas in regions with few observations the fluxes are sensitive to both prior information and differences in model transport.

Figure 6 shows results from the other four sensitivity tests. When the land prior fluxes are set to zero only the estimated tropical Asian flux changes by greater
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*Fig 6. Results of sensitivity tests 2–5. The control inversion is denoted by the leftmost set of symbols (as in Fig. 5). The ‘Zero Land Priors’ case (sensitivity test 2), ‘No Rect’ case (sensitivity test 3), ‘Adjust Rect’ case (sensitivity test 4), and ‘Zero Ocean’ (sensitivity test 5) are denoted progressively to the right. Mean does not include CSIRO.*
than 0.2 Gt C yr\(^{-1}\). Even for this region, the new flux estimate does not lie outside the control uncertainty range, which at 0.74 Gt C yr\(^{-1}\) is not much smaller than its prior uncertainty of 0.87 Gt C yr\(^{-1}\). This is because none of the 76 sites used in the control inversion contributes much constraint to this region.

As described in Gurney et al. (2002), removing the background biosphere fluxes (third set of estimates in Fig. 6) has a large impact in some northern regions where rectification is pronounced; mean flux estimates change by up to 1.1 Gt C yr\(^{-1}\) and between-model uncertainty is generally reduced. For example, in almost all models, Boreal Asia changes from a moderate sink to a moderate source. In Test 4, we allow the inversion to optimize the magnitude of the seasonal rectifier by associating a large prior uncertainty (±100\%) with the annually balanced biospheric flux. This tends to produce fluxes that are mid-way between the control and the ‘No Rect’ case, consistent with the 50\% reduction in the model mean annually balanced biospheric exchange. In the final test, removing the background ocean flux had a larger impact in many of the land regions compared to oceanic regions, probably due to the generally larger prior uncertainties for land regions. However, none of the flux changes is larger than the control within-model uncertainties for the appropriate region.

3.2.2. Individual model results. Table 3 lists the control inversion flux estimates for the individual models when the land and ocean regions have been aggregated separately into the southern extratropics, tropics and northern extratropics. Figure 7 shows similar information, plotted as differences from the model mean flux for each region, along with flux differences for the ‘No Rect’ (test 3) and ‘Zero Ocean’ (test 5) sensitivity tests. The total land and total ocean flux estimates exhibit considerable spread and are anti-correlated since the total source is constrained. MATCH:NCEP and CSIRO produce flux estimates that lie outside the relatively large within-model uncertainties on the total land and total ocean regions. Removal of the background ocean flux reduces the extent to which these two models are outliers, with their flux estimates now inside the within-model uncertainty range. It is not clear why these two models respond in this way, since the strength of their responses to the background ocean tracer are similar to those of other models.

For the northern, tropical and southern regions, there is greater model spread for the aggregated land regions than for the oceans. This is driven by a combination of the larger variability in model response to annually balanced biospheric versus oceanic background fluxes (Figs. 2 and 3) and the larger prior flux uncertainties for land versus ocean regions. The influence of the annually balanced biospheric flux response is indicated by the considerable reduction in model spread in the ‘No Rect’ sensitivity test. Further evidence for this relationship is indicated by a strong correlation \((r = -0.74)\) between the estimated northern land flux for each model and the annually balanced biospheric IHD values whereas there is no correlation with the fossil fuel IHD values \((r = -0.04)\).

Finally, the largest northern land changes between the control inversion and the ‘No Rect’ sensitivity test occur for those models with the largest rectifier: MATCH:NCEP, MATCH:MACCM2, NIES, UCB and TM3.

The tropical land flux estimates are negatively correlated \((r = -0.81)\) with the northern land estimates. This occurs because the global growth rate is specified and with little observational constraint near the tropical continents, these tropical regions act as a repository for the flux residual remaining after optimization is made to regions with stronger observational constraints. Not surprisingly, MATCH:NCEP, with the largest rectifier, exhibits the largest tropical land flux change (2.2 Gt C yr\(^{-1}\) source to −0.1 Gt C yr\(^{-1}\) sink) when the rectifier is excluded in the ‘No Rect’ test.

The aggregated southern ocean flux estimates show the least amount of model spread. As suggested by the correlation \((r = 0.55)\) between the total background flux IHD and the aggregated southern ocean posterior flux estimate, weaker interhemispheric transport (large background IHD values) correlates with less aggregated southern ocean uptake relative to the background ocean flux \((-1.8 \text{ Gt C yr}^{-1}\)). This lends support to our speculation that weak interhemispheric transport leads to lower southern hemisphere RCR values which, in turn, result in less uptake in the aggregated southern ocean relative to the background flux in this region. However, this relationship does not hold when the southern land and southern ocean are combined, suggesting the influence of other factors such as anomalously strong responses at particular stations or compensating tradeoffs with other regions.

Table 4 lists the individual model flux estimates and their uncertainties for all 22 land and ocean regions. Figure 8 shows similar information plotted as differences from the model mean flux for each region, for the control inversion and the ‘No Rect’ sensitivity test. Table 5 lists the change in individual model flux estimates when the inversion is run without the
Table 3. Aggregated posterior fluxes and within-model uncertainties (1σ, GtC yr\(^{-1}\)) for individual models, control inversion\(^a\)

<table>
<thead>
<tr>
<th>Model</th>
<th>Region</th>
<th>North land</th>
<th>North ocean</th>
<th>Tropical land</th>
<th>Tropical ocean</th>
<th>South land</th>
<th>South ocean</th>
<th>Total land</th>
<th>Total ocean</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSU</td>
<td></td>
<td>−2.5 ± 0.6</td>
<td>−1.7 ± 0.5</td>
<td>2.8 ± 1.4</td>
<td>0.9 ± 0.8</td>
<td>−0.7 ± 1.2</td>
<td>−1.6 ± 0.6</td>
<td>−0.5 ± 1.3</td>
<td>−2.4 ± 1.3</td>
</tr>
<tr>
<td>UCB</td>
<td></td>
<td>−2.9 ± 0.6</td>
<td>−1.1 ± 0.6</td>
<td>2.1 ± 1.3</td>
<td>0.3 ± 0.7</td>
<td>−0.4 ± 1.1</td>
<td>−0.8 ± 0.7</td>
<td>−1.1 ± 1.2</td>
<td>−1.7 ± 1.2</td>
</tr>
<tr>
<td>UCI</td>
<td></td>
<td>−1.4 ± 0.7</td>
<td>−1.6 ± 0.6</td>
<td>−0.3 ± 1.4</td>
<td>0.8 ± 0.7</td>
<td>0.7 ± 1.0</td>
<td>−1.0 ± 0.7</td>
<td>−1.1 ± 1.2</td>
<td>−1.7 ± 1.2</td>
</tr>
<tr>
<td>UCl</td>
<td></td>
<td>−1.5 ± 0.7</td>
<td>−1.1 ± 0.6</td>
<td>−0.8 ± 1.3</td>
<td>1.1 ± 0.7</td>
<td>0.3 ± 1.2</td>
<td>−0.8 ± 0.7</td>
<td>−2.0 ± 1.3</td>
<td>−0.8 ± 1.3</td>
</tr>
<tr>
<td>UClb</td>
<td></td>
<td>−1.4 ± 0.7</td>
<td>−1.6 ± 0.6</td>
<td>−0.4 ± 1.4</td>
<td>0.9 ± 0.6</td>
<td>0.7 ± 1.0</td>
<td>−1.0 ± 0.7</td>
<td>−1.1 ± 1.1</td>
<td>−1.7 ± 1.1</td>
</tr>
<tr>
<td>JMA</td>
<td></td>
<td>−2.0 ± 0.7</td>
<td>−0.7 ± 0.6</td>
<td>0.9 ± 1.5</td>
<td>−0.0 ± 0.7</td>
<td>0.1 ± 1.2</td>
<td>−1.1 ± 0.8</td>
<td>−1.0 ± 1.3</td>
<td>−1.8 ± 1.3</td>
</tr>
<tr>
<td>M:CCM3</td>
<td></td>
<td>−2.5 ± 0.6</td>
<td>−0.7 ± 0.5</td>
<td>0.7 ± 1.3</td>
<td>0.6 ± 0.7</td>
<td>−0.3 ± 1.1</td>
<td>−0.6 ± 0.6</td>
<td>−2.1 ± 12</td>
<td>−0.7 ± 12</td>
</tr>
<tr>
<td>M:NCEP</td>
<td></td>
<td>−3.6 ± 0.5</td>
<td>−0.0 ± 0.4</td>
<td>2.2 ± 1.2</td>
<td>0.6 ± 0.7</td>
<td>−2.0 ± 1.0</td>
<td>0.1 ± 0.6</td>
<td>−3.4 ± 1.1</td>
<td>0.6 ± 1.1</td>
</tr>
<tr>
<td>M:MACCM2</td>
<td></td>
<td>−3.4 ± 0.6</td>
<td>−0.3 ± 0.5</td>
<td>1.8 ± 1.4</td>
<td>0.8 ± 0.8</td>
<td>−0.3 ± 1.2</td>
<td>−1.4 ± 0.7</td>
<td>−1.9 ± 12</td>
<td>−0.9 ± 12</td>
</tr>
<tr>
<td>NIES</td>
<td></td>
<td>−3.2 ± 0.6</td>
<td>−0.5 ± 0.4</td>
<td>2.2 ± 1.3</td>
<td>−0.3 ± 0.6</td>
<td>−0.1 ± 1.1</td>
<td>−0.8 ± 0.7</td>
<td>−1.2 ± 10</td>
<td>−1.6 ± 10</td>
</tr>
<tr>
<td>NIRE</td>
<td></td>
<td>−2.5 ± 0.6</td>
<td>−2.1 ± 0.4</td>
<td>1.2 ± 1.3</td>
<td>0.5 ± 0.5</td>
<td>0.4 ± 1.1</td>
<td>−0.4 ± 0.6</td>
<td>−0.8 ± 0.9</td>
<td>−2.0 ± 0.9</td>
</tr>
<tr>
<td>RPN</td>
<td></td>
<td>−2.0 ± 0.6</td>
<td>−1.3 ± 0.4</td>
<td>1.0 ± 1.0</td>
<td>−0.4 ± 0.7</td>
<td>−0.2 ± 0.9</td>
<td>0.1 ± 0.6</td>
<td>−1.2 ± 1.1</td>
<td>−1.6 ± 1.1</td>
</tr>
<tr>
<td>SKYH</td>
<td></td>
<td>−3.2 ± 0.6</td>
<td>−0.9 ± 0.3</td>
<td>2.9 ± 1.3</td>
<td>−0.2 ± 0.6</td>
<td>−0.5 ± 1.1</td>
<td>−1.0 ± 0.6</td>
<td>−0.7 ± 1.0</td>
<td>−2.1 ± 1.0</td>
</tr>
<tr>
<td>TM2</td>
<td></td>
<td>−0.8 ± 0.6</td>
<td>−1.6 ± 0.5</td>
<td>−0.2 ± 1.5</td>
<td>−0.0 ± 0.5</td>
<td>0.6 ± 1.2</td>
<td>−0.9 ± 0.7</td>
<td>−0.3 ± 12</td>
<td>−2.5 ± 12</td>
</tr>
<tr>
<td>TM3</td>
<td></td>
<td>−3.1 ± 0.5</td>
<td>0.1 ± 0.4</td>
<td>1.4 ± 1.2</td>
<td>0.5 ± 0.6</td>
<td>−0.5 ± 1.1</td>
<td>−1.2 ± 0.7</td>
<td>−2.2 ± 1.1</td>
<td>−0.6 ± 1.1</td>
</tr>
<tr>
<td>GCTM</td>
<td></td>
<td>−1.2 ± 0.5</td>
<td>−1.6 ± 0.4</td>
<td>0.8 ± 1.4</td>
<td>0.2 ± 0.6</td>
<td>−0.4 ± 1.2</td>
<td>−0.5 ± 0.6</td>
<td>−0.9 ± 10</td>
<td>−19 ± 10</td>
</tr>
<tr>
<td>CSRIO</td>
<td></td>
<td>−2.7 ± 0.6</td>
<td>−0.1 ± 0.4</td>
<td>1.3 ± 1.3</td>
<td>0.5 ± 0.8</td>
<td>−1.3 ± 1.1</td>
<td>−0.5 ± 0.7</td>
<td>−2.7 ± 12</td>
<td>−0.1 ± 12</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>−2.3 ± 0.6</td>
<td>−1.1 ± 0.4</td>
<td>1.1 ± 1.3</td>
<td>0.4 ± 0.7</td>
<td>−0.2 ± 1.1</td>
<td>−0.8 ± 0.7</td>
<td>−1.3 ± 11</td>
<td>−1.5 ± 11</td>
</tr>
</tbody>
</table>

\(^a\)The background ocean flux has been included in the oceanic fluxes. Regional aggregation is as follows: North land (Boreal North America, Temperate North America, Europe, Boreal Asia, Temperate Asia), North ocean (North Pacific, Northern Ocean, North Atlantic), Tropical land (Northern Africa, Tropical Asia, Tropical America), Tropical ocean (West Pacific, East Pacific, Tropical Atlantic, Tropical Indian), South land (Southern Africa, Australia, South America), South ocean (South Pacific, South Atlantic, South Indian, Southern Ocean). The mean sources do not include the CSIRO model. Units: GtC yr\(^{-1}\).
Fig. 7. Aggregated posterior flux differences from the model mean for the control inversion (top row in each box), the 'No Rect' case (sensitivity test 3, middle row in each box) and the 'Zero Ocean' case (sensitivity test 5, bottom row in each box). The box represents the within-model uncertainty (1σ). Regional aggregation is as follows: North land (Boreal N America, Temperate N America, Europe, Boreal Asia, Temperate Asia), North ocean (N Pacific, Northern Ocean, N Atlantic), Tropical land (Northern Africa, Tropical Asia, Tropical America), Tropical ocean (W Pacific, E Pacific, Tropical Atlantic, Tropical Indian), South land (Southern Africa, Australia, S America), South ocean (S Pacific, S Atlantic, S Indian, Southern Ocean).

background biospheric exchange. Most model flux estimates lie within the estimated uncertainty for the respective regions in Fig. 8. This demonstrates that the within-model uncertainty encompasses most transport differences with different models providing the extreme or outlying estimates in different regions. As was noted in the aggregated flux estimates, some of the outlying total zonal estimates can be attributed to the meridional gradient of the background fluxes. Results for the complete 22 basis function regions exhibit some longitudinal tradeoffs as well. For example, many models with large uptake in extratropical Asia such as MATCH:MACCM2, MATCH:NCEP and CSIRO show large downwind sources in the North Pacific region. Models with small combined uptake in extratropical Asia, such as TM2, show the largest uptake in the North Pacific.

The two models with the greatest combined uptake in North America, RPN (−1.11 Gt C yr⁻¹) and NIRE (−1.06 Gt C yr⁻¹), support the suggestion that large west to east declines in the RCR values are related to enhanced uptake. However, models with the smallest North American uptake (UCIb and GCTM) are not those with the smallest west to east gradient. Over Europe, the models with the smallest west to east gradient, UCIb and TM2, are among the three models with the smallest European uptake. Among those with the largest European west to east RCR gradient, both NIES and TM3 also exhibit among the greatest levels of uptake. UCB, however, has an average gradient but considerable uptake in Europe. In northern extratropical Asia, the relationship between the RCR west to east gradient and the estimated flux appears less consistent.

Another example of a relationship between the background fluxes and the model estimates of region-specific fluxes arises in the Southern Ocean region. Models that estimated the smallest uptake for the Southern Ocean region, SKYHI and MATCH:NCEP, were also models that responded most strongly to the background ocean flux (Figs. 2 and 3), particularly in the southern extratropics. They were also among the models with the lowest RCR values in the southern extratropics. Similarly, the responses of the CSIRO
and SKYHI models to the background ocean flux in the northern extratropics were the most pronounced (Fig. 3) and they also produced the least uptake in the northern ocean.

In contrast to the dependence of the estimated fluxes on the gradients in the background concentrations, there are a variety of instances in which outlying flux estimates are much more dependent on model responses at particular sites. For example, two models produce very large uptake for temperate North America, NIRE and RPN, but for different reasons. RPN is one of two models with a pronounced fossil fuel response, particularly over temperate North America. RPN also exhibits one of the weaker rectifier responses. As a result, RPN exhibits the largest uptake for the temperate North American region but shows little change in North America when the background biospheric exchange is removed. NIRE has larger responses than other models at Key Biscayne for background fossil and biospheric fluxes and for the temperate North American region. This results in significant uptake for the NIRE model in the temperate North American region, greater than all the models except RPN. This is confirmed by an inversion in which CO₂ data for Key Biscayne are excluded. The NIRE flux difference from the mean is reduced from −0.76 to −0.24 Gt C yr⁻¹.

As with the aggregated flux estimates, Table 5 shows significant changes over the northern land regions when the background biospheric exchange is removed from the inversion. In particular, large changes occur over Boreal Asia where nearly all of the models shift from uptake to emissions. The tropical land regions also exhibit shifts when inverting without the annually balanced biosphere. In particular, northern Africa becomes a sink instead of a source in many models (or in the case of NIRE, a much reduced source) when the annually balanced biosphere is removed. This apparent compensation between northern rectifier response and tropical terrestrial fluxes results from the global mass balance constraint and the relatively small ocean priors.

Models that exhibit significant surface gradients in response to the biospheric exchange are not always the models showing large shifts when the inversion excludes this background flux. This is due to the spatial pattern of the rectifier in relation to the position of the observational stations. For example, SKYHI shows one of the larger rectifiers (Figs. 2 and 3), but shows only a moderate shift in estimated flux when the background biospheric flux is removed. This is due to the somewhat limited horizontal transport of background biospheric flux near the surface over northern and eastern Asia. Since the four stations nearest to this region are located towards the eastern edge of the Asian continent, the response at these stations does not reflect the strength of the SKYHI rectification over central portions of Asia.
Some ocean regions also show significant shifts between inversions with and without the biosphere exchange. For example, both the North Pacific and North Atlantic exhibit the largest ocean region shifts between the two cases, highlighting the downwind transport of the rectifier signal.

4. Discussion and conclusions

The TransCom 3 experiment has afforded the first thorough investigation of the extent to which transport differences among tracer models contribute to the overall uncertainty in inversion estimates of carbon sources and sinks. Fortunately, most of the models that have been used to perform carbon cycle inversions in the last decade participated in the current experiment. In addition to investigating the sensitivity of carbon inversions to transport, we have been able to compute a model mean result and test the sensitivity of the model mean to various aspects of the inversion setup. A companion paper (Law et al., 2003) extends these sensitivity tests by exploring the response of the model mean and individual model flux estimates to changes in the observation network, the observational uncertainties, baseline data selection criteria and time period.

The first and perhaps most important result of this experiment is that model transport is as large a contributor to the inversion uncertainty as the error produced by limited CO₂ observations. Some of the individual model estimated fluxes can be readily attributed to how they respond to the background flux fields. Models that exhibited large CO₂ concentration maxima near and downwind of large background fluxes estimate large uptake in those same regions in order to best match the CO₂ observations. Models with small CO₂ concentration maxima estimated less uptake near the background fluxes but compensated further downwind over ocean regions with weaker sources or small sinks. The model response to background fluxes was not always the best predictor, however. Many of the regional flux estimates for individual models were the result of strong responses at particular stations or subtle trade-offs and compensation among regions.

The response to surface SFC fluxes was evaluated in the previous TransCom 2 experiment (Denning et al., 1999). Models exhibiting small surface concentration maxima like TM2 and an earlier variant of the UCB model systematically underestimated the observed meridional gradient of SFC in the remote marine boundary layer, so these models probably also underestimate regional fluxes in the present inversions. On the other hand, models exhibiting large surface
gradient in the CO2 observations. The in
cited observational constraint in the tropical regions and
the estimates for land versus ocean regions. Removal
of the variability in model response and therefore in
temporal structure in this background
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concentration maxima like TM3, which performed
better at marine stations, tended to overestimate conti-
nental concentrations of SF6 near source regions, pos-
sibly reflecting excessive vertical trapping of tracer.
A combination of model resolution, resolved advect-
tive transport and subgrid-scale vertical transport de-
defines this tradeoff between meridional gradients and
regional concentration extrema which produce most of
the variability in model response and therefore in
flux uncertainty.

When the fluxes in the current experiment are ag-
gregated into three zonal bands for the ocean and land,
they provide some instructive examples of model be-
haviour in estimating zonally integrated fluxes. The
tight ocean constraints of the inversion setup and the
greater variability in model response to the terrestrial
background fluxes explain the greater model spread in
the estimates for land versus ocean regions. Removal
of the background biospheric exchange considerably
reduces the model spread over land. Furthermore, the
tropical land exchange is inversely related to the nor-
thern land uptake, highlighting the influence of the lim-
ited observational constraint in the tropical regions and
the required compliance with the overall meridional
gradient in the CO2 observations. The influence of the
rectifier emphasizes the need to observe and under-
stand this phenomenon. Because incorrect spatial and
temporal structure in this background flux cannot be
adjusted by the inversion procedure, errors in the spec-
fication of the background flux will be aliased into
errors in the regional flux estimates. Future TransCom
work in which fluxes are adjusted on a monthly ba-
sis will eliminate much of the fixed temporal structure
required by the current annual mean inversion.

The last conclusion that can be drawn from the ag-
ggregated flux estimates is the relationship between the
Southern Ocean uptake and interhemispheric trans-
port; models with large background flux IHDs and
hence weak interhemispheric transport tend to esti-
mate the greatest reduction in uptake when compared
to the background ocean flux for this region. Like many
of the other broad relationships between the back-
ground fluxes and the estimated model fluxes, this re-
lationship is not universal to all the models and some
exceptions remain.

Examination of the 22 regional flux estimates across
the models further indicates some relationships to the
background flux responses, though generalization is
much more challenging. For example, models with a
strong response to the background ocean flux esti-
mate the least uptake in both the Southern Ocean and
northern ocean regions. Models with large west to east
RCR gradients across North America and Europe are
among the models with the greatest uptake in these re-
gions. However, models with small gradients are not
necessarily those with little uptake in these regions.
Table 5. Posterior flux differences in Gt C yr⁻¹ for inversion performed without background biosphere flux (control case minus ‘No Rect’ sensitivity test)

<table>
<thead>
<tr>
<th>Region</th>
<th>Model</th>
<th>CS</th>
<th>UCB</th>
<th>UCI</th>
<th>UCIs</th>
<th>UCIb</th>
<th>JMA</th>
<th>MATCH:</th>
<th>MATCH:</th>
<th>MATCH:</th>
<th>MATCH:</th>
<th>NIES</th>
<th>NIRE</th>
<th>RPN</th>
<th>SKYHI</th>
<th>TM2</th>
<th>TM3</th>
<th>GCTM</th>
<th>CSIRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boreal NA</td>
<td></td>
<td>0.48</td>
<td>−0.32</td>
<td>−0.39</td>
<td>−0.41</td>
<td>−0.31</td>
<td>−0.12</td>
<td>−0.05</td>
<td>−0.14</td>
<td>−0.29</td>
<td>0.03</td>
<td>−0.26</td>
<td>−0.04</td>
<td>0.07</td>
<td>0.05</td>
<td>0.09</td>
<td>0.25</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Temperate NA</td>
<td></td>
<td>−0.30</td>
<td>0.89</td>
<td>1.01</td>
<td>0.88</td>
<td>1.04</td>
<td>0.33</td>
<td>0.38</td>
<td>0.28</td>
<td>0.88</td>
<td>−0.01</td>
<td>−0.16</td>
<td>−0.40</td>
<td>−0.06</td>
<td>0.28</td>
<td>0.25</td>
<td>0.35</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>Tropical America</td>
<td></td>
<td>0.32</td>
<td>−0.08</td>
<td>−0.42</td>
<td>−0.80</td>
<td>−0.59</td>
<td>−0.11</td>
<td>−0.03</td>
<td>0.09</td>
<td>0.31</td>
<td>0.23</td>
<td>−0.17</td>
<td>−0.07</td>
<td>−0.55</td>
<td>−0.34</td>
<td>−0.06</td>
<td>−0.38</td>
<td>−0.26</td>
<td></td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td>0.02</td>
<td>0.29</td>
<td>0.14</td>
<td>0.27</td>
<td>0.16</td>
<td>0.06</td>
<td>−0.03</td>
<td>−0.25</td>
<td>−0.07</td>
<td>0.22</td>
<td>−0.25</td>
<td>−0.10</td>
<td>0.08</td>
<td>0.01</td>
<td>−0.20</td>
<td>−0.02</td>
<td>−0.33</td>
<td></td>
</tr>
<tr>
<td>Northern Africa</td>
<td></td>
<td>0.68</td>
<td>0.80</td>
<td>−0.25</td>
<td>−0.66</td>
<td>−0.03</td>
<td>0.54</td>
<td>−0.12</td>
<td>1.52</td>
<td>0.67</td>
<td>1.41</td>
<td>1.09</td>
<td>0.12</td>
<td>1.48</td>
<td>0.30</td>
<td>0.75</td>
<td>1.05</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>Southern Africa</td>
<td></td>
<td>0.10</td>
<td>0.58</td>
<td>0.41</td>
<td>0.49</td>
<td>0.41</td>
<td>0.17</td>
<td>0.05</td>
<td>−0.79</td>
<td>−0.04</td>
<td>−0.23</td>
<td>0.36</td>
<td>0.56</td>
<td>0.37</td>
<td>−0.18</td>
<td>−0.22</td>
<td>−0.07</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Boreal Asia</td>
<td></td>
<td>−0.90</td>
<td>−1.15</td>
<td>−0.29</td>
<td>−0.83</td>
<td>−0.48</td>
<td>−1.57</td>
<td>−1.45</td>
<td>−1.76</td>
<td>−2.02</td>
<td>−1.69</td>
<td>−1.35</td>
<td>−0.36</td>
<td>−0.83</td>
<td>−0.73</td>
<td>−1.39</td>
<td>−1.24</td>
<td>−1.89</td>
<td></td>
</tr>
<tr>
<td>Temperate Asia</td>
<td></td>
<td>0.03</td>
<td>−0.09</td>
<td>−0.37</td>
<td>0.67</td>
<td>−0.34</td>
<td>0.44</td>
<td>0.58</td>
<td>0.66</td>
<td>−0.29</td>
<td>0.59</td>
<td>1.20</td>
<td>1.63</td>
<td>0.04</td>
<td>0.74</td>
<td>0.00</td>
<td>1.01</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>Tropical Asia</td>
<td></td>
<td>0.11</td>
<td>0.58</td>
<td>−0.12</td>
<td>−0.31</td>
<td>−0.01</td>
<td>−0.19</td>
<td>0.30</td>
<td>0.64</td>
<td>0.26</td>
<td>−0.20</td>
<td>−0.06</td>
<td>−0.21</td>
<td>−0.06</td>
<td>0.15</td>
<td>0.17</td>
<td>−0.12</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td></td>
<td>−0.05</td>
<td>0.03</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.07</td>
<td>0.04</td>
<td>0.19</td>
<td>0.06</td>
<td>0.01</td>
<td>−0.05</td>
<td>−0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.14</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td></td>
<td>0.33</td>
<td>−0.37</td>
<td>0.21</td>
<td>0.16</td>
<td>0.14</td>
<td>0.36</td>
<td>−0.02</td>
<td>−0.35</td>
<td>0.53</td>
<td>−0.02</td>
<td>0.46</td>
<td>−0.18</td>
<td>0.25</td>
<td>0.52</td>
<td>0.08</td>
<td>0.43</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>N Pacific</td>
<td></td>
<td>0.07</td>
<td>0.34</td>
<td>−0.03</td>
<td>0.35</td>
<td>−0.01</td>
<td>0.47</td>
<td>0.54</td>
<td>0.32</td>
<td>0.47</td>
<td>0.34</td>
<td>−0.41</td>
<td>−0.13</td>
<td>−0.44</td>
<td>0.36</td>
<td>−0.40</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Pacific</td>
<td></td>
<td>−0.32</td>
<td>−0.18</td>
<td>−0.30</td>
<td>0.12</td>
<td>−0.26</td>
<td>−0.30</td>
<td>0.19</td>
<td>−0.23</td>
<td>−0.16</td>
<td>−0.56</td>
<td>−0.42</td>
<td>−0.23</td>
<td>−0.35</td>
<td>−0.16</td>
<td>−0.18</td>
<td>−0.16</td>
<td>−0.41</td>
<td></td>
</tr>
<tr>
<td>E Pacific</td>
<td></td>
<td>0.21</td>
<td>0.24</td>
<td>0.31</td>
<td>0.02</td>
<td>0.33</td>
<td>−0.17</td>
<td>0.12</td>
<td>−0.26</td>
<td>−0.03</td>
<td>0.16</td>
<td>0.11</td>
<td>−0.03</td>
<td>−0.01</td>
<td>0.03</td>
<td>−0.03</td>
<td>0.12</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>S Pacific</td>
<td></td>
<td>−0.06</td>
<td>0.15</td>
<td>0.35</td>
<td>0.42</td>
<td>0.33</td>
<td>0.07</td>
<td>0.24</td>
<td>0.07</td>
<td>0.26</td>
<td>0.26</td>
<td>0.43</td>
<td>0.33</td>
<td>0.18</td>
<td>0.31</td>
<td>0.37</td>
<td>0.15</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Northern Ocean</td>
<td></td>
<td>−0.10</td>
<td>−0.03</td>
<td>−0.10</td>
<td>−0.07</td>
<td>−0.08</td>
<td>0.05</td>
<td>0.03</td>
<td>−0.03</td>
<td>0.06</td>
<td>−0.05</td>
<td>0.07</td>
<td>−0.12</td>
<td>0.01</td>
<td>0.04</td>
<td>−0.37</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>North Atlantic</td>
<td></td>
<td>−0.49</td>
<td>−0.24</td>
<td>−0.14</td>
<td>−0.26</td>
<td>−0.23</td>
<td>0.07</td>
<td>−0.38</td>
<td>−0.05</td>
<td>−0.22</td>
<td>−0.08</td>
<td>−0.40</td>
<td>−0.38</td>
<td>0.01</td>
<td>0.09</td>
<td>0.17</td>
<td>0.27</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Tropical Atlantic</td>
<td></td>
<td>−0.26</td>
<td>−0.17</td>
<td>−0.13</td>
<td>0.02</td>
<td>−0.12</td>
<td>−0.01</td>
<td>−0.07</td>
<td>−0.11</td>
<td>−0.03</td>
<td>0.01</td>
<td>0.17</td>
<td>−0.06</td>
<td>0.14</td>
<td>−0.01</td>
<td>−0.09</td>
<td>0.12</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>S Atlantic</td>
<td></td>
<td>−0.05</td>
<td>−0.09</td>
<td>−0.01</td>
<td>0.05</td>
<td>−0.01</td>
<td>−0.01</td>
<td>−0.02</td>
<td>−0.13</td>
<td>−0.17</td>
<td>0.00</td>
<td>−0.04</td>
<td>−0.15</td>
<td>−0.07</td>
<td>−0.14</td>
<td>−0.23</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern Ocean</td>
<td></td>
<td>−0.10</td>
<td>−0.13</td>
<td>−0.22</td>
<td>0.16</td>
<td>−0.21</td>
<td>−0.09</td>
<td>−0.11</td>
<td>−0.02</td>
<td>−0.04</td>
<td>−0.11</td>
<td>−0.01</td>
<td>−0.15</td>
<td>−0.05</td>
<td>−0.02</td>
<td>−0.11</td>
<td>−0.08</td>
<td>−0.09</td>
<td></td>
</tr>
<tr>
<td>Trop Indian Ocean</td>
<td></td>
<td>0.33</td>
<td>0.17</td>
<td>0.34</td>
<td>0.13</td>
<td>0.29</td>
<td>−0.05</td>
<td>0.20</td>
<td>0.11</td>
<td>0.08</td>
<td>−0.24</td>
<td>−0.13</td>
<td>−0.37</td>
<td>−0.08</td>
<td>0.01</td>
<td>0.08</td>
<td>−0.11</td>
<td>−0.07</td>
<td></td>
</tr>
<tr>
<td>S Indian Ocean</td>
<td></td>
<td>−0.06</td>
<td>−0.05</td>
<td>−0.02</td>
<td>−0.08</td>
<td>−0.05</td>
<td>−0.57</td>
<td>−0.01</td>
<td>0.07</td>
<td>0.04</td>
<td>0.00</td>
<td>−0.13</td>
<td>0.07</td>
<td>0.05</td>
<td>0.02</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Global offset (ppm)</td>
<td></td>
<td>0.02</td>
<td>−0.20</td>
<td>−0.21</td>
<td>−0.26</td>
<td>−0.22</td>
<td>−0.09</td>
<td>−0.80</td>
<td>−0.15</td>
<td>−0.14</td>
<td>−0.03</td>
<td>−0.10</td>
<td>−0.24</td>
<td>−0.14</td>
<td>−0.10</td>
<td>−0.09</td>
<td>−0.02</td>
<td>0.06</td>
<td></td>
</tr>
</tbody>
</table>
Furthermore, the estimated fluxes in northern extratropical Asia appear to have a limited relationship to the distribution of background flux response. Asia, however, is where the largest changes occur in individual model flux estimates when the background biosphere exchange is removed from the inversion. Most models exhibit large changes in their estimated flux when this change is made, often changing from a sink to a source.

In many instances, the model-to-model differences appear to reflect particular individual model responses at stations. Some of this is due to the coincidence of large concentration gradients and station locations, while some may be due to local transport differences at the surface, such as convective transport or the construction of the planetary boundary layer (PBL).

In contrast to the individual model flux estimates, the model mean fluxes outside of the tropical regions appear to be relatively insensitive to changes in estimates of the prior fluxes and prior flux uncertainties. Less uptake in the Southern Ocean than has been implied by oceanographic observations and a large and an evenly distributed sink over the northern continents remain despite dramatically increasing the uncertainty bounds on the prior fluxes, eliminating the prior fluxes, or eliminating the biospheric and oceanic background fluxes. In this sense the model mean estimates can be considered robust to these aspects of the inversion set-up. A companion study (Law et al., 2003) finds the model mean flux estimates to be relatively insensitive to variations in the incorporation of the observational data.

A better understanding of regional carbon budgets in the middle latitudes depends on improving the simulated transport, whereas confidence in fluxes over the tropical continents is primarily limited by sparse data. The tropical land fluxes are determined primarily by global mass balance and the fluxes in better observed regions such as the northern extratropical regions. Combined with the lack of observational constraint is the tendency for deep mixing in the tropics, which leads to weak responses at the surface in these regions. The tradeoff between an uncertain rectifier in the northern extratropics and the poor tropical data constraint induces compensating fluxes. Models with strong rectifiers are able to generate large northern uptake and still maintain global mass balance by introducing large tropical sources, and vice versa. Improving the tropical observations might therefore provide a better constraint on the rectifier effect and therefore on mid-latitude fluxes. Conversely, a better understanding of northern rectifier effects would probably produce better estimates of tropical carbon budgets.
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