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Recent advances in solid-state switches have made it feasible to design programmable, high-repetition-rate pulser for induction accelerators. These switches could lower the cost of recirculating induction accelerators, such as the "small recirculator" at Lawrence Livermore National Laboratory (LLNL), by substantially reducing the number of induction modules. Numerical work is reported here to determine what effects the use of fewer pulser at higher voltage would have on the beam quality of the LLNL small recirculator. Lattices with different numbers of pulser are examined using the fluid/envelope code CIRCE, and several schedules for acceleration and compression are compared for each configuration. For selected schedules, the phase-space dynamics is also studied using the particle-in-cell code WARP3d.

I. INTRODUCTION

A series of scaled experiments was carried out recently at the Lawrence Livermore National Laboratory (LLNL) to test the concept of a recirculating induction accelerator or "recirculator"[1, 2]. The pulsed-power circuitry designed in 1995-1997 to drive the induction modules of this "small recirculator" attained the needed waveform control and repetition rate by using a parallel array of metal-oxide-semiconductor field-effect transistors (MOSFETs), which at the time had a voltage limit of about 500 V. Because of this limit, the original small-recirculator design required an induction module in each available half-lattice period (HLP) of the ring in order to meet the goal of doubling the beam velocity during fifteen laps. The pulser for these modules constituted about half of the projected hardware cost of the small recirculator.

Advances in power-control devices since 1997 allow the design of solid-state induction-module pulser with a substantially higher output voltage than those designed for the LLNL small recirculator. MOSFETs are now available with a maximum operating voltage of 1.2 kV, and insulated-gate bipolar transistors (IGBTs) can switch up to 3.3 kV, although the switching speed of these devices is about 200 ns, compared with 20 ns for MOSFETs[3]. These devices can be connected in series or summed in an inductive adder[3] to obtain pulses of the desired voltage and waveform. Between 1997 and 1999, LLNL worked with First Point Scientific, Inc. (FPSI) to design and fabricate four prototype high-voltage pulser for the small recirculator using the miniature inductive adder (MIA) developed by FPSI. The new pulser delivered programmable positive or negative pulses up to 1 kV, and no obstacles were found to generating pulses up to 20 kV for larger accelerators. This technology could lower the cost of the small recirculator by substantially reducing the number of acceleration modules, and it could simplify the development of pulser for a driver-scale recirculator by avoiding the problem of connecting MOSFETs in series.

The possible use of higher-voltage pulser raises the question of whether applying larger-amplitude but less-frequent acceleration and control fields would seriously impair the beam quality of the LLNL small recirculator. This paper reports numerical work comparing lattices with between five and thirty-four pulser, with several compression schedules being examined for each configuration. Although the parameters of the LLNL small recirculator are used here, we expect that the qualitative conclusions are also valid for the UMER electron recirculator being built at the University of Maryland[4].

II. METHOD

The numerical work to compare acceleration schedules has been done with the fast-running beam-dynamics code CIRCE[5]. The code combines an envelope description of the beam transverse dynamics with a fluid-like treatment of longitudinal dynamics. Although CIRCE assumes a constant beam emittance, it has previously been benchmarked against the three-dimensional (3-D) particle-in-cell code WARP3d[6] and found to model transverse and longitudinal dynamics acceptably in cases where emittance growth is unimportant. To facilitate the testing of acceleration and compression schedules with different numbers of pulser, a subroutine has been added to CIRCE to set up the longitudinal electric potential $V(t)$ in each induction module. This two-step calculation first uses a modified version of an approach developed by Kim and Smith[7] to generate acceleration fields for self-similar compression in the absence of the longitudinal space-charge field. Longitudinal-control fields, called "ears" here, are then added to balance the longitudinal force due to the beam space charge.

As originally formulated, the Kim-Smith approach assumes that beam slices have ballistic trajectories between induction modules, referred to here as "cells." For the ith slice, the velocity between the nth cell, centered at longitudinal position $s_n$, and the next one at $s_{n+1}$ is then

$$\beta_n^i = \frac{s_{n+1} - s_n}{t_{n+1} - t_n} = \frac{\delta s_n}{\delta t_n},$$

(1)
where the slice arrival time \( t_{n+1}^s \) is chosen so the beam current \( I_b \) at \( s_{n+1} \) is self-similar to that at \( s_n \). Specifically, \( I_b \) is a self-similar function of time \( t \) and scales inversely with the beam duration \( \Delta t \) provided that the \( t^i \) values at each cell are chosen to give the same normalized beam-frame times \( \tau^i \equiv (t^i - t_{mid})/\Delta t \), where \( t_{mid} \) is the arrival time of the beam midpoint. Assuming that the beam is instantaneously accelerated at the midpoint of each cell, the voltage \( V_n^i \) needed in the \( n \)th cell at time \( t_n^i \) is then given approximately by

\[
V_n^i \approx \frac{\beta_n^2 M e^2}{2 q e} \left[ (\beta_n^i)^2 - (\beta_n^i)^2 \right]
\]

where \( M \) and \( q \) are the mass and charge state of beam particles, and \( \beta_n^i \) is the Lorentz factor associated with \( \beta_n^2 \equiv \frac{1}{2} \left[ (\beta_n^i)^2 + (\beta_n^i)^2 \right] \). This algorithm is sketched in Fig. 1. For a gap length of \( L_g \), an analytic calculation shows that the assumption of instantaneous acceleration introduces a fractional error in \( \delta t_n^i \) of about \( \left[ (\beta_n^i)^2 - (\beta_n^i)^2 \right]^2 /2 (L_g / \delta s_n) \), which is less than \( 10^{-5} \) for all cases reported here.

The voltage estimate in Eq. (2) is suitable for a beam in a straight lattice, in which the design orbit coincides with the beam-pipe axis. In a circular accelerator like a recirculator, however, the head-to-tail velocity variation or “velocity tilt” needed for beam compression causes the lower-energy beam head to have a trajectory inside the design orbit, and the higher-energy tail has a trajectory outside it, provided that the bend fields do not vary over the pulse duration to counteract this tendency.

This centroid displacement for a beam slice with a non-zero momentum error alters the path length of a slice in a bend and must be accounted for Eq. (1). A simple calculation using the approximation of continuous focusing (often called the “smooth approximation”) shows that, for electrostatic sector bends each with an occupancy \( \eta \), a radius \( \rho \), and a mean radius \( \bar{\rho} \equiv \rho / \eta \), the beam displacement \( X \) in the accelerator plane, averaged over the alternating-gradient (AG) flutter motion, is

\[
\bar{X} \approx \frac{1}{\chi} - \frac{2}{\eta} + \frac{2}{\eta} \frac{\Delta p}{\bar{\rho} p}.
\]

Here, \( R \) is the beam-pipe radius, \( L \) is the half-lattice period, and \( \sigma_0 \) is the betatron phase advance over a full lattice period \( 2L \) in the absence of space charge. The “momentum error” \( \Delta p \equiv p - p_0 \) is difference between the local beam momentum \( p \equiv \gamma \beta M c \) and the design momentum \( p_0 = [q e \gamma M E_{be} \rho_0] \), which is the value for which an ion will stay on the design orbit in a sector bend with a radius \( \rho \) and field strength \( E_{be} \). For a magnetic sector bend with a field strength \( B_{bp} \), the design momentum becomes \( p_0 = q e \gamma M B_{bp} \rho_0 \), but the \( \bar{X} \) expression corresponding to Eq. (3) differs only in the factor \( 2/\bar{\rho} \) being replaced by \( 1/\bar{\rho} \). The phase-advance depression caused by the beam space charge is accounted for in Eq. (3) by the term proportional to the permeance \( K \), given in SI units by

\[
K = \frac{1}{4 \pi \varepsilon_0} \frac{2 q e I_b}{\beta (\gamma)^3 M c^3}.
\]

For a sufficiently intense beam, this space-charge term causes the displacement of a beam with a linear velocity
tilt to be “S-shaped” rather than linear as a function of time. To lowest order in \( \bar{X}/\rho \), the added path length due to bends can be accounted for in Eq. (1) by the substitution

\[
\delta s_n \rightarrow \delta s_n + \sum_{m=1}^{m_0} \frac{L_{bm}}{\rho_m} \bar{X}_1(s_{bm}).
\]

where \( L_{bm}, \rho_m, \) and \( s_{bm} \) are respectively the length, bend radius, and axial location of \( m \) bends between the induction cells. Since \( \bar{X}_1 \) depends on \( \beta_{n+1}^i \) directly through \( \Delta p/p \) and \( \gamma_i \), and indirectly through \( \sigma_0 \) and the dependence of \( I_b \) on \( \Delta t \), Eq. (1) becomes a transcendental equation for \( \beta_{n+1}^i \) and must be solved iteratively.

A straightforward procedure is used here to calculate the full waveforms for acceleration and longitudinal control. First, the scaled midpoint velocity \( \beta_m \) and the beam duration \( \Delta t \) are specified as piecewise-continuous functions of longitudinal position \( s \). The modified Kim-Smith algorithm is next used to generate appropriate waveforms for acceleration and compression only, ignoring the longitudinal component of the beam space-charge field. CIRCE is then run using these fields but with the longitudinal space-charge field artificially turned off, mimicking perfect longitudinal control. The beam current profile from this run is used to calculate the optimal control field in each acceleration gap. These fields are written along with the corresponding acceleration/compression fields to an external file and used in subsequent CIRCE runs. For selected cases, the same fields are also used in WARP3d simulations to corroborate the CIRCE results and to study emittance growth during acceleration.

III. RESULTS

A large number of CIRCE runs have been made to study the consequences of using higher-voltage pulsers in the LLNL small recirculator. The intention here is to highlight the effects of the number of cells and the rate of compression, not to choose an optimum acceleration schedule, so a somewhat simplified version of the small-recirculator lattice is used. The bore, axial length, and nominal field strengths of lattice elements match those of the experiment, but fringe fields are ignored, and sector bends are used instead of the more complicated “flat-plate” bends actually built. Also, to clarify the results, no errors in the strength or alignment of lattice elements are introduced, and dipole voltages are chosen to be matched to the beam velocity at the pulse midpoint. These idealizations should have little effects on the results presented here. Nominal parameters of the small-recirculator are given in Table I, and a detailed description of the lattice is found in Ref. [8]. Using the nominal 500 V pulsers, induction cells are needed in thirty-four of the forty half-lattice periods. Three HLPs are needed for a large-aperture section to insert the beam into the ring and to extract it, and another three-HLP section is planned for extraction halfway around the ring. Acceleration is not practical in these sections because of their size and complicated geometry.

For this nominal case with thirty-four cells, the specified four-to-one compression of the beam duration \( \Delta t \) is obtained by imposing a velocity tilt as rapidly as possible, consistent with a maximum pulser voltage of 500 V. The midpoint beam energy is taken to increase linearly with \( s \) except in the insertion/extraction sections, where it is
Figure 3: Final-lap “histories” of beam-centroid displacements using (a) eighteen cells per lap and (b) ten cells per lap. Here, a velocity tilt is imposed in the first seven and first four cells respectively, giving the nominal four-to-one reduction in beam duration.

Table I: Nominal parameters of the LLNL small recirculator

<table>
<thead>
<tr>
<th>Beam Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ion charge state</td>
<td>$q$</td>
</tr>
<tr>
<td>ion mass</td>
<td>$M$</td>
</tr>
<tr>
<td>beam current</td>
<td>$I_b$</td>
</tr>
<tr>
<td>kinetic energy</td>
<td>$(\gamma_0 - 1)Mc^2$</td>
</tr>
<tr>
<td>duration</td>
<td>$\Delta t$</td>
</tr>
<tr>
<td>rise/fall time</td>
<td>$\Delta t_r$</td>
</tr>
<tr>
<td>Lattice Parameters</td>
<td></td>
</tr>
<tr>
<td>circumference</td>
<td>$s_{max}$</td>
</tr>
<tr>
<td>half-period</td>
<td>$L$</td>
</tr>
<tr>
<td>pipe radius</td>
<td>$R$</td>
</tr>
<tr>
<td>number of laps</td>
<td>$N$</td>
</tr>
</tbody>
</table>

constant, and the beam-compression requirement is met by using a head-to-tail voltage increase $\Delta V = 500$ V in the first thirteen cells on the first lap, followed by $\Delta V = 0$ in the remaining cells. The first thirteen waveforms that result are approximately triangular, with small deviations that account for the transverse space-charge field, and the remaining ones are nearly flat-topped. Hereafter, we refer to such pulses simply as “triangular” and “square.” In addition, appropriate ear fields are added to the acceleration waveforms, as they are in all cases here, unless otherwise stated. Two views of the resulting dynamics are shown in Fig. 2. The time variation of the centroid displacement $X$ at the end of the last lap is shown in Fig. 2a, while Fig. 2b shows $X$ at the beam head during the final lap. The two types of plot are referred to hereafter respectively as “snapshots” and “histories.”

The head-to-tail slope in $X$ evident in Fig. 2a results from the 1.2% velocity tilt that remains at the end of fifteen laps. For the beam and lattice parameters used here, Eq. (3) predicts the average displacement of the beam ends to be $\bar{X} \approx \pm 0.255$ cm, which is in fair agreement with the final snapshot. It is clear from Fig. 2b, however, that the beam head is undergoing substantial betatron oscillation after the fifteen laps, and a history of the beam tail shows a similar amplitude of oscillation, but with a positive average displacement. This betatron motion, which is seen to some extent in all cases in this paper, arises because each pulse with a nonzero $\Delta V$ causes an abrupt change in the velocity tilt $\Delta p/p$ without significantly changing $X$. Since a change in $\Delta p/p$ is seen from Eq. (3) to alter the “equilibrium” displacement $\bar{X}$, the centroid is mismatched by an amount $\Delta X \sim \delta (\Delta p/p)$, and a simple calculation using Eq. (2) shows that

$$\delta \left( \frac{\Delta p}{p} \right) \approx \frac{qe \Delta V}{2\bar{\beta}_{mid}^2 \gamma_{mid} \gamma M c^2},$$

where $\bar{\beta}_{mid}$ is the average of $\beta_{mid}$ before and after the cell and $\gamma_{mid}$ is the corresponding Lorentz factor. The mismatches introduced in successive cells should add in a Markovian sense because the betatron wavelength of centroid motion is typically uncorrelated with the cell spacing. Therefore, if $N$ pulses are used to give a specified energy increase and velocity tilt, so that $\Delta V \sim N^{-1}$, we expect the accumulated betatron amplitude to have the approximate scaling

$$\delta X \sim N^\frac{3}{2} \Delta V \sim N^{-\frac{1}{2}}.$$  

Since the frequency of betatron oscillation for a beam slice depends on the local perveance, betatron motion initiated near the ends by this mechanism will eventually get out of phase with the motion of the higher-density beam mid-section, leading to the ripples seen in Fig. 2a near the beam ends.
Figure 4: Final-lap centroid "histories" showing the effects of nonuniform acceleration. Cases with the longitudinal space-charge field and the "ear" fields artificially turned off are shown (a) for a lattice with ten uniformly spaced cells and (b) for a similar lattice with the first and sixth cells moved clockwise by one half-lattice period. The corresponding cases including longitudinal space charge and ears are shown respectively in (c) and (d). Note that (c) shows the same data as Fig. 3b, but the vertical scale is changed to match the other plots here.

A. Effects of pulser number

Several effects of using fewer pulser at a higher voltage are illustrated here by comparing the nominal case with thirty-four cells to cases with five, eight, ten, and eighteen cells per lap. These particular layouts have been chosen because, except for the case with eighteen pulser, they allow acceleration modules to be spaced equally around ring, facilitating the setting of dipole voltages. As in the nominal case, equal cell spacing is not feasible for the eighteen-pulser case because of the two sections for insertion and extraction. For each layout, $\beta_{\text{mid}}$ and $\Delta t$ are specified by the same functions as in the case with thirty-four cells, so the mid-pulse voltage scales inversely as the number of cells per lap, and the number of triangular pulses changes proportionally. However, due to the larger cell spacing, the transition from triangular to square pulses does not in general coincide with a cell location, so the final waveform with non-zero $\Delta V$ generated by the algorithm here is approximately trapezoidal, again with small deviations due to space charge.

The lattices with eighteen and ten cells per lap, which use triangular or trapezoidal pulses respectively in the first seven and four cells, both show acceptably smooth compression. Final-lap histories of the beam-head displacement for these two cases are shown in Fig. 3. Com-
paring these with Fig. 2b, it is apparent that betatron motion becomes substantially worse going from thirty-four to eighteen cells and remains nonperiodic, but it is seen to have reduced amplitude for the ten-cell case and to be more nearly periodic. This improvement seen in going from eighteen to ten cells results from the uniform cell spacing possible with the smaller number of cells. When induction cells are added to the insertion/extraction sections of the lattices with eighteen and thirty-four cells, making periodic lattices with respectively twenty and forty cells, the betatron motion at the beam ends becomes very similar to that for the ten-cell case. We note that final amplitude of betatron oscillations seen in the cases with ten, twenty, and forty cells per lap are roughly in agreement with Eq. (7), although the small values of $N$ in these cases make this scaling dubious. However, the simple model used to obtain the scaling misses the enhancement of $\delta X$ caused by nonuniform cell spacing, so the betatron motion seen in the cases with eighteen and thirty-four cells exceeds the analytic estimate.

The enhanced betatron amplitude resulting from nonuniform cell spacing is illustrated in Fig. 4. Here, centroid histories in a lattice with ten uniformly spaced cells are compared with those in a similar lattice in which the first and sixth cells have been shifted clockwise by a half-lattice period, leaving the other cells fixed. When the longitudinal component of the beam space-charge field is artificially turned off and no longitudinal-control fields or “ears” are applied, the final betatron amplitude is found to be roughly a factor of three higher in the nonuniform lattice, as seen by comparing Fig. 4a with Fig. 4b. In both cases, the betatron motion is nearly sinusoidal be-
cause the mismatch is applied in the first lap by four successive triangular pulses. Since these cells span approximately a single betatron wavelength, the mismatch is, in effect, an initial perturbation on a slice trajectory, and the oscillation persists for the remainder of the run because there is no phase-mix damping in this envelope calculation. Including the space charge and ears is seen in Fig. 4c and 4d to substantially increase the amplitude of betatron motion and make it nonperiodic. The amplitude is larger because ear fields in these ten-cell cases become substantially larger than the nominal acceleration voltage as the beam compresses. The nonperiodic motion results from the application of ear fields at times that are uncorrelated with the betatron phase, giving the beam ends effectively random transverse kicks several times during each betatron period. Due to this nonperiodic betatron motion, it is difficult to quantify the increase in amplitude caused by the nonuniform cell spacing. However, if the curves are smoothed to remove the AG flutter motion, the difference between the maximum and minimum transverse excursions seen in Fig. 4d is roughly a factor of two larger than that for the case of Fig. 4c with uniform cell spacing. To give the correct average longitudinal-control force, the ear fields here scale inversely with the distance between cells, so when cells have nonuniform spacing, the ear amplitudes show a similar variation, contributing to the higher betatron amplitude seen in Fig. 4d.

In runs using five or eight cells per lap, the beam-end betatron oscillations become large enough to invalidate the numerical model in CIRCE. Apart from the fact that the acceleration voltage for these cases exceeds the design limit of the FPSI pulsers being developed for the small recirculator, these large oscillations prohibit the use of triangular waveforms when there are eight or fewer cells.

B. Effects of pulser waveforms

The beam-end mismatch introduced by head-to-tail voltage variation in waveforms can be reduced by using a smaller ΔV in a correspondingly larger number of induction cells. For a given lattice and overall compression, a progressive reduction in betatron motion at the beam ends is seen when a schedule with triangular pulses is replaced by one using a larger number of trapezoidal pulses. This improvement is illustrated by the final-lap centroid histories in Fig. 5, using trapezoidal pulses respectively for the first ten, fifty, 100, and 150 waveforms. Each case here uses the same ten-cell lattice, and the head-to-tail voltage increase ΔV on the trapezoidal pulses has been chosen to give the same four-to-one final reduction of the beam duration. The case in Fig. 5a, with ten trapezoidal pulses, is only slightly better than that with seven triangular pulses, shown in Fig. 5b, but a major decrease in betatron motion is evident in Fig. 5b going from ten to fifty trapezoidal pulses. At the same time, the previously noted nonperiodicity due to ear fields decreases in proportion with the betatron motion. Some further improvement is also seen in Figs. 5c and 5d, where progressively smaller voltage tilts are needed. From these cases and others with uniform cell spacing, it appears that betatron motion introduced at the beam ends by a voltage tilt becomes negligible when momentum tilt Δp/p changes in a cell by less than about 0.1%. Using Eq. (6), this criterion can be written to lowest order in
$$\frac{\gamma^2}{\gamma_{\text{mid}}^2} = \frac{q e \Delta V}{\frac{1}{2} \beta^2_{\text{mid}} M c^2} \leq 0.004,$$

where $\frac{1}{2} \beta^2_{\text{mid}} M c^2$ is the beam kinetic energy in the non-relativistic limit. The cases in Fig. 5 with fifty or more trapezoidal pulses satisfy this criterion, but the case with ten trapezoidal pulses violates it.

Another feature seen in Fig. 5 is an increased average displacement as more trapezoidal pulses are used. Because such pulses introduce a velocity tilt more gradually than triangular ones, the beam duration decreases more slowly at first, and the beam length actually increases due to the increasing velocity. Beam durations for the ten-cell cases with ten, fifty, 100, and 150 trapezoidal pulses are compared in Fig. 6a. As the number of trapezoidal pulses increases and the voltage tilt is reduced, $\Delta p/p$ reaches its maximum of about 3% later in the acceleration sequence. Consequently, the maximum average displacement estimated from Eq. (3) increases with the number of trapezoidal pulses in these cases due to the approximate $\beta^{-1}$ scaling of $\sigma_0$ found for magnetic focusing. This increase is evident in the plots of head and tail displacement in Fig. 6b. Since the sensitivity to lattice and field errors is expected to be similar for all these cases, choosing an optimum acceleration schedule for a recirculator entails balancing this increased displacement of the ends against the reduced betatron motion found with a more gradual introduction of velocity tilt. It follows that the velocity tilt should be introduced as rapidly as possible without initiating betatron oscillations at the beam ends, as determined by the criterion of Eq. (8).

As in the ten-cell case, the other lattices examined show
some reduction in betatron amplitude when the velocity tilt is applied more gradually, as seen in Fig. 7. Here, final-lap histories are shown for four cases ranging from eight to thirty-four cells per lap, each with trapezoidal pulses used for all waveforms and $\Delta V$ adjusted to give the same overall compression. The ten-cell case in Fig. 7b clearly shows the least betatron motion. Slightly more is seen in the eight-cell case of Fig. 7a, and another lattice with five cells per lap had roughly twice the betatron amplitude in the final lap compared with the eight-cell case. The two cases in Fig. 7 with more than ten cells per lap show a substantial betatron amplitude due to the nonuniform spacing of cells, even though all cases shown satisfy the criterion in Eq. (8) for negligible betatron motion due to voltage tilt. This result suggests that nonuniform cell spacing acts as an independent source of mismatch.

Besides reducing the mismatch at the beam ends, the use of trapezoidal acceleration pulses rather than triangular ones makes more efficient use of the induction cores. The volt-seconds required for a trapezoidal pulse are the nearly same as for a flat pulse, whereas a triangular pulse uses only about half that value. An added advantage of trapezoidal pulses is that the increase of the midpoint beam energy can remain the same on each lap, so to a good approximation, the required dipole voltage increases quadratically with time during the fifteen laps, and if the cells are uniformly spaced, the same voltage waveform can be applied to every dipole.

### Emittance growth

Several of the acceleration schedules discussed here have been tested by the 3-D particle-in-cell code WARP3d[6] using the acceleration and field strengths generated by CIRCE. Although WARP3d is able to model the fringe fields and higher-order multipoles of lattice elements accurately, the same hard-edged, linearized elements assumed in CIRCE were used in these tests in order to highlight the effects of the schedules on the beam phase-space distribution, particularly the emittance. Since the beam density in WARP3d runs is taken to be initially uniform, CIRCE was rerun in these cases with that model, so that the two codes would have similar beam-end dynamics, and magnetic sector bends were specified in both codes due to small differences in the modeling of electric sector bends. Also, trapezoidal waveforms were used for all acceleration pulses to minimize betatron motion.

As expected from earlier benchmark tests, the two codes predict similar longitudinal dynamics for the recirculator beam. In the cases compared, WARP3d gives virtually the same compression and velocity tilt as CIRCE, although details of the betatron motion of slices differ, and WARP3d snapshots of the beam current show long-wavelength waves with an amplitude of about 5% of the peak current, suggesting small errors in the emittance or their timing. Comparing WARP3d runs using ten and thirty-four cells per lap, we find, as in CIRCE runs, that the final betatron amplitude is substantially higher for the case with thirty-four cells. However, the amplitude is noticeably higher in both cases than in the corresponding CIRCE runs, due mainly to the WARP3d beam being initialized with a nonequilibrium distribution. The particle simulations with thirty-four cells also show a larger and denser “halo” of unconfined particles near the ends than the ten-cell simulations, resulting in the much higher $x$-emittance near the ends seen in Fig. 8. For both cases, the normalized emittance near the midpoint increases about 68% during the fifteen laps, again due mainly to the nonequilibrium initialization, but the increase is greater than 165% at two maxima near the ends when thirty-four cells are used. In contrast, no emittance growth above the midpoint value is seen in the ten-cell case. This enhanced emittance growth near the beam ends for thirty-four cells appears to be another effect of nonuniform cell spacing, since it is not seen in WARP3d runs in lattices with twenty or forty cells.

### IV. Conclusions

From CIRCE and WARP3d simulations of the LLNL small recirculator, it appears that the beam can be accelerated and compressed using as few as five induction cells per lap, provided that the velocity tilt is introduced gradually enough to avoid the initiation of betatron oscillations near the beam ends. Triangular waveforms can be used when there are ten or more cells, but using a larger number of trapezoidal pulses to produce the velocity tilt reduces the amplitude of betatron oscillations. A layout having ten cells placed uniformly around the
ring, with trapezoidal pulses used on perhaps the first five of the fifteen laps, appears optimum for the small recirculator. In this case, the acceleration waveform has a nominal voltage of about 1.5 kV and needs a head-to-tail voltage tilt of about 11.5%. This schedule produces reasonably small betatron oscillations at the beam ends in the absence of lattice errors, while still keeping the beam centroid displacement less than 0.7 cm. When fewer than ten cells are used, acceptable acceleration schedules can be worked out using a sufficient number of trapezoidal pulses, but the amplitude of betatron motion is higher than the ten-cell case, and the nominal voltage is larger than can be generated with the MIA pulsers developed for the small recirculator.

The main advantage of using MIA pulsers is the expected cost reduction due to the smaller number of pulsers, and there are further small savings due to such things as smaller housings for the pulsers and simpler mechanical alignment. These savings are partly offset by the need for more induction-core material. A second advantage of using MIA pulsers compared with a parallel-array MOSFET or IGBT architecture is their ability to generate bipolar pulses. It is found in the cases discussed here that ear voltages can exceed the acceleration voltage as the beam approaches full compression, which would make longitudinal control difficult with unipolar pulsers. The required ear voltages could, of course, be reduced by lengthening the rise and fall times of the beam current, thereby reducing the longitudinal space-charge field. However, allowing bipolar pulses increases the flexibility of the system.

A substantial amount of additional work is needed to complete this preliminary study. As mentioned, the lattice used here was somewhat idealized. To calculate usable acceleration fields, the lattice elements in the code should include realistic fringe fields, and flat–plate dipoles should be used instead of the sector bends used here. Coding should be added to calculate the volt–seconds required in the induction cores in order to determine whether the calculated waveforms can be generated with the existing cores. Finally, a wider range of compression schedules should be examined in order to find one that simultaneously minimizes the centroid displacement at the beam ends and the final velocity tilt.
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