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The complexity of video coding standards has increased significantly from H.262/MPEG-2 to H.264/AVC in order to increase coding efficiency. Complexity mainly was increased more by architecture than by algorithms: One 16x16 MB type in MPEG-2 was partitioned into various MB types such as 16x16, 8x16, 8x8, 4x4. Half pixel accuracy motion estimation was extended to support quarter pixel accuracy, and various simple directional filters were applied for intra prediction.

In this dissertation, we consider optimization and learning methods to solve video coding problems. In our approaches, complexity is mainly increased by algorithms to improve coding efficiency. Especially, we apply these methods for the Rate-Distortion (RD) optimization problem in H.264 and intra prediction as a new video coding scheme because they are highly related with numerical optimization and regression theories. For the RD optimization problem, we propose a general framework with consideration of temporal prediction dependency using the primal-dual decomposition and subgradient projection methods. As a result, optimality conditions among the Lagrange multipliers $\lambda$ are derived for the optimal bit allocation. The proposed method is compared with the Rate Control (RC) algorithm in the reference software model (JM model) of H.264. In order to reduce the complexity of the proposed method, an adaptive Lagrange multiplier selection method is proposed in the RC algorithm using the Classification-Maximization (CM) algorithm. In addition, two variations of the CM algorithm, that is, Relaxed...
CM (RCM) and Incremental CM (ICM) are proposed to improve the performance and avoid iterations. We compare $\lambda$ of the proposed adaptive Lagrange multiplier selection methods with ones of the JM model and the greedy search.

Finally, we propose a new video coding scheme using learning methods. In particular, learning methods such as support vector regression and locally weighted learning are applied for intra prediction by means of batch and online learning. We present that online learning based intra prediction is better for video coding because of limited training time and nonstationary video sequences even though batch learning based intra prediction can achieve significant improvement in low-motion sequences. Experimental results show that online learning based video coding is promising for future video coding.
1 Introduction

H.264/AVC, which is the latest international video coding standard [1], was approved by ITU-T as Recommendation H.264 and by ISO/IEC as MPEG-4 part 10 Advanced Video Coding (AVC). H.264/AVC, which is denoted H.264 for simplicity hereafter, is designed for broad application areas such as broadcast over cable, DVD and multimedia streaming services over LAN. In order to support various applications, H.264 specifies 3 profiles which define a set of coding tools to generate interoperable bitstreams. In addition, it defines levels to constrain coding parameters such as picture sizes, coded bit rates, frame rates and memory requirements. All the decoders to support a specific profile must implement all the functions required for the profile. The base profile supports intra and inter coding without B slices and Context Adaptive Variable Length Coding (CAVLC) for entropy coding. The main profile includes Bi-directional inter coding (B slices), interlace, inter coding with weighted prediction using multiple references and Context Adaptive Binary Arithmetic Coding (CABAC). The extended profile extends the base profile with data partitioning for error resilience, inter coding for B slices and weighted prediction, and SP and SI slices to switch bit streams. Thus, the base profile considers video conferencing and wireless communication applications while the extended profile includes multiple video streaming applications, and the main profile can be used for broadcasting and video storage applications [2,3].

H.264 has a similar structure to previous video coding standards such as MPEG-2 [4] and H.263 [5] as shown in Figure 1.1. H.264 processes Macro Blocks (MBs) to encode video sequences. For this work, a video sequence is divided into Groups Of Pictures (GOPs) and a GOP mainly includes three types of pictures: a
mandatory Intra (I) picture, Predictive (P) pictures and Bi-predictive (B) pictures. A picture can be partitioned into multiple slices which consist of MBs. In H.264, a MB is composed of Y, Cb and Cr components: a 16x16 pixels luminance (luma) component for Y brightness and two 8x8 pixels chrominance (chroma) components for Cb and Cr color information in the 4:2:0 sampling. Spatial and temporal redundancies are removed by intra and inter prediction, respectively. Intra prediction is conducted in the pixel domain, that is, adjacent neighboring reconstructed pixels are used to predict current pixels. Intra prediction can be applied in I, P and B pictures. Inter prediction performs Motion Estimation (ME) to find the best MB in the previous reconstructed frame for P pictures or the best MBs in the previous and future reconstructed frames for B pictures to minimize the Lagrangian cost which is the sum of distortion and coded bits multiplied by the Lagrange multiplier $\lambda$. In order to improve the performance of ME, a MB is partitioned into one 16x16, two 16x8, two 8x16 or four 8x8 blocks and a 8x8 block is further decomposed into two 8x4, two 4x8 or four 4x4 blocks. ME is separately applied to each block. The
best MB for intra or inter prediction is selected by a mode decision procedure to minimize the Lagrangian cost. Note that ME and the mode decision procedure are not specified by the H.264 standard [1].

After the mode decision procedure, a residual MB is obtained by subtracting the predicted MB from the current MB, and a 4x4 integer Discrete Cosine Transform (DCT) and quantization are applied to the residual MB to compact energy of the residual MB and to induce lossy compression as shown in Figure 1.1. Quantization levels and sign information are coded by CAVLC or CABAC. The entropy coded data are encapsulated into the Network Abstraction Layer (NAL) to map coded video data to the transport layers such as Real Time Transport (RTP)/Internet Protocol (IP) and MPEG-2 Transport Stream (TS). In order to remove mismatches between the encoder and the decoder, intra and inter prediction always use reconstructed (decoded) frames. The encoder generates reconstructed frames through inverse quantization, inverse DCT and the deblocking filter which are the same operations at the decoder except entropy decoding in Figure 1.1. The in-loop deblocking filter is incorporated to reduce blocking artifacts which are introduced by quantization.

If there are coded bit constraints from users or network capacity, the encoder needs to generate bit streams to satisfy the bit constraints. For this work, the encoder utilizes the Rate Control (RC) algorithm to determine frame bit constraints and to estimate Quantization Parameter (QP) for quantization step sizes. Finally, it derives the Lagrange multiplier \( \lambda \) for the mode decision procedure. The RC algorithm is not an integral part of the H.264 standard, but the standard requires the encoder to generate coded bit streams to be decoded by the Hypothetical Reference Decoder (HRD). The HRD specifies when coded bits arrive and are removed from the Coded Picture Buffer (CPB) without underflow and overflow [3]. The requirement of the HRD can be achieved by the RC algorithm with frame bit constraints.

In this dissertation, we will apply optimization and learning methods to solve video coding problems: the Rate-Distortion (RD) optimization problem, the Lagrange multiplier selection problem and intra prediction. In chapters 2 and 3,
we will propose a general framework to solve the RD optimization problem and adapt the Lagrange multiplier to video sequences for the RC algorithm. In chapter 4, a new video coding scheme will be proposed for intra prediction using online and batch learning methods.

In chapter 2, we will present the RD optimization problem with and without bit rate constraints. Especially, the relation between the RD optimization problem and the Lagrangian duality will be explained and then we will show that the RD optimization problem can be solved by the H.264 RC algorithm or the proposed method. First, we will show how the RC algorithm solves the RD optimization problem in section 2.2. Next, we will propose a general framework to solve the RD optimization problem using the primal-dual decomposition and subgradient projection methods \([6–8]\) in section 2.3. In the framework, we will present how to reformulate the RD optimization problem and how to treat spatial and temporal prediction dependency using the reference software model \([9]\). As a result, we will derive optimality conditions among the pictures with temporal prediction dependency. Finally, experimental results will be discussed in section 2.4.

In chapter 3, we will propose an adaptive Lagrange multiplier selection method using the Classification-Maximization (CM) algorithm \([10]\). Even though the Lagrange multiplier can be obtained from the proposed method in section 2.3, complexity can be reduced by estimating the Lagrange multiplier \(\lambda\) for a given QP without solving the dual problem in the RD optimization problem. Generally, the RC algorithm uses a simple mapping function to derive \(\lambda\) for a given QP. Therefore, a constant \(\lambda\) is applied to encode various video sequences without considering different RD characteristics. In section 3.2, we will present how to reformulate the minimization of the Lagrangian cost problem as the maximization of the posterior probability problem and then the CM framework will be applied to adapt \(\lambda\). In addition, we will propose relaxed CM and incremental CM methods to avoid CM iterations. Experimental results will be shown in section 3.3.

In chapters 2 and 3, we considered the RD optimization problem which is related with the RC algorithm and the mode decision procedure in Figure 1.1. The proposed methods in these chapters are compliant with the H.264 standard.
In chapter 4, we will propose a new video coding scheme using online and batch learning methods for intra prediction. It is the first approach to apply learning methods for prediction of video coding. Here, we intend to replace intra prediction in Figure 1.1 with the proposed method. However, the proposed method is not compatible with the H.264 standard since we propose new prediction methods. In section 4.2, we will briefly discuss features and limitations of intra prediction in H.264. In section 4.3, we will introduce the theoretical background of Support Vector Regression (SVR) and then apply SVR for batch learning based intra prediction. In order to consider nonstationarity of video sequences, we will apply an online learning method for intra prediction in section 4.5. Finally, the performance of batch and online intra prediction will be compared with H.264 in order to show some possibility to use learning methods for video coding in sections 4.4 and 4.6.

In chapter 5, the summary of contributions will be presented and their extensions will be discussed.
2 Rate-Distortion Optimization

2.1 Introduction

After Rate-Distortion (RD) optimization was introduced for video compression using the Lagrange multiplier [11, 12], there were many methods to reduce complexity in deciding MB modes and Motion Vectors (MVs) for the given Lagrange multiplier $\lambda$. Even though the RD optimization method is not mandatory for video compression standards such as H.264 [1], it is a main part of video coding to improve coding efficiency [12, 13]. In this section, we will briefly review the relation between the RD optimization and the previous work. The RD optimization with an inequality constraint in a picture is mathematically formulated as follows:

$$\min_{\mathbf{m}} \sum_{n=1}^{N} d_n(\mathbf{m}_n)$$

$$s.t. \sum_{n=1}^{N} x_n(\mathbf{m}_n) \leq X_F$$

where $\mathbf{m}_n = (M_n, \text{MV}_n, \text{QP}_n, \text{Ref}_n)$ is a vector of a MB mode, MVs, QP and reference frames for inter prediction at the $n$th MB. $N$ is the number of MBs in a picture and $X_F$ is a bit constraint of a picture. $d_n(\mathbf{m}_n)$ and $x_n(\mathbf{m}_n)$ are distortion and coded bits of the $n$th MB, respectively. The optimization problem (2.1) can be solved by the Lagrangian duality in order to obtain the optimal solution if the problem is a convex optimization problem and satisfies Slater’s condition [14]. Slater’s condition is easily satisfied since there are $\mathbf{m}$ vectors which make the sum of coded bits less than $X_F$, but the problem (2.1) is mathematically not a convex optimization problem since the distortion function $d_n(\mathbf{m}_n)$ is not a convex...
function [11] and the feasible set $m_n$ is not a convex set [14]. However, a near optimal solution of the primal problem (2.1) can be obtained if the duality gap is small [6]. Therefore, the Lagrange duality is applied and the dual function of the primal problem (2.1) is

$$q(\lambda) = \min_{m_1} \sum_{n=1}^{N} \left( d_n(m_n) + \lambda x_n(m_n) \right) - \lambda X_F$$

(2.2)

and its dual problem is

$$\max_{\lambda \geq 0} q(\lambda)$$

(2.3)

If we find the optimal solution of the dual problem, we can obtain the solution of the primal problem (2.1) after solving (2.2). In the JM model [9], independence among MBs is assumed in order to avoid the optimization problem for all the MBs. Consequently, the problem (2.2) becomes

$$q(\lambda) = \sum_{n=1}^{N} \min_{m_n} \left( d_n(m_n) + \lambda x_n(m_n) - \lambda X_n \right)$$

(2.4)

where $\sum_{n=1}^{N} X_n = X_F$. Now, we can perform the RD optimization at each MB.

In order to reduce the loss of coding efficiency from the independent assumption, references [11, 15, 16] solved the dependent optimization problem (2.2) using the dynamic programming without considering frame-level dependency or $\lambda$. Reference [17] applied the Viterbi Algorithm (VA) with the assumption that distortion and coded bits are only functions of QP.

In (2.4), $\lambda$ and the bit constraint $X_n$ are constants. As a result, the solutions are equivalent as follows:

$$\arg \min_{m_n} \left( d_n(m_n) + \lambda x_n(m_n) \right) = \arg \min_{m_n} \left( d_n(m_n) + \lambda x_n(m_n) - \lambda X_n \right)$$

(2.5)

Thus, the problem (2.4) becomes the minimization of the Lagrangian cost which is $\min_{m_n} d_n(m_n) + \lambda x_n(m_n)$. However, it does not imply that the MB bit constraint $X_n$ and the frame bit constraint $X_F$ are useless because the bit constraints affect the optimal solution of $\lambda$ in the dual problem (2.3). Therefore, we should carefully choose $\lambda$ if there is a bit constraint.
The JM model applies the Rate Control (RC) algorithm to derive the optimal $\lambda$ instead of solving directly the dual problem (2.3). The RC algorithm, which will be discussed in section 2.2, first decides the bit constraints $X_n$ and $X_F$ from a user bit per second (bps) constraint and then applies the quadratic model (2.6) to estimate QP to satisfy the bit constraints. Next, $\lambda$ which corresponds to the solution of the dual problem (2.3) is derived from the mapping function (2.7) for the estimated QP. Finally, the primal solution $m_n$ is obtained by solving the problem (2.5) for a given $\lambda$.

$$X_F = \gamma \frac{MAD}{Q_{\text{step}}} + \xi \frac{MAD^2}{Q_{\text{step}}^2}, \quad Q_{\text{step}} = \nu 2^{\frac{Q_P - 12}{6}}$$

(2.6)

$$\lambda = \kappa 2^{\frac{(Q_P - 12)}{6}}$$

(2.7)

where $\kappa$ is a function of picture type (I, P, B), the number of referenced frames, and QP. $\gamma$ and $\xi$ are estimated using linear regression based on Mean Absolute Difference (MAD) and target bits $X_F$. $\nu$ is a function of QP. Estimation of $X_F$ from the quantization step size $Q_{\text{step}}$ in (2.6) was studied in [18,19] and the relation between $\lambda$ and QP in (2.7) was derived from [12,20–22]. Thus, the JM model does not directly solve the dual problem (2.3). For a given $\lambda$, the JM model minimizes the Lagrangian function, that is, solves the problem (2.5). However, if there is no bit rate constraint, we can choose any QP to derive $\lambda$ from (2.7). Consequently, the JM model has two coding modes: with or without a bit constraint.

Without a bit rate constraint, users specify any QP and a GOP structure, and then the JM model solves the problem (2.5) to determine MB modes and MVs for a given QP, reference frames and $\lambda$. As a result, users cannot expect how many bits are generated after encoding. However, if the generated bits are considered as the bit constraint $X_f$, the specified QP always satisfies the bit constraint $X_f$. $\lambda$ from the specified QP is always the optimal dual solution to satisfy the Karush-Kuhn-Tucker (KKT) [14] conditions. With a bit rate constraint, users specify a desired bps and a GOP structure and then the JM model solves the problem (2.5) with the independent assumption. Although $\lambda$ and QP are obtained from equations (2.5) and (2.6), the bit constraint $X_F$ in (2.5) should be derived from user bit rate constraint because user bit rate constraint is average bits per second,
but not a MB-level or a frame-level bit constraint. Therefore, the bit constraints of a MB or a frame, which are generalized as a basic unit (a group of MBs) [23,24], and a GOP should be derived from a given user bit rate constraint which will be explained in subsection 2.2.2. Without loss of generality, a basic unit is considered as a MB or a frame in this dissertation. If we estimate target bits for a basic unit, the remaining parameters can be obtained from (2.6) and (2.7).

Even though the RC algorithm induces loss of performance which will be shown in section 2.4, it is well known that the RC algorithm is necessary in the video streaming applications to satisfy network bit rates without a buffer overflow or underflow. In this section, we briefly mention the necessity of the RC algorithm with a simple example of the video streaming system in Figure 2.1. Original video sequences have constant bit rates according to the frame rate and frame size, but output bit rates of the video encoder become variable bit rates since intra and inter prediction errors of each frame highly depend on the correlation among the frames and within a frame. Thus, variable coded bits should be smoothed out to the constant or variable network through the buffer as shown in Figure 2.1. The virtual buffer fullness, which allows negative fullness, is illustrated in Figure 2.2 after encoding with and without RC. Decrease of the buffer fullness indicates that input rates of the buffer are lower than output rates. Otherwise, input rates are higher than output rates. The buffer fullness of encoding without RC, that is, encoding with QP fixed for all the frames highly fluctuates. The actual buffer fullness is around zero before the 70th frame since there is no negative buffer fullness and
then the buffer fullness increases. This phenomenon results from the increase of prediction errors because of high motion and scene changes after the 70th frame. Consequently, video streaming applications without RC require a larger buffer to compensate bit fluctuation. However, we do not know how large a buffer can compensate the bit fluctuation before encoding the whole sequence. Furthermore, different sequences, which may never be coded before, require different buffer sizes which are not known. Therefore, the encoder needs to control bit rates to prevent a buffer overflow and underflow for a given buffer size. Figure 2.2 shows that coded bits of the encoder with RC fluctuate within the buffer size. The encoder with RC mainly changes QP in order to control bit rates which induces larger variations of quantization distortion as shown in Figure 2.3. Even though quality of coded
sequences without RC is better because of lower variations of Peak Signal-to-Noise Ratio (PSNR), buffer management is required and accomplished through the RC algorithm for a given bit constraint with minimum distortion. This operation is mathematically formulated as the RD optimization problem (2.1).

2.2 H.264 Rate-Distortion Optimization

The JM model applies the RC algorithm to solve the RD optimization problem (2.1). The RC algorithm consists of four parts: bit allocation for basic units from a user bit constraint or an available network capacity, estimation of QP to satisfy the bit constraint of a basic unit (2.6) and selection of \( \lambda \) from the estimated QP (2.7). Finally, compatibility of the Hypothetical Reference Decoding (HRD) is checked.

2.2.1 Quantization Parameter Estimation

In this subsection, we estimate QP to satisfy the target bit constraint \( T \) for a picture within a GOP. Figure 2.4 illustrates the RC algorithm in the JM model [9]. A GOP consists of one I picture with or without several P and B pictures. As an
example, we assume that a GOP is composed of I, P and B pictures. In the first
GOP of a sequence, QP of I and the first P pictures are set to a user defined QP,
otherwise, they are $Q\overline{P}_p$ which is an average QP of P pictures in the previous
GOP:

$$
Q\overline{P}_p = \frac{1}{N_p} \sum_{n=1}^{N_p} QP^n_p - \min \left( \frac{N_p + N_b + 1}{15} , 2 \right)
$$

(2.8)

where $N_p$, $N_b$ and $QP^n_p$ are the number of P pictures and B pictures and QP of the
nth P picture within a GOP, respectively. The second term of (2.8) is included with
heuristic consideration of temporal prediction dependency which will be discussed
in detail in subsection 2.2.4. The second term considers that better quality of
the first I and P pictures reduces prediction errors of the other pictures if there
are temporally related pictures which are P or B pictures within a GOP. For a
given QP of I and P pictures, $\lambda$ is derived from (2.7) and then the mode decision
procedure is performed to decide MB modes and MVs as shown in Figure 2.4. The
number of coded bits $X$ is used to estimate target bits $T$ which will be discussed in
subsection 2.2.2. QP of the other P pictures within a GOP is estimated to satisfy
target bits $T$ using the quadratic model in (2.6). Here, we use an approximate bit
constraint $T$ instead of the true bit constraint $X$ for the $F$th frame. The main
reason is that we have the chicken and egg dilemma. Coded bits $X$ is known after
the mode decision but QP is necessary to derive $\lambda$ for the mode decision. QP can
be estimated for the given bit constraint $X$. This chain can be broken by using
the approximate bit constraint $T$ instead of $X$. The Q2 model in (2.6) was derived
by [18, 25] as follows:

$$
X(D) = \ln \left( \frac{\sigma}{D} \right), 0 < D < \sigma
$$

(2.9)

$$
X(Q_{step}) = \left( \frac{\sigma}{Q_{step}} - 1 \right) - \frac{1}{2} \left( \frac{\sigma}{Q_{step}} - 1 \right)^2 + X_3, \quad \sigma > D
$$

(2.10)

$$
T(Q_{step}) \approx \frac{2\sigma}{Q_{step}} - \frac{\sigma^2}{2Q^2_{step}} = \gamma Q_{step} - \frac{MAD}{Q_{step}} + \zeta \frac{MAD^2}{Q^2_{step}}
$$

(2.11)

$$
= \varrho_0 \frac{MAD}{Q_{step}} + \varrho_1 \frac{MAD}{Q^2_{step}}
$$

(2.12)
where $\frac{1}{\sqrt{2}} \sigma$ is the standard deviation of DCT coefficients. The equation (2.10) is derived from the Taylor series of natural log, i.e., $\ln$ at 1 assuming that the quantization step size $Q_{\text{step}}$ measures the distortion $D$. In (2.11), high order terms, which are denoted as $X_3$, are ignored and $\sigma$ is assumed to be proportional to $\text{MAD}[25]$. Even though (2.11) is more reasonable, the JM model [9] follows the proposal in [26] as in (2.12). $\text{MAD}$ of a current P picture is linearly predicted from $\text{MAD}$ of the previous P picture which is denoted as $\text{MAD}_{\text{prv}}$ since it is not known before encoding: $\text{MAD} = \rho_1 \text{MAD}_{\text{prv}} + \rho_0$ where model parameters $\rho_1$ and $\rho_0$ are updated after encoding the current P picture. After considering header bits $H$ in (2.12), the quantization step size $Q_{\text{step}}$ is

$$Q_{\text{step}} = \frac{2\rho_1 \text{MAD}}{\sqrt{4\rho_1 \text{MAD}(T - H) + \rho_0^2 \text{MAD}^2 - \rho_0 \text{MAD}}}$$

(2.13)

QP is obtained from the mapping function between QP and $Q_{\text{step}}$ in (2.6) where $\nu(QP_{\%6})$ is a function of QP mode 6 as defined in H.264 [1]. After encoding a P picture, the model parameters $\rho_0$ and $\rho_1$ are updated as follows [18, 26]:

$$\rho_1 = \frac{N_w \sum_{i=1}^{N_w} R_i - \left( \sum_{i=1}^{N_w} Q_{\text{step},i}^{-1} \right) \left( \sum_{i=1}^{N_w} Q_{\text{step},i} R_i \right)}{n \sum_{i=1}^{N_w} Q_{\text{step},i}^{-2} - \left( \sum_{i=1}^{N_w} Q_{\text{step},i}^{-1} \right)^2} \quad (2.14)$$

$$\rho_0 = \frac{\sum_{i=1}^{N_w} \left( Q_{\text{step},i} R_i - Q_{\text{step},i}^{-1} \rho_1 \right)}{N_w} \quad (2.15)$$

where $N_w$ is the number of the previous pictures for regression and $R_i = \frac{X_i - H_i}{\text{MAD}_i}$. The windows size $N_w$ is set to 20 at the maximum in the JM model [9].

QP of B pictures is directly derived from adjacent QP of I or P pictures without estimating target bits as shown in Figure 2.4. If the number of B pictures between I or P pictures is one, QP of the $t$th B picture is

$$QP_t = \begin{cases} QP_{t-1} + 2 & \text{if } QP_{t-1} = QP_{t+1} \\ QP_{t-1} + QP_{t+1} + 1 & \text{otherwise} \end{cases} \quad (2.16)$$

If the number of B pictures between I or P pictures $L$ greater than one, QP of the
kth B picture among B pictures is

\[ QP_{t+k} = QP_{t-1} + QP_s + \min \left( \left| \frac{QP_{t+L} - QP_{t-1}}{L-1} \right|, 2k \right) \] (2.17)

where \( k = 0, ..., L-1 \) and

\[ QP_s = \begin{cases} \max(QP_{t+L} - QP_{t-1} + 2L, -3) & \text{if } QP_{t+L} - QP_{t-1} + 2L \leq 1 \\ 2 & \text{otherwise} \end{cases} \] (2.18)

The second term in (2.17) is heuristically added to consider that QP of nonreferenced pictures is higher than one of referenced pictures. The third term in (2.17) is a linear interpolation method to estimate QP between QP of I or P pictures where QP difference of adjacent B pictures is limited by ±2.

### 2.2.2 Basic Units Bit Allocation

The initial \( i \)th GOP bits are decided from a user bit rate constraint or network capacity bps as follows:

\[ X_{z,GOP} = X_{z,net} \frac{N_{GOP}}{f_{rate}} - B_{e}^z \] (2.19)

where \( N_{GOP} \) is the number of frames in a GOP and \( f_{rate} \) is the number of frames per second. \( X_{z,net} \) is the available network capacity at the last frame of the \((i-1)\)th GOP where \( z = (i-1) \cdot N_{GOP} \). Note that \( X_{z,net} \) is a minimum value of a user bit constraint or an available network capacity but we call it an available network capacity for simplicity. When the \( i \)th GOP bits are assigned, the buffer fullness \( B_{e}^z \) of the previous GOP is considered. Buffer fullness \( B_{e}^t \) at \( t \) is calculated from the previous buffer fullness \( B_{e}^{t-1} \), current coded bits \( X^t \) and transmitted bits via network \( \frac{X_{z,net}^t}{f_{rate}} \) as follows:

\[ B_{e}^t = \min \left( \max \left( B_{e}^{t-1} + X^t - \frac{X_{z,net}^t}{f_{rate}}, 0 \right), B_{e} \right) \] (2.20)

where \( B_{e} \) is the maximum buffer size which is 2.56 times the user bps constraint in the JM model [9]. Thus, \( B_{e} \) buffers video streaming data for about 2.5 second (sec) at the desired bps. Figure 2.5 illustrates the fluid traffic model of (2.20).
Note that average bits $\frac{X^t_{\text{net}}}{f_{\text{rate}}}$ are transmitted to the network from the buffer while coded bits of one frame $X^t$ are buffered from the encoder. If we consider variations of the network capacity and coded bits, available GOP bits are updated frame by frame as follows:

$$X^t_{\text{GOP}} = X^{t-1}_{\text{GOP}} - X^t + \frac{X^t_{\text{net}} - X^{t-1}_{\text{net}}}{f_{\text{rate}}} (N_{\text{GOP}} - t) \tag{2.21}$$

where $X^{t-1}_{\text{GOP}} - X^t$ are the remaining GOP bits after encoding one frame at $t$ and the third term of (2.21) represents a variation of the network capacity from $t-1$ to $t$ which is assumed to be persistent in the remaining GOP frames $N_{\text{GOP}} - t$.

Next, we consider bit allocation to each frame for a given GOP bit constraint $X_{\text{GOP}}$. Here, we confine a basic unit as a frame since MB-level RC is far from the optimal bit allocation within a frame even though RC can more tightly satisfy bit constraints. In subsection 2.3.2, we will show that all the $\lambda$ of MBs are equal for the optimal bit allocation of a frame with spatial independence. If a basic unit is smaller than the maximum number of MBs in a frame, the RC algorithm can assign different QP, that is, different $\lambda$ to each basic unit. In contrast, if a frame is considered as a basic unit, the same $\lambda$ are assigned to all the MBs within a frame which induces similar quality within a frame. For a frame-level bit allocation, we
define target bits $T$ for P pictures as follows:

$$T_r^t = \frac{X_{GOP}^t}{N_p^t + \zeta N_b^t}, \quad \zeta = \frac{W_b}{W_p}$$  \hspace{1cm} (2.22)

$$B_p^{t+1} = B_p^t - \frac{B_{c+z+2}^{t+2}}{N_p^{t+2}}, \quad T_p^{t+2} = B_{c+z+2}^{t+2}$$  \hspace{1cm} (2.23)

$$T_n^t = \frac{X_{net}^t}{f_{rate}^t} + \gamma_p (B_p^t - B_{c}^t), \quad \gamma_p = 0.25 \text{ if } N_{b}^{z+1} > 0, \text{ otherwise } 0.5$$  \hspace{1cm} (2.24)

$$T^t = \beta_p T_r^t + (1 - \beta_p) T_n^t, \quad \beta_p = 0.9 \text{ if } N_{b}^{z+1} > 0, \text{ otherwise } 0.5$$  \hspace{1cm} (2.25)

where $N_p^t$ and $N_b^t$ are the numbers of unencoded P and B pictures within a GOP and $z+2$ denotes an index within a GOP after encoding I and P pictures. Note that target bit allocation is only applied to P pictures after encoding an I picture and the first P picture for every GOP as shown in Figure 2.4. QP of the first I and P pictures in each GOP are directly estimated from the previous GOP or a given initial QP without target bit allocation which was explained in subsection 2.2.1. Target buffer level $T^t$ in (2.25) is the weighted sum of $T_r^t$ and $T_n^t$ in the $t$th frame. For simplicity, we omit the frame index $t$. In (2.22), the remaining GOP bits $X_{GOP}$ after encoding the first I and P pictures are divided by the remaining number of P and B pictures within a GOP to estimate target bits. Average weights for P pictures $\overline{W}_p$ can be different from average weights for B pictures $\overline{W}_b$ to allocate more bits for P pictures. Target bits $T_n$ from the network in (2.24) are estimated from the weighted sum of the network capacity $\frac{X_{net}}{f_{rate}}$ and the difference between estimated buffer fullness and actual buffer fullness. In (2.23), the buffer fullness after encoding all P pictures within a GOP is intended to be zero where $B_{c+z+2}^t$ is the buffer fullness after encoding the first I and P pictures. More detailed explanations are available in [23, 24, 27, 28].

### 2.2.3 Hypothetical Reference Decoder

One virtual decoder which is known as the Hypothetical Reference Decoder (HRD) in H.263 and H.264 [1, 29] and the Virtual Buffering Verifier (VBV) in MPEG-2 [30] forces the encoder to generate bit streams such that the hypothetical decoder buffer does not underflow nor overflow. The HRD, which is a normative
part of the video coding standards [1, 29, 30], is conceptually connected to the output of the encoder and it consists of the decoder buffer, the decoder, and the display unit. The mathematical leaky bucket model was employed to characterize the hypothetical decoder and its input buffer called the Coded Picture Buffer (CPB) [1, 31]. In the previous subsection, we estimate target bits $T$ in order not to overflow nor to underflow the encoder buffer which is called the Encoder Picture Buffer (EPB) without considering the decoder side buffer, that is, the CPB. The RC algorithm in the encoder was studied to generate HRD compliant bitstreams such that the CPB in the decoder neither overflows nor underflows [24, 32–34]. As a result, target bits $T$ for each picture are clipped with an upper and lower bound which are derived from the leaky bucket model.

The leaky bucket model contains three parameters ($R, B, F_d$) where $R$ is an input rate, $B$ is a decoder buffer size and $F_d$ is initial buffer fullness. In Figure 2.6, we assume that the encoder buffer size $B_e$ is equal to the decoder buffer size $B_d$, i.e. $B = B_e = B_d$. Furthermore, the output rate from the encoder buffer $R_{out}$ is equal to the input rate to the decoder buffer $R_{in}$, i.e. $R = R_{in} = R_{out}$.
where the rate (bits per second) $R$ is constant since the slope of $R$ is constant. We also assume that the network delay $\delta$ is constant. The HRD model assumes instantaneous encoding and decoding so that the plot of cumulative generated bits looks like a stair step. The $i$th picture within a sequence is instantaneously encoded and buffered with $b_i$ bits at time $s_i$ in Figure 2.6. The $i$th encoded picture is transmitted to the CPB and then $b_i$ bits are instantaneously extracted at time $t_i$ and decoded. In Figure 2.6, the buffered data are illustrated in the grey area and the available buffer size is marked as the yellow area. In Figure 2.6, when the first encoded bits $b_0$ are buffered to the EPB, the leaky bucket model assumes that the initial buffer fullness of the EPB is $F_e$. However, there are no bits in the buffer. The first bit of $b_0$ is transmitted into the network at time $s_0^{init}$ and the final bit of $b_0$ is transmitted at time $s_0^{fin}$ where

$$s_0^{init} = s_0 + \frac{F_e}{R}, \quad s_0^{fin} = s_0^{init} + \frac{b_0}{R} \quad (2.26)$$

The initial bit of the subsequent picture at the $i$th picture is transmitted at time $s_i^{init} = \max(s_i^{fin}, s_{i+1})$. In order to fully use the network capacity, the initial bit of the subsequent picture is continuously transmitted after sending the last bit of the previous picture:

$$s_{i+1}^{init} = s_i^{fin} = s_i^{init} + \frac{b_i}{R} = s_0^{init} + \sum_{k=0}^{i} \frac{b_k}{R} \quad (2.27)$$

At the decoder, the first bit of $b_0$ is stored into the CPB at time

$$t_0^{init} = s_0^{init} + \delta = s_0 + \frac{F_e}{R} + \delta \quad (2.28)$$

but decoding is delayed until the buffer fullness of the CPB reaches $F_d$ as shown in Figure 2.6. The final bit of any picture $i$ is stored into the CPB at time

$$t_i^{fin} = s_i^{fin} + \delta = s_i^{init} + \frac{b_i}{R} + \delta = t_i^{init} + \frac{b_i}{R} \quad (2.29)$$

In order to prevent the CPB from underflowing, the removal time of the $i$th picture from the CPB $t_i$ is greater than or equal to the buffered time of the last bit $t_i^{fin}$, that is, $t_i \geq t_i^{fin}$. It means that when the decoder starts to extract the first bit of
the $i$th picture, the last bit of the $i$th picture exists in the CPB. Thus,

$$t_i = s_i + \frac{F_e}{R} + \frac{F_d}{R} + \delta = s_0 + \sum_{k=0}^{i-1} (s_{k+1} - s_k) + \frac{F_e}{R} + \frac{F_d}{R} + \delta \quad (2.30)$$

$$t_i^{fin} = s_i^{init} + \frac{b_i}{R} + \delta = s_0 + \frac{F_e}{R} + \sum_{k=0}^{i-1} \frac{b_k}{R} + \frac{b_i}{R} + \delta \quad (2.31)$$

$$t_i \geq t_i^{fin}, \quad b_i \leq F_d + \sum_{k=0}^{i-1} \left( (s_{k+1} - s_k)R - b_k \right) = U_b \quad (2.32)$$

where (2.30) is derived from $t_i = s_i + \frac{F_e}{R} + \frac{F_d}{R} + \delta$ and $s_i = s_0 + \sum_{k=0}^{i-1} (s_{k+1} - s_k)$ in Figure 2.6, and (2.31) is obtained from (2.29), (2.27) and (2.26). Finally, we can derive the upper bound $U_b$ of coded bits for the $i$th picture to prevent the CPB from underflowing in (2.32). The upper bound $U_b$ is just buffer fullness of the CPB with the assumption $(s_{k+1} - s_k) = (t_{k+1} - t_k)$. Thus, $b_i$ bits must be smaller than the buffer fullness of the CPB just before $b_i$ bits are extracted for decoding in order to avoid underflow. Moreover, if we increase the initial buffer fullness of the CPB $F_d$, the RC algorithm can allocate more bits for pictures such that it can reduce PSNR variations among the pictures which is illustrated in Figures 2.2 and 2.3. Even though an increase of initial buffer fullness $F_d$ delays the first decoding time, an overall system delay is not changed if the buffer size $B$, that is, the sum of $F_d$ and $F_e$, is fixed for the given network delay $\delta$ from (2.30). The JM model [9] sets $F_d$ to $0.8B$ where $B = 2.56R$. Thus, the decoder waits for around 2 seconds before extracting data from the CPB.

In order to prevent the CPB from overflowing, the buffer fullness of the CPB is less than or equal to the decoder buffer size $B_d$ after removing the coded bits of the $i$th picture:

$$B = B_d \geq F_d + \sum_{k=0}^{i-1} \left( R(s_{k+1} - s_k) - b_k \right) + R(s_{i+1} - s_i) - b_i \quad (2.33)$$

$$b_i \geq -F_e + \sum_{k=0}^{i-1} \left( R(s_{k+1} - s_k) - b_k \right) + R(s_{i+1} - s_i) = L_b \quad (2.34)$$

where $B = F_d + F_e$. The JM model [9] sets $F_e$ to 0 in order to allocate more bits to pictures for the given buffer size $B$. The upper bound (2.32) and the lower bound
(2.34) are recursively derived as follows [32,33]:

$$U_b^i = U_b^{i-1} + \frac{R}{f_{rate}} - b_{i-1}, \quad U_b^0 = F_d$$

(2.35)

$$L_b^i = L_b^{i-1} + \frac{R}{f_{rate}} - b_{i-1}, \quad L_b^0 = \frac{R}{f_{rate}}$$

(2.36)

where $s_{i+1} - s_i = \frac{1}{f_{rate}} \forall i$ since encoding is performed at the frame rate $f_{rate}$.

Finally, the estimated target bits $T_i$ for the $i$th picture, which was mentioned in subsection 2.2.2, is bounded by

$$T_{HRD}^i = \max \left( \min(T_i, \tilde{U}_b^i), L_b^i \right), \quad \tilde{U}_b^i = \omega_{HRD} U_b^i$$

(2.37)

where $\omega_{HRD} = 0.9$ is multiplied to compensate for uncertainty of the coded bits $X^i$ in [9]. More detailed information is discussed in [24,31–34].

### 2.2.4 Lagrange Multiplier Selection

In subsection 2.2.1, QP was estimated to satisfy a bit constraint. In this subsection, we will derive the Lagrange multiplier $\lambda$ for the mode decision procedure for a given QP which is marked as the yellow area in Figure 2.4. The authors in [20] first showed the relation between $\lambda$ and QP as follows:

$$X = a \log_2 \left( \frac{b}{D} \right), \quad D = \frac{(Q_{step})^2}{12}$$

(2.38)

$$\lambda = -\frac{dD}{dX} = \frac{\log_2 2}{12a} Q_{step}^2 \approx 0.85 Q P_{H.263}^2$$

(2.39)

where $a$ and $b$ are model parameters, and $X$ is the number of coded bits, and $D$ is quantization distortion, and $Q_{step} = 2 Q P_{H.263}$ in H.263 [5]. The first term in (2.38) is derived from the Independent and Identically Distributed (IID) gaussian process with variance $\sigma^2$ and entropy coding: $D = \epsilon^2 \sigma^2 2^{-2P}$ where $\epsilon^2 = 1.2$ for the Laplace distribution of prediction errors and $P$ is bits per pixel in [35]. Note that coded bits for a picture $X$ are induced from multiplying the horizontal resolution $H_r$ and the vertical resolution $V_r$ with the bits per pixel $P$, i.e. $X = H_r \times V_r \times P$. The second term in (2.38) is uniform quantization distortion [35]. The first relation in (2.39) is derived in order to minimize the Lagrangian cost $L = D + \lambda X$ w.r.t. $X$, that
is, \( \frac{dL}{dX} = 0 \). The Lagrange multiplier \( \lambda \) was determined by experimentally deciding \( \frac{\log_e 2}{3a} \) as 0.85 in [20]. This value was further refined in [21] as 0.68. Consequently, the JM model [9] has the following relation:

\[
\lambda = c \cdot 2^{\frac{QP-12}{8}}, \quad c = \begin{cases} 
0.68 & \text{if the number of B pictures } N_b > 0 \\
0.85 & \text{otherwise}
\end{cases}
\]

(2.40)

where the relation between \( Q_{step} \) and \( QP \) is derived from (2.6) for H.264.

We performed several experiments to confirm the model parameter \( c \) in (2.40). A GOP has the IBBPBBPBBPBI structure and QP varies \( \pm 2 \) from the reference QP which corresponds to a given \( \lambda \) in (2.40). We use seven QCIF sequences such as SILENT, CARPHONE, FOREMAN, CREW, MOBILE, FOOT-
BALL and SOCCER which have from low-motion to high-motion characteristics. First, $c$ in (2.40) is estimated from the linear relation between $\log_2 \lambda$ and QP. The model parameter $c$ in the JM model does not depend on picture types such as I, P and B pictures. However, different $c$ values are obtained from the experimental results according to different picture types as shown in Figures 2.7 and 2.8 where the model parameters of I, P and B pictures are 0.67, 0.84 and 1.15, respectively. We also consider variations of $\lambda$ and QP relation at different positions within a GOP. For example, there are three P pictures within a GOP in these experiments and the relation between $\lambda$ and QP is separately derived at each P picture. They are represented as error bars in Figure 2.8 (a), and the same experiment is applied to B pictures and the result is shown in Figure 2.8 (b). Overall variations are small as shown in Figure 2.8. Thus, positional variations of the model parameter $c$ can be ignored to the same picture type within a GOP.

Figure 2.9 shows the model parameters $c$ for different picture types from SILENT to SOCCER which are numbered from 1 to 7. The model parameters $c$ of I pictures are approximately the same for the various sequences. The average $c$ value of all the sequences is approximately 0.65 which is close to the result in (2.40). 0.84 and 1.15 are good $c$ parameters for P and B pictures if the first two low-motion sequences are excluded in Figure 2.9 (a). Here, we can further decompose
Table 2.1: Model parameter $c$ in (2.40)

<table>
<thead>
<tr>
<th>JM</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>$c_{ref}$</td>
<td>$c_I$</td>
</tr>
<tr>
<td>0.68</td>
<td>0.65</td>
</tr>
</tbody>
</table>

the model parameters for intra and inter MBs in P and B pictures. Figure 2.9 (b) shows that the model parameter $c$ of intra modes in P and B pictures varies less than for inter modes. 0.86 and 0.91 are average parameters of intra modes in P and B pictures for all the test sequences. 0.84 and 1.16 are experimental parameters for inter modes in P and B pictures, respectively. Table 2.1 summarizes overall results of the model parameter $c$.

We encode the video sequences using the different model parameters $c$ for different picture types as listed in Table 2.1. Experimental results are listed in Tables 2.2 and 2.3. The average and maximum PSNR gains from $QP = 10$ to $QP = 40$ are calculated from a fitted PSNR to the experimental PSNR curve using the 7-degree polynomial [36]. The performance of I pictures in the JM model and experimental results are almost the same as shown in Table 2.2. However, we can see the performance improvement of P pictures with different $\lambda$ for intra and inter MBs at high QP in Table 2.3. Note that we intentionally use the JM model parameter for I pictures (0.68 instead of 0.65) to remove the effects of temporal prediction dependency to P pictures. Consequently, the performance of the single model parameter for all the picture types in (2.40) can be improved by the different model parameters for different picture types.

In the previous paragraph, all the MBs were assumed to be temporally and spatially independent. Practically, we use inter and intra prediction to remove temporal and spatial redundancies in H.264 [1]. In section 2.3, we will prove that all the $\lambda$ should be equal for the optimal bit allocation with the independent assumption and $\lambda$ among the I, P and B pictures should have the following relation
Table 2.2: Average PSNR(dB) gain of I pictures ($c_I = 0.68$, $c_I' = 0.65$)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Max. gain PSNR</th>
<th>Avg. gain PSNR</th>
<th>QP 39</th>
<th>QP 30</th>
<th>QP 20</th>
<th>QP 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>SILENT</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>CARPHONE</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>CREW</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>MOBILE</td>
<td>0.02</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>SOCCER</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 2.3: Average PSNR(dB) gain of P pictures with the different model parameters for intra and inter MBs ($c_I = 0.68$, $c_P = 0.86$, $c_P' = 0.84$)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Max. gain PSNR</th>
<th>Avg. gain PSNR</th>
<th>QP 40</th>
<th>QP 30</th>
<th>QP 20</th>
<th>QP 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>SILENT</td>
<td>0.08</td>
<td>0.04</td>
<td>0.08</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>CARPHONE</td>
<td>0.07</td>
<td>0.03</td>
<td>0.07</td>
<td>0.05</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>0.07</td>
<td>0.03</td>
<td>0.07</td>
<td>0.04</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>CREW</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>MOBILE</td>
<td>0.05</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>0.03</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>SOCCER</td>
<td>0.04</td>
<td>0.03</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.03</td>
</tr>
</tbody>
</table>

with temporal prediction dependency:

$$\lambda_I \leq \lambda_P \leq \lambda_B \quad (2.41)$$

where $\lambda_I$, $\lambda_P$ and $\lambda_B$ are $\lambda$ of I, P and B pictures, respectively. However, we only consider temporal dependency among the MBs with spatial independence for simplicity. With spatial independence, a single $\lambda$ is used to encode all the MBs for the optimal bit allocation within a picture. This condition is satisfied if the same QP is applied to all the MBs in (2.40). Temporal dependency can be considered through multiplying a scale factor $w$ to (2.40) in order to satisfy the condition (2.41) as follows:

$$\lambda = w \cdot c \cdot 2^{\frac{QP-12}{3}} \quad (2.42)$$

The JM model applies different scale factors $w$ for I, P and B pictures as shown in Figure 2.10. The scale factor $w$ for I and P pictures decreases according to the
number of the frame skip (the number of frames between I or P and P pictures) which is shown in Figure 2.10 (a). The scale factor \( w \) for B pictures increases with respect to QP in Figure 2.10 (b). These scaling factors correspond to the results in section 2.3: Quality of reference pictures should be increased according to the number of pictures which use the reference pictures for inter prediction and quality of reference pictures is more important at high QP. These phenomena will be discussed in section 2.3.

2.3 Proposed Rate-Distortion Optimization

In the discussion regarding equations (2.6) and (2.7), the JM model mainly focuses on the real-time and low-complexity RC algorithm with the constant or variable bit rate constraint. As a result, the RC algorithm cannot tightly satisfy the bit constraint with loss of coding efficiency which will be shown in section 2.4. In the case of nonreal-time applications with the constant bit rate constraint, the loss can be reduced. In this section, we will apply the primal-dual decomposition and subgradient projection methods to solve the RD problem (2.1) with the constant GOP bit constraint. Although this method can be used for the optimal bit allocation of any basic unit with consideration of spatial and temporal prediction
dependency, we will only show the frame-level bit allocation within a GOP with considering temporal prediction dependency as an example. Thus, we ignore spatial prediction dependency so that all the MBs which have intra and spatial direct modes are independent.

### 2.3.1 Iterative Rate-Distortion Optimization

In this subsection, we solve the problem (2.1) for a given frame bit constraint $X_F$ using an iterative RD optimization method. The procedure will be explained with geometric interpretation which is shown in Figure 2.11. Here, we assume that the RD function is smooth and continuous for simplicity. In Figure 2.11, let $\sum_{n=1}^{N} d_n(m_n), \sum_{n=1}^{N} x_n(m_n)$ and $\sum_{n=1}^{N} l_n(m_n)$ in (2.1) be $D(m)$, $X(m)$ and $L(m)$ which represent distortion, coded bits and the Lagrangian cost of a frame, respectively. The parameters $k$ and $w$ are iteration indices, and $X^k$ is $X(m^k)$ where $m^k$ is the solution of (2.2) at the $k$th iteration. For a given $\lambda^k$, the JM model solves the problem (2.2) that is equivalent to finding $m^k$ associated with the point $(X(m^k), D(m^k))$ at which $\lambda^k$ is tangent to the RD function [11]. It
induces the minimum of $L(m)$ for a given $\lambda^k$. If the bit constraint $X_F$ is equal to the number of coded bits $X(m^k)$, $m^k$ and $\lambda^k$ are the optimal solutions of the primal problem (2.1) and its dual problem (2.3), respectively. Thus, the RD optimization without a bit constraint can always achieve the optimal solutions for a given $\lambda$ with assumption that coded bits are constraint bits. If there is a bit constraint and $X_F \neq X(m^k)$, $m^k$ and $\lambda^k$ are not the optimal solutions of the primal problem (2.1) and its dual problem (2.3). In this case, we can use iterative methods to find the optimal solutions. In Figure 2.11, the dual function value $q(\lambda^k)$ of (2.2) which is marked on the line of $X^k$ is $D(m^k) + \lambda^k(X^k - X_F)$. If we mathematically know the dual function, it is easy to find the solution of the dual problem (2.3) since its constraint is simple. The JM model can find the optimal primal solution from the optimal dual solution $\lambda^*$. However, it is difficult to find the dual function. Therefore, we try a different $\lambda^w$ such that a value of the dual function increases. Figure 2.11 shows that if $\lambda^w$ is slightly smaller than $\lambda^k$, $q(\lambda^w)$ is larger than $q(\lambda^k)$ which means that $\lambda^w$ is closer than $\lambda^k$ to the optimal solution of the dual problem (2.3). Furthermore, $\lambda^w$ reduces the Lagrangian cost from $L(m^k)$ to $L(m^w)$.

In the next subsection, we will discuss how to decide the next iteration $\lambda^w$ from $\lambda^k$. If we find $\lambda^*$ which maximizes the dual function after several iterations, the optimal primal solution $m^*$ can be found for a given $\lambda^*$ from the mode decision procedure. Consequently, $q(\lambda^*)$ is $D(m^*)$ since $X(m^*)$ is $X_F$. It is a well known result from the KKT conditions [6, 14]. Practically, we need to find the operational RD function which consists of convex-hull points since the real RD function is neither a convex function nor a continuous function. Furthermore, there might be no feasible solution to satisfy the bit constraint $X_F$ since $m$ is a discrete feasible set. Therefore, we allow constraint violation within some range and find the best solution around the bit constraint. After several iterations, we can linearly approximate the dual function $q(\lambda)$ as $\hat{q}(\lambda)$ which is illustrated in Figure 2.11. If $\lambda^*$ is obtained, QP can be derived from (2.7) or QP can be an optimization variable in the problem (2.2). If QP is considered as an optimization variable, various QP from a center QP are applied for quantization in the mode decision procedure where the center QP is decided from (2.7) [20, 21].
2.3.2 Primal-Dual Decomposition and Subgradient Projection Methods

We will introduce a general framework to solve the RD optimization problem using the primal-dual decomposition and subgradient projection methods [6–8]. The primal decomposition corresponds to deciding the optimal bit constraint of a basic unit which was discussed in subsection 2.2.2. Dual decomposition and the Lagrangian duality, as explained in the previous subsection, are equivalent to obtaining the optimal primal and dual solutions for a given optimal bit constraint as a result of the primal decomposition. For convenience, we simplify the notation of problem (2.1) as follows:

\[
\min_m \sum_n d(m_n), \quad \text{s.t.} \quad \sum_n x_n(m_n) \leq X \quad (2.43)
\]

\[
\min_y \min_m \sum_n d(m_n), \quad \text{s.t.} \quad x_n(m_n) \leq y_n, \quad \sum_n y_n \leq X, \quad \forall n, \quad (2.44)
\]

\[
\min_m \sum_n d(m_n), \quad \text{s.t.} \quad x_n(m_n) \leq y_n, \quad \forall n \quad (2.45)
\]

\[
\min_y q^*(y), \quad \text{s.t.} \quad \sum_n y_n \leq X \quad (2.46)
\]

where \(q^*(y) = \min_m \sum_n d(m_n) + \lambda_n^* \{x_n(m_n) - y_n\}\) which is the optimal value of (2.45). The original problem (2.43) can be reformulated into the problem (2.44) by introducing slack variables \(y\). Then, the problem (2.44) can be decomposed into the two optimization problems (2.45) and (2.46) according to the optimization variables \(m\) and \(y\). The decomposition from (2.43) to (2.46) is called the master primal decomposition, and the decomposition from (2.45) to (2.48) is known as the dual decomposition through the Lagrange duality. The problem (2.45) is solved
by the Lagrangian duality as follows:

\[ q(y, \lambda) = \min_m \sum_n d(m_n) + \lambda_n \{x_n(m_n) - y_n\} \quad (2.47) \]

\[ = \sum_n \min_{m_n} d(m_n) + \lambda_n \{x_n(m_n) - y_n\} \quad (2.48) \]

\[ q^*(y) = \max_{\lambda \geq 0} q(y, \lambda) \quad (2.49) \]

\[ = \max_{\lambda \geq 0} \sum_n q_n(y_n, \lambda_n) = \sum_n \max_{\lambda_n \geq 0} q_n(y_n, \lambda_n) \quad (2.50) \]

\[ = \sum_n q^*_n(y_n) \quad (2.51) \]

where \( q_n(y_n, \lambda_n) = \min_{m_n} d(m_n) + \lambda_n \{x_n(m_n) - y_n\} \). Equations (2.48) and (2.50) are derived from the independence assumption. The problem (2.48) is solved by the mode decision which is implemented in the JM model [9] and the dual problem (2.49) can be solved by the subgradient projection method [6] as follows:

\[ \lambda_n^{k+1} = \left[ \lambda_n^k + \eta^k g_n^k \right]^+ = \max(\lambda_n^k + \eta^k g_n^k, 0) \quad (2.52) \]

where \( \eta^k \) is a positive step size at the \( k \)th iteration and \([ \cdot ]^+\) denotes the projection onto the nonnegative orthant. The projection operation guarantees that the Lagrange multipliers \( \lambda_n \) satisfy their nonnegative conditions. The subgradient \( g_n^k \) of \( q_n(\lambda_n^k, y_n) \) is \( x_n^k - y_n \) which is derived in Appendix A.1.1. Therefore, the subgradient of \( q_n(\lambda_n^k, y_n) \) is just the difference between coded bits and the constraint bits at the \( k \)th iteration. If we substitute \( g_n^k \) with \( x_n^k - y_n \) in (2.52), it becomes

\[ \lambda_n^{k+1} = \max(\lambda_n^k + \eta^k (x_n^k - y_n), 0) \quad (2.53) \]

where \( x_n^k \) are coded bits for a given \( \lambda_n^k \). Equation (2.53) indicates that if coded bits \( x_n^k \) are smaller than the constraint bits \( y_n \), the current Lagrangian multiplier \( \lambda_n^k \) decreases, otherwise, \( \lambda_n^k \) increases. From the RD optimization, smaller \( \lambda \) increases coded bits. Therefore, coded bits are getting close to the constraint bits after several iterations. The reason why we use the subgradient instead of gradient is that the RD function is not known exactly and even the operational RD function is a convex-hull of the RD function which is not a smooth function. Consequently,
the step size $\eta^k$ is carefully selected since the subgradient direction is not always in increasing direction for any step size [6].

The master primal problem (2.46) is also solved by the subgradient projection method. However, the constraint is not as simple as in (2.52). The solution of the problem (2.46) is obtained from two procedures. First, the optimization variables $y_n$ are updated by the subgradient as follows:

\[ \tilde{y}^{k+1}_n = y^k_n - \eta^k g^k_n \]  

(2.54)

and then $\tilde{y}$ is projected onto the feasible constraint set as:

\[ \min_y \| y - \tilde{y} \|_2^2 \quad s.t. \quad \sum_n y_n \leq X, \quad y_n \geq 0 \]  

(2.55)

which is formulated from the fact that the projected point $y$ from $\tilde{y}$ minimizes the distance between two points. This problem can be solved by using the very efficient algorithm discussed in Appendix A.2. The subgradient $g_n$ of $q^*_n(y_n)$ is shown in Appendix A.1.2. As a result, the subgradient $g^k_n$ of $q^*_n(y_n)$ at $y^k_n$ is $-\lambda^k_n$ where $\lambda^k_n$ is the optimal dual variable of the subproblem in (2.45), that is, the convergent solution of (2.53) for a given $y^k_n$ after iterations. From Appendix A.1.2, the subgradient is the lower bound of sensitivity of the optimal dual function w.r.t. allocated bits $y$:

\[ 0 \geq \frac{q^*(\hat{y}) - q^*(\tilde{y})}{\hat{y} - \tilde{y}} \geq -\hat{\lambda} \]

and $\tilde{y}^{k+1}_n = y^k_n + \eta^k \lambda^k_n$ from (2.54). Consequently, more bits are allocated to MBs or pictures (basic units) which have larger $\lambda$ since larger $\lambda$ implies that distortion of a MB or a picture decreases further according to the unit bit increment of the constraint bit. Figure 2.12 shows the geometric interpretation of subgradient of $q^*(y)$. The optimal value $q^*(y)$ can be rewritten as follows for a given optimal dual variable $\hat{\lambda}^*$ (for simplicity, the index $n$ is omitted):

\[ q^*(\tilde{y}, \hat{\lambda}^*) = \min_m d(m) + \hat{\lambda}^* \{ x(m) - \tilde{y} \} \]  

(2.56)

Reference [14] indicates that the optimal coded bits $x^* = x(m^*)$ of the problem (2.56) satisfies the complementary slackness condition, that is, $\hat{\lambda}^*(x^* - \tilde{y}) = 0$. For
\( \hat{\lambda}^* > 0, \ x^* = \hat{y}. \) Consequently, \( q^*(\hat{y}, \hat{\lambda}^*) = d(x^*) = d(\hat{y}). \) If we allocate more bits from \( \hat{y} \) to \( \bar{y}, \ x^* \) changes from \( \hat{y} \) to \( \bar{y}. \) If we set \( \bar{y} = \hat{y} + \varepsilon, \) the sensitivity of the optimal value \( q^*(y) \) is

\[
\lim_{\varepsilon \to 0} \frac{q^*(\bar{y}) - q^*(\hat{y})}{\bar{y} - \hat{y}} = \lim_{\varepsilon \to 0} \frac{d(\hat{y} + \varepsilon) - d(\hat{y})}{\varepsilon} = -\hat{\lambda}^*
\]

(2.57)

Thus, \( \lambda \) indicates that MBs or pictures which have larger \( \lambda \) can reduce more distortion. If we reallocate constraint bits, the sum of distortion can be decreased. Furthermore, all the subgradients of MBs or pictures should be equal for the optimal bit allocation. Because sensitivity of the optimal values of all the MBs or pictures are equal, there is no way to reallocate constraint bits to decrease the sum of distortion. This can be clearly observed from (2.54) since \( \bar{y}^{k+1}_n \) increase equally if their subgradient \( g^k_n \) and step size \( \eta^k \) are equal, and then \( \bar{y}^{k+1}_n \) are projected onto the feasible set shown in (2.55). The projected \( y^{k+1}_n \) are the same as \( y^k_n \) which results from Appendix A.2.

Here, we show experimental results of the primal-dual decomposition and subgradient projection methods with spatially independent assumption for the MB-level bit allocation within an intra picture of the QCIF size. Without a bit rate constraint, \( \lambda \) is decided from (2.7) for a given QP and then the JM model of H.264 solves the problem (2.5) for all the MBs in a frame with independent assumption among the MBs. In this case, the JM model solves the problem of (2.43) using a single Lagrange multiplier for all the MBs. With independent assumption, it is optimal since sensitivity of all the MB (\( \lambda \)) is equal and \( \lambda \) is the optimal dual
Figure 2.13: MB bits and $\lambda$ of single $\lambda$ vs. multiple $\lambda_n$.

Figure 2.14: MB and frame distortion of single $\lambda$ vs. multiple $\lambda_n$. 
solution by assuming that coded bits are equal to constraint bits as explained in section 2.3.1.

Now, we solve the same problem using the primal-dual decomposition and subgradient methods with the bit constraint. The bit constraint is given from coded bits of the JM model after solving the problem (2.4) (encoding a frame). Thus, we solve the same problem with different methods. Consequently, each MB has its own Lagrange multiplier $\lambda_n$ from the problems (2.45) and (2.46). Figure 2.13 (a) shows that total bits are equally divided into each MB at the initial iteration. As a result, every MB has very different $\lambda_n$ and distortion which are shown in Figures 2.13 (b) and 2.14 (a). At the next iteration, more bits are allocated to MBs which have larger $\lambda_n$ and on the other hand, fewer bits are allocated to MBs which have smaller $\lambda_n$ shown in Figures 2.13 (a) and (b). At the last iteration which is marked as a diamond symbol in Figures 2.13 and 2.14, MB bits, $\lambda_n$ and distortion are almost equal between a single $\lambda$ and multiple $\lambda_n$ since we solve the same problem using different methods. The variations of MB bits of the MB number from 0 to 7 and from 57 to 60 are almost equal from the initial to the last iteration (almost 300 bits are different) in Figure 2.13 (a). However, Figure 2.13 (b) shows that the decrease of distortion of MBs from 57 to 60 is much larger than the increase of distortion of MBs from 0 to 7 because MBs which have larger $\lambda$ can reduce their distortion more efficiently. Consequently, the sum of MB distortion decreases after iterations which is shown in Figure 2.14 (b), and overall distortion of the primal-dual decomposition method is almost equal to distortion of a single $\lambda$.

### 2.3.3 Rate-Distortion Optimization with Temporal Prediction Dependency

In the previous subsection, we assumed that all the distortion and coded bit functions are independent. In this subsection, the independence assumption among the basic units is removed. Even though we only consider the RD optimization problem with temporal prediction dependency among the pictures within a
GOP, there is no restriction in applying the RD optimization with spatial prediction dependency. However, we still assume that all the MBs which have spatial prediction dependency are independent for simplicity, but temporal coding dependency is considered among the basic units (frames). With this assumption, a single $\lambda$ for all the MBs within a frame is optimal which was explained in the previous subsection.

The equation (2.43) is reformulated for the frame-level RD optimization with a GOP bit constraint as follows:

$$\min \sum_{f=1}^{F} D_f(s_f, x_{\text{ref}}^f) \quad \text{s.t.} \quad \sum_{f=1}^{F} X_f(s_f, x_{\text{ref}}^f) \leq X_{\text{GOP}}$$  \hspace{1cm} (2.58)$$

where

$$D_f(s_f, x_{\text{ref}}^f) = \sum_{n=1}^{N} d_n(m_n), \quad X_f(s_f, x_{\text{ref}}^f) = \sum_{n=1}^{N} x_n(m_n)$$

and $s_f = (M_f, MV_f, QP_f)$. $M_f, MV_f, QP_f$ and $x_{\text{ref}}^f$ are MB modes, MVs, QP and coded bits of reference frames of all the MBs in the $f$th frame, respectively. $X_{\text{GOP}}$ is a GOP bit constraint and $F$ is the number of frames within a GOP. The $f$th frame distortion $D_f$ and bits $X_f$ depend on all the MB modes, MVs and QP as well as coded bits of reference frames. Thus, every frame cannot be optimized independently in the problem (2.58) because of dependency on code bits of reference frames $x_{\text{ref}}^f$.

Figure 2.15 illustrates mapping between a GOP structure and the primal-dual decomposition. As a specific example, we only consider the first GOP structure which starts with the Instantaneous Decoder Refresh (IDR) frame (the first B frames which are denoted as $B_0$ are included from the second GOP) and the close GOP, that is, the last P frame within a GOP is not used to predict $B_1$. However, the open GOP and any prediction dependency among the B and P frames within a GOP are not limited to the proposed method. In Figure 2.15, all the B frames within a GOP are predicted from the same reference frames I and P, and the P frame is predicted from the I frame. When we perform the master primal decomposition, dependency among the frames is considered. As in section 2.3.2, slack
variables $y_f$ are introduced for frame bit constraints. Consequently, the problem (2.58) is decomposed into one master primal problem (2.60) and $F$ subproblems (2.59) through the Lagrangian duality:

$$
\min_s \ D_f(s_f, y_{f, \text{ref}}) \quad (2.59)
$$

$$
s.t. \quad X_f(s_f, y_{f, \text{ref}}) \leq y_f, \quad f \in \{1, \ldots, F\}
$$

$$
\min_y \ \sum_f Q^*_f(y_f, y_{f, \text{ref}}), \quad (2.60)
$$

$$
s.t. \quad \sum_f y_f \leq X_{GOP}, \quad f \in \{1, \ldots, F\}
$$

where $Q^*_f(y_f, y_{f, \text{ref}})$ are the optimal values of subproblems (2.59) for a given $y$ and the reference frame bits are $y_{f, \text{ref}} = (y_1, y_F)$ where $w \in \{2, \ldots, F - 1\}$ for the B frames, $y_{F, \text{ref}} = y_1$ for the P frame and $y_{1, \text{ref}} = \emptyset$ since the I frame has no reference frames. Comparing (2.58) with (2.59), we observe the main benefit from the primal decomposition. In (2.58), the reference frame bits $x_{f, \text{ref}}$ prevent independent optimization. However, $x_{f, \text{ref}} = y_{f, \text{ref}}$ in (2.59) because $X_f(s_f^*) = y_f$ from the complementary slackness condition [14]. Independent optimization is clearer from the
following equations:

\[
\min_s \sum_f D_f(s_r, y_{ref}^f) - \lambda_f \left( X_f(s_r, y_{ref}^f) - y_f \right) \\
= \sum_f \min_{s_r} D_f(s_r, y_{ref}^f) - \lambda_f \left( X_f(s_r, y_{ref}^f) - y_f \right)
\]

where \( y \) and \( y_{ref}^f \) are constants. Therefore, we can reuse the same reference software model of H.264 [9] to minimize the Lagrangian cost in the problem (2.59) with consideration of dependency. Reference [17] also solved the frame-level dependent coding problem using the Viterbi algorithm, but it considered that distortion and coded bits are only functions of QP which makes the problem be tractable. If distortion and coded bits are functions of QP as well as MB modes, MVs and \( \lambda \), the number of states in the Viterbi algorithm is too large to solve the problem.

Here, we do not separately consider effects of all the parameters but rather we are interested in allocating constraint bits among the frames. Given a bit constraint, all the parameters are only optimization variables to satisfy the bit constraint. Especially, temporal dependency among the frames only depends on prediction quality. Thus, dependency among the frames is processed in the master primal problem as shown in (2.60) which is a much simpler optimization problem.

In order to solve the problem in (2.59), we use the Lagrangian duality and subgradient projection methods which were explained in section 2.3.2. Therefore, we only discuss the master primal problem (2.60) in this subsection. From Appendix A.1.3, the subgradients of \( \sum_{f=1}^F Q_f^r(y_f, y_{ref}^f) \) w.r.t. B, P and I pictures \( y_f \) at \( \hat{y}_f \) are

\[
- \hat{\lambda}_k, \quad - \left( \hat{\lambda}_F - \sum_{f=2}^{F-1} \min_{s_r} L'_f(s_r, \hat{y}_F) \right) \quad \text{and} \quad - \left( \hat{\lambda}_1 - \sum_{f=2}^F \min_{s_r} L'_f(s_r, \hat{y}_1) \right)
\]

where \( k \in \{2, \ldots, F-1\} \) and \( L'_f(s_r, \hat{y}_{ref}^f) = \frac{\partial L_f(s_r, y_{ref}^f)}{\partial y_{ref}^f} \bigg|_{y_{ref}^f = \hat{y}_{ref}^f} \), \( \hat{y}_{ref}^f \in \{\hat{y}_F, \hat{y}_1\} \) which represents that variations of the Lagrangian cost at the \( f \)th frame w.r.t. bit variations of its reference frames. Thus, \( L'_f(s_r, \hat{y}_{ref}^f) \) is generally negative because increasing of reference frame bits induces decreasing of the Lagrangian cost at the \( f \)th frame. As a result, the subgradients of the referenced frames which are used...
as reference frames for inter prediction are smaller than independent frames for \( \hat{\lambda}_k = \hat{\lambda}_1 = \hat{\lambda}_F \). It means that more bits are allocated to referenced frames from the equation (2.54). This result matches with intuition: quality of referenced frames is more important than quality of nonreferenced frames because they are used for inter prediction. As explained in section 2.3.2, the subgradients of all the frames are equal for the optimal bit allocation. Therefore, relation of \( \lambda \) among the pictures is derived as follows:

\[
\lambda_I - \sum_{f=2}^{F} \min_{s_{r_f}} L'_f(s_{r_f}, y_I) = \lambda_P - \sum_{f=2}^{F-1} \min_{s_{r_f}} L'_f(s_{r_f}, y_P) = \lambda_B
\]

where \( \lambda_I = \lambda_1, \lambda_P = \lambda_F \) and \( \lambda_B = \lambda_k, \ k \in \{2, .., F-1\} \). Consequently, \( \lambda_I \leq \lambda_P \leq \lambda_B \). This result explains the reason why the JM model applies different scale factors \( w \) for \( \lambda \) in (2.42) with different picture types as well as the number of prediction dependency. Furthermore, if B frames are used for prediction, \( \lambda \) of referenced B frames are different from \( \lambda \) of nonreferenced B frames. However, the JM model [9] applies the same scale \( w \) for I and P pictures.

A remaining problem is how to estimate the quantity \( \min_{s_{r_f}} L'_f(s_{r_f}, \hat{y}_{ref}^f) \). We experimentally estimate it as shown in Figures 2.16 and 2.17. Figure 2.16 shows the Lagrangian cost variations of three B pictures and one P picture according to the variations of bits of an I reference frame for a given \( \hat{\lambda} \). Even though the Lagrangian cost does not monotonically decrease, it mainly exponentially decreases and the sum of all the variations is closer to exponential decrement which is shown in Figure 2.17. Exponential decrement explains that allocated bits to reference frames (quality of reference frames) are more important at low bit rates, that is, at large \( \lambda \). As a result, \( \sum_f \min_{s_{r_f}} L'_f(s_{r_f}, \hat{y}_{ref}^f) \) is modeled as \( -\exp(\alpha_1 QP + \alpha_2) \) where \( \alpha_1 \) and \( \alpha_2 \) are constants.

## 2.4 Experimental Results

In this section, we compare the performance of two coding modes in the JM model [9] with the proposed method (H.264 encoder + primal-dual optimizer) which is illustrated in Figure 2.18. We set QP=35 in the JM model without RC
and then the coded bits after encoding are used for constraint bits. The initial QP is 35 in the JM model with RC and the proposed encoder as shown in Figure 2.18. In the JM model with RC, the initial QP is used to encode I and the first P pictures in the first GOP so that the RC algorithm is only applied for B pictures which was discussed in subsection 2.2.1. In contrast, the proposed encoder ignores the initial QP.

2.4.1 GOP Bit Allocation with Independent Assumption

In this experiment, we assume that all the MBs are spatially and temporally independent. Therefore, a global $\lambda$ for all the MBs within a GOP induces optimal
bit allocation since all the Lagrange multipliers $\lambda$ are equal. In order to compare the performance, we set $\kappa$ of (2.7) in the JM model to be equal for all the picture types with independent assumption. A GOP consists of one I and P pictures and seven B pictures in Figure 2.15. Figure 2.19 (a) shows that $\lambda$ of all the frames are equal in the JM model without RC, and the proposed method also has equal $\lambda$ after iterations, but the JM model with RC has different $\lambda$, especially at the last B frame. Figures 2.19 (b) and 2.20 illustrate coded bits of each frame and its Y-PSNR (dB), respectively. The JM model without RC and the proposed method show almost the same performance since they solve the same problem. However, the JM model with RC estimates encoded bits and QP to satisfy bit constraints and its dual variable $\lambda$ is derived from (2.7) as explained in section 2.2. In order to compare exactly the performance, the proposed method does not perform QP optimization to minimize the Lagrangian cost. QP is derived from $\lambda$ using (2.7). Thus, the proposed method uses the optimization variables (MVs, MB modes) which are the same in the JM model without RC. However, the proposed method derives the similar results of the JM model without RC with showing that its PSNR is higher than the JM model with RC in Figure 2.20.

2.4.2 GOP Bit Allocation with Temporal Dependency

In this experiment, we consider temporal prediction dependency among the frames within a GOP. Therefore, $w$ of (2.42) in the JM model is applied
Figure 2.19: λ and coded bits of frames with independent assumption.

Figure 2.20: Y-PSNR(dB) of frames with independent assumption.

for different picture types [9]. The proposed method performs QP optimization within ±1 at center QP which is derived from λ which gives more achievable bit regions. Here, we only show the results at the last iteration. Figure 2.21 (a) shows the different Lagrange multipliers λ among the I, P and B pictures. All the λ of B pictures are equal except the JM model with RC. Thus, bit allocation of the JM model with RC for B frames is not optimal since there is no prediction dependency among the B pictures as discussed in subsection 2.3.3. The proposed method applies different λ for I and P pictures as a result of (2.61), but the JM model without RC uses the same λ for I and P pictures. Figures 2.21 (b)
and 2.22 (a) show that the proposed method uses similar total bits and achieves 0.8 dB higher PSNR than the JM model with RC. Figure 2.22 (b) illustrates overall encoded bits and average Y-PSNR (dB). Note that GOP bits of the JM model without RC are constraints to the JM model with RC and the proposed method. The constraint bits with temporal dependency (coded bits of the JM model without RC) is higher than ones with independent assumption because $\lambda$ of I and P pictures become smaller. The RD optimization increases coded bits at smaller $\lambda$. In subsection 2.4.1, the proposed method allows constraint violations.
within 5% of allocated bits for I picture and 2% for P and B pictures. In this subsection, 2%, 1% and 1% constraint violations are allowed for I, P and B pictures, respectively. Thus, the experiment with temporal dependency meets more tightly the bit constraint. Note that small bit constraint violations are allowed to consider convex-hull points around bit constraints. The JM model with RC does not satisfy the constraint with lower PSNR as shown in Figure 2.22 (b). These experiments are applied to various sequences which have different motion activity and different resolutions. From Tables 2.4 and 2.5, the proposed method achieves similar coded bits and PSNR of the JM model without RC, that is, the proposed method achieves the optimal results with the independence assumption. The JM model with RC shows larger loss at high motion sequences such as FOOTBALL and BUS and high resolution sequences of PARIS and TEMPETE. These phenomena are similar to the results with temporal dependency which are shown in Tables 2.6 and 2.7. The proposed method achieves higher PSNR within the bit violation constraint. Another different GOP structure which consists of one I and fifteen P pictures is tested and the results are presented in Tables 2.8 and 2.9. The JM model with RC achieves better results in the I and P GOP structure than in the I, B and P GOP structure since reference frames are close to a current frame. However, the propose method consistently shows good results.

2.5 Conclusion

In this section, we proposed a general framework to solve the RD optimization problem by using the primal-dual decomposition and subgradient projection methods. As a result of primal decomposition, we reused the JM model of H.264 to solve the RD optimization problem with prediction dependency. Furthermore, the optimality conditions for a given GOP bit constraint are derived under consideration of temporal dependency. From the experimental results, the proposed method is promising in compensating for loss of coding efficiency for nonreal-time applications with a constant bit rate constraint. However, the complexity of the encoder increases proportionally to the number of iterations that highly depends
Table 2.4: Coded bits and their difference ratio (%) with independent assumption

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Resolution</th>
<th>H.264 w/o RC</th>
<th>H.264 w/ RC</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOOTBALL</td>
<td>QCIF</td>
<td>125374</td>
<td>-11.45</td>
<td>-1.08</td>
</tr>
<tr>
<td>BUS</td>
<td>QCIF</td>
<td>81569</td>
<td>-11.67</td>
<td>-1.90</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>QCIF</td>
<td>40572</td>
<td>-9.51</td>
<td>+7.37</td>
</tr>
<tr>
<td>MOBILE</td>
<td>QCIF</td>
<td>51493</td>
<td>-5.05</td>
<td>+0.69</td>
</tr>
<tr>
<td>NEWS</td>
<td>QCIF</td>
<td>20598</td>
<td>-3.56</td>
<td>+1.11</td>
</tr>
<tr>
<td>CARPHONE</td>
<td>QCIF</td>
<td>20028</td>
<td>-6.38</td>
<td>+3.76</td>
</tr>
<tr>
<td>PARIS</td>
<td>CIF</td>
<td>120936</td>
<td>-7.37</td>
<td>+1.54</td>
</tr>
<tr>
<td>TEMPETE</td>
<td>CIF</td>
<td>125409</td>
<td>-9.57</td>
<td>+0.84</td>
</tr>
</tbody>
</table>

Table 2.5: PSNR (dB) and their difference with independent assumption

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Resolution</th>
<th>H.264 w/o RC</th>
<th>H.264 w/ RC</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOOTBALL</td>
<td>QCIF</td>
<td>28.26</td>
<td>-0.55</td>
<td>-0.07</td>
</tr>
<tr>
<td>BUS</td>
<td>QCIF</td>
<td>28.29</td>
<td>-0.40</td>
<td>+0.04</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>QCIF</td>
<td>31.22</td>
<td>-0.35</td>
<td>+0.57</td>
</tr>
<tr>
<td>MOBILE</td>
<td>QCIF</td>
<td>27.43</td>
<td>-0.11</td>
<td>+0.01</td>
</tr>
<tr>
<td>NEWS</td>
<td>QCIF</td>
<td>31.37</td>
<td>-0.06</td>
<td>+0.07</td>
</tr>
<tr>
<td>CARPHONE</td>
<td>QCIF</td>
<td>31.80</td>
<td>-0.15</td>
<td>+0.22</td>
</tr>
<tr>
<td>PARIS</td>
<td>CIF</td>
<td>30.08</td>
<td>-0.17</td>
<td>+0.06</td>
</tr>
<tr>
<td>TEMPETE</td>
<td>CIF</td>
<td>28.73</td>
<td>-0.16</td>
<td>0.00</td>
</tr>
</tbody>
</table>

on initial values. Therefore, the JM model with RC can cooperate with the proposed method for initial values of iterations which reduces the number of iterations. Furthermore, a dual optimal solution $\lambda$ is estimated for a given QP to reduce complexity. In the next section, we will present a method to adapt $\lambda$ to video contents for a given QP.
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Table 2.6: Coded bits and their difference ratio (%) with temporal dependency

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Resolution</th>
<th>H.264 w/o RC</th>
<th>H.264 w/ RC</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOOTBALL</td>
<td>QCIF</td>
<td>129448</td>
<td>-10.49</td>
<td>+1.08</td>
</tr>
<tr>
<td>BUS</td>
<td>QCIF</td>
<td>82603</td>
<td>-13.99</td>
<td>-3.54</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>QCIF</td>
<td>42453</td>
<td>-8.32</td>
<td>+0.60</td>
</tr>
<tr>
<td>MOBILE</td>
<td>QCIF</td>
<td>56008</td>
<td>-4.06</td>
<td>-0.80</td>
</tr>
<tr>
<td>NEWS</td>
<td>QCIF</td>
<td>22583</td>
<td>-2.44</td>
<td>+0.58</td>
</tr>
<tr>
<td>CARPHONE</td>
<td>QCIF</td>
<td>22004</td>
<td>-9.39</td>
<td>-0.49</td>
</tr>
<tr>
<td>PARIS</td>
<td>CIF</td>
<td>128667</td>
<td>-5.69</td>
<td>+0.04</td>
</tr>
<tr>
<td>TEMPETE</td>
<td>CIF</td>
<td>139088</td>
<td>-6.89</td>
<td>-1.17</td>
</tr>
</tbody>
</table>

Table 2.7: PSNR (dB) and their difference with temporal dependency

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Resolution</th>
<th>H.264 w/o RC</th>
<th>H.264 w/ RC</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOOTBALL</td>
<td>QCIF</td>
<td>28.54</td>
<td>-0.53</td>
<td>+0.12</td>
</tr>
<tr>
<td>BUS</td>
<td>QCIF</td>
<td>28.78</td>
<td>-0.37</td>
<td>+0.27</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>QCIF</td>
<td>31.66</td>
<td>-0.33</td>
<td>+0.56</td>
</tr>
<tr>
<td>MOBILE</td>
<td>QCIF</td>
<td>28.29</td>
<td>-0.12</td>
<td>+0.14</td>
</tr>
<tr>
<td>NEWS</td>
<td>QCIF</td>
<td>32.36</td>
<td>-0.06</td>
<td>+0.24</td>
</tr>
<tr>
<td>CARPHONE</td>
<td>QCIF</td>
<td>32.69</td>
<td>-0.16</td>
<td>+0.13</td>
</tr>
<tr>
<td>PARIS</td>
<td>CIF</td>
<td>30.76</td>
<td>-0.16</td>
<td>+0.41</td>
</tr>
<tr>
<td>TEMPETE</td>
<td>CIF</td>
<td>29.56</td>
<td>-0.14</td>
<td>+0.10</td>
</tr>
</tbody>
</table>

Table 2.8: Coded bits and their difference ratio (%) with temporal dependency

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Resolution</th>
<th>H.264 w/o RC</th>
<th>H.264 w/ RC</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Football</td>
<td>QCIF</td>
<td>199320</td>
<td>+0.14</td>
<td>+0.34</td>
</tr>
<tr>
<td>Bus</td>
<td>QCIF</td>
<td>104637</td>
<td>+1.87</td>
<td>+0.76</td>
</tr>
<tr>
<td>Foreman</td>
<td>QCIF</td>
<td>46374</td>
<td>-0.74</td>
<td>+0.23</td>
</tr>
<tr>
<td>Mobile</td>
<td>QCIF</td>
<td>87382</td>
<td>+2.66</td>
<td>-0.20</td>
</tr>
<tr>
<td>News</td>
<td>QCIF</td>
<td>25580</td>
<td>+6.11</td>
<td>+0.23</td>
</tr>
<tr>
<td>Carphone</td>
<td>QCIF</td>
<td>26308</td>
<td>+9.19</td>
<td>-0.71</td>
</tr>
<tr>
<td>Paris</td>
<td>CIF</td>
<td>164918</td>
<td>+4.27</td>
<td>+0.64</td>
</tr>
<tr>
<td>Tempete</td>
<td>CIF</td>
<td>230810</td>
<td>+1.71</td>
<td>+0.18</td>
</tr>
</tbody>
</table>

Table 2.9: PSNR (dB) and their difference with temporal dependency

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Resolution</th>
<th>H.264 w/o RC</th>
<th>H.264 w/ RC</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Football</td>
<td>QCIF</td>
<td>28.87</td>
<td>-0.03</td>
<td>+0.08</td>
</tr>
<tr>
<td>Bus</td>
<td>QCIF</td>
<td>28.74</td>
<td>+0.05</td>
<td>+0.09</td>
</tr>
<tr>
<td>Foreman</td>
<td>QCIF</td>
<td>31.68</td>
<td>-0.16</td>
<td>+0.09</td>
</tr>
<tr>
<td>Mobile</td>
<td>QCIF</td>
<td>27.39</td>
<td>+0.24</td>
<td>+0.10</td>
</tr>
<tr>
<td>News</td>
<td>QCIF</td>
<td>31.89</td>
<td>+0.19</td>
<td>+0.28</td>
</tr>
<tr>
<td>Carphone</td>
<td>QCIF</td>
<td>32.40</td>
<td>+0.37</td>
<td>+0.00</td>
</tr>
<tr>
<td>Paris</td>
<td>CIF</td>
<td>30.51</td>
<td>+0.15</td>
<td>+0.01</td>
</tr>
<tr>
<td>Tempete</td>
<td>CIF</td>
<td>29.27</td>
<td>+0.14</td>
<td>+0.11</td>
</tr>
</tbody>
</table>
3 Adaptive Lagrange Multiplier Selection

3.1 Introduction

In subsection 2.2.4, we discussed the Lagrange multiplier $\lambda$ selection problem for a given QP in the JM model [9]. The relation between $\lambda$ and QP in the JM model was presented with temporal prediction dependency in (2.42). However, we only adapt $\lambda$ without considering temporal dependency in this subsection. In (2.40), $\lambda$ is fixed for a given QP and GOP structure even though various sequences show different $c$ values as shown in Figure 2.9. Furthermore, each MB and picture can have various RD characteristics in Figure 3.1 which is not reflected in (2.40).

In order to overcome the limitations of equation (2.40), reference [37] proposed the adaptive $\lambda$ estimation method in the $\rho$-domain which defines the percentage of zeros in quantized residuals: $\lambda = \delta_1 \ln \left( \frac{\sigma^2 D(\rho)}{D(\rho)} + \delta_2 \right) R(\rho)$ where $\sigma^2$ is the variance of prediction errors, and $\delta_1$ and $\delta_2$ are model parameters which are decided by experiments before encoding. The authors of [37] did not discuss how to choose the model parameters which might be different in various sequences. The previous work [37] was extended to derive the relation between $\lambda$ and QP in [38,39] instead of the relation between $\lambda$ and $\rho$. However, the formulation of the relation was too complex to be presented in [38,39]. The authors [40] showed a very interesting interpretation of the RD optimization problem as a maximization problem of the posterior probability using the Generalized Gaussian distribution. However, they derived an incorrect interpretation for the mode decision since we do not
code quantization errors but rather quantized prediction errors. All the previous work [20,21,37–41] extended (2.38) and (2.39) to incorporate model parameters to capture variations of RD characteristics which can change adaptively $\lambda$. In this section, we will propose a data-driven approach such as Classification-Maximization (CM) [10] to adapt $\lambda$ to video sequences. Note that the CM algorithm does not guarantee the global optimal solution but we will see that $\lambda$ of CM are very close to $\lambda$ of Greedy Search (GS) in section 3.3.

3.2 Proposed Adaptive Lagrange Multiplier Selection

We will apply the CM algorithm to adapt the Lagrange multiplier $\lambda$ for a given QP to minimize the Lagrangian cost in the mode decision procedure. Next, variations of the CM algorithm such as Relaxed CM (RCM) and Incremental CM (ICM) will be proposed to improve the CM algorithm and to avoid iterations of the CM algorithm.
### 3.2.1 Classification-Maximization (CM)

We reformulate the minimization of the Lagrangian cost (3.1) in the RD optimization as the maximization of the posterior distribution (3.5) as follows:

\[
\mathbf{m}^* = \arg \min_{\mathbf{m}} \sum_{n=1}^{N} d_n(\mathbf{m}_n) + \lambda x_n(\mathbf{m}_n) \tag{3.1}
\]

\[
= \arg \min_{\mathbf{m}} \sum_{n=1}^{N} \beta_{ML} d_n(\mathbf{m}_n) + \alpha_{ML} x_n(\mathbf{m}_n) \tag{3.2}
\]

\[
= \arg \max_{\mathbf{m}} \prod_{n=1}^{N} \left\{ \left( \frac{\beta_{ML}}{\pi} \right)^{\frac{1}{2}} e^{-\beta_{ML} d_n(\mathbf{m}_n)} \right\} \left\{ \alpha_{ML} e^{-\alpha_{ML} x_n(\mathbf{m}_n)} \right\} \tag{3.3}
\]

\[
= \arg \max_{\mathbf{m}} \prod_{n=1}^{N} P(y_n, x_n | \mathbf{m}_n, \beta_{ML}, \alpha_{ML}, \mathbf{y}_{ref}, \mathbf{QP}) \tag{3.4}
\]

\[
= \arg \max_{\mathbf{m}} \prod_{n=1}^{N} P(\mathbf{m}_n | y_n, x_n, \beta_{ML}, \alpha_{ML}, \mathbf{y}_{ref}, \mathbf{QP}) \tag{3.5}
\]

\[
\approx \arg \max_{\mathbf{m}} \int \prod_{n} P(\mathbf{m}_n | y_n, x_n, \beta, \alpha, \mathbf{y}_{ref}, \mathbf{QP}) P(\beta, \alpha | y_n, x_n, \mathbf{y}_{ref}, \mathbf{QP}) d\alpha d\beta \tag{3.6}
\]

where \( \lambda = \frac{\alpha_{ML}}{\beta_{ML}} \) and \( \alpha_{ML}, \beta_{ML} > 0 \) in (3.2). Normalization factors for the Gaussian and Exponential distributions are multiplied in (3.3). Note that the authors of [40] derived the same formulation (3.5) with considering the first and second parts of (3.1) as the likelihood function and a prior probability, respectively. Here, we formulate two terms of (3.1) as the joint distribution (3.4). Thus, the posterior distribution (3.5) is derived from the likelihood function (3.4) with a uniform prior probability of \( \mathbf{m}_n \). This assumption is reasonable since there is no preference to any MB mode during the mode decision procedure. In (3.6), uncertainty of the model parameters \( \alpha \) and \( \beta \) is considered. However, the maximum values of the posterior probability of \( \alpha \) and \( \beta \) are only considered in the maximization step. The more complete procedure is described in Appendix A.3. Consequently, the CM algorithm which comprises the classification step and the maximization step is applied iteratively as follows:

**C-step:** For given parameters \( \beta_{ML}, \alpha_{ML}, \mathbf{QP} \) and references \( \mathbf{y}_{ref} \), MB modes are classified to minimize the Lagrangian cost, that is, maximize the posterior probability.
M-step: The likelihood function $P(y, x|\alpha, \beta, M, QP, y_{ref})$ is maximized for given classified MB modes:

$$\alpha_{ML} = \frac{N}{\sum_{n=1}^{N} x_n(m_n^*)}, \quad \beta_{ML} = \frac{1}{N}$$

$$\lambda = \frac{\alpha_{ML}}{\beta_{ML}} = \frac{2 \sum_{n=1}^{N} d_n(m_n^*)}{\sum_{n=1}^{N} x_n(m_n^*)}$$

(3.7)

$$\lambda_L = \lambda, \quad \lambda_C = \frac{2\{N \sum_{n=1}^{N} d_n^C(m_n^*)x_n^C(m_n^*) - \sum_{n=1}^{N} x_n^C(m_n^*) \sum_{n=1}^{N} d_n^C(m_n^*)\}}{N \sum_{n=1}^{N} \left(x_n^C(m_n^*)\right)^2 - \left(\sum_{n=1}^{N} x_n^C(m_n^*)\right)^2}$$

(3.8)

Note that the CM algorithm of this dissertation is slightly different from the general CM algorithm because we use a single $\lambda$ for all the MB modes (classes) so that we do not separately maximize the likelihood function for each class. Finally, $\lambda$ is updated as in (3.7) at each iteration. For a given updated $\lambda$, the C-step can be performed until convergence. A more detailed formulation is described in Appendix A.3.

As a result of the M-step, $\lambda$ is just 2 times average distortion over average bits in (3.7). Figures 3.2 (a) and 3.2 (b) show that the distribution of distortion and code bits of luma and chroma are quite different. Therefore, we apply different $\lambda$ for luma and chroma as follows:

$$m^* = \arg \min_m \sum_{n=1}^{N} d_n(m_n) + \lambda x_n(m_n)$$

$$= \arg \min_m \sum_{n=1}^{N} d_n(m_n) + \lambda_L x_n^L(m_n) + \lambda_C x_n^C(m_n) - w_0$$

where the MB distortion $d_n(m_n)$ is the sum of the luma distortion $d_n^L(m_n)$ and the chroma distortion $d_n^C(m_n)$, and the MB coded bits $x_n(m_n)$ is the sum of the luma bits with the MB header bits $x_n^L(m_n)$ and the chroma bits $x_n^C(m_n)$. The constant offset $w_0$ is subtracted for chroma since chroma is highly biased as shown in Figure 3.2 (b). The luma $\lambda_L$ and the chroma $\lambda_C$ in (3.8) are separately derived from the M-step of the CM algorithm. Especially, if we derive $\lambda$ for chroma without considering the offset $w_0$, $\lambda_c$ is very large to represent the relation between distortion and coded
Figure 3.2: Distribution of luminance and chrominance distortion and coded bits in an I picture.

bits which is denoted as the dashed line in Figure 3.2 (b). Note that $\lambda$ of luma is 2 times the slope of the dashed line in Figure 3.2 (a) and $\lambda$ of chroma is 2 times the slope of the solid line in Figure 3.2 (b) as a result of (3.8). We can derive the more robust relation between distortion and coded bits after removing outliers which are circled in Figures 3.2 (a) and 3.2 (b). Here, outliers are classified if distortion or coded bits of MBs are greater than or smaller than 3 times the standard deviation from average distortion or average coded bits.

3.2.2 Relaxed Classification-Maximization (RCM)

In this subsection, we propose the RCM algorithm to improve the performance at high QP ($QP \geq 30$). In the CM algorithm, distortion and coded bits of classified MB modes $m^*$ are only used to decide $\lambda$ in (3.8). In the intra MB mode decision, we select one luma intra mode among 144 (16 blocks $\times$ 9 predictions) 4x4 luma intra prediction modes and four 16x16 luma intra prediction modes, and we decide one chroma intra mode among four 8x8 chroma intra prediction modes to minimize the Lagrangian cost for one MB in (3.1). When an updated $\lambda$ is applied for the C-step after the M-step, the updated $\lambda$ can cause a different mode to be chosen among the possible modes. Especially, all the distortion and coded
bits of 4x4 luma intra prediction are very closely distributed as shown in Figure 3.3. Thus, an updated $\lambda$ usually causes a different prediction mode to be the best mode without changing MB types (16x16 and 4x4 MB types). We can confirm this result from Figure 3.4. A different MB type is rarely chosen with different $\lambda$ from Figure 3.4 (d) and prediction modes mostly vary with different $\lambda$ as shown in Figures 3.4 (a), (b) and (c). Therefore, we can consider all the distortion and coded bits of prediction modes in a MB type to derive $\lambda$. However, we do not consider distortion and coded bits of different MB types. For example, if a 4x4 MB type is selected after the mode decision procedure, distortion and coded bits of the 16x16 MB type are not included but all the distortion and coded bits of the 4x4 MB type are considered to derive $\lambda$ at the M-step. Consequently, we relax the C-step to include possible variations.

### 3.2.3 Incremental Classification-Maximization (ICM)

We propose the ICM algorithm to avoid iterations of the CM and RCM algorithms. The ICM algorithm performs the C-step and the M-step at each MB instead of a picture level which is done in the CM and RCM algorithms. Note that we denoted the ICM algorithm as an incremental version of the CM algorithm but
it also includes an incremental version of the RCM algorithm, because the RCM algorithm is just a relaxed version of the CM algorithm at the C-step. After the best MB mode is decided (C-step), $\lambda$ is updated as follows (M-step):

$$
\lambda_k = \frac{2 \sum_{n=1}^{k} d_n(m^*_n)}{\sum_{n=1}^{k} x_n(m^*_n)} = \frac{2 \sum_{n=1}^{k-1} d_n(m^*_n)}{\sum_{n=1}^{k} x_n(m^*_n)} + \frac{2d_k(m^*_k)}{\sum_{n=1}^{k} x_n(m^*_n)}
$$

$$
= \left(1 - \frac{x_k(m^*_k)}{\sum_{n=1}^{k} x_n(m^*_n)}\right)\lambda^{k-1} + \frac{2d_k(m^*_k)}{\sum_{n=1}^{k} x_n(m^*_n)}
$$

$$
= \lambda^{k-1} + \frac{1}{\sum_{n=1}^{k} x_n(m^*_n)}\left(2d_k(m^*_k) - \lambda^{k-1}x_k(m^*_k)\right)
$$

where $\lambda^0$ can be derived from $\lambda$ of the JM model or average $\lambda$ of the previous frame. Thus, we can simply update $\lambda$ from the previous $\lambda$, current coded bits and distortion at each MB. Here, we avoid applying different $\lambda$ for luma and chroma from experimental results. Chroma $\lambda$ is adaptively derived from luma $\lambda$.

### 3.3 Experimental Results

First, we greedily search $\lambda$ to achieve the highest PSNR at the same coded bits for every picture. In order to find the best $\lambda$ in RD sense, the 3-degree polynomial is used to fit a PSNR curve of a frame as in [36]. In Figure 3.5, we
compare the PSNR and coded bits of JM [9], RCM, ICM and GS. The RD curve of the JM model is obtained from $QP = 32$ to $QP = 35$ for an I picture. GS is performed by changing $\lambda$ from $\lambda$ of a center QP - 2 to $\lambda$ of a center QP + 1 where the center QP is 34 and a step size is 1% of $\lambda$ from (2.40) for the given center QP which is denoted as $\lambda$ of JM. Here, the ICM algorithm is an incremental version of the RCM algorithm. Figure 3.5 shows that the performance of ICM is very close to RCM (only the last iteration is marked) and GS. We also compare the best $\lambda$ of GS and the average $\lambda$ of ICM with $\lambda$ of JM in the FOREMAN sequence as shown in Figure 3.6. Note that all the frames are coded as I pictures and average $\lambda$ of all the MBs in a picture is illustrated in ICM since $\lambda$ of each MB is different. $\lambda$ of JM is used for the initial $\lambda$, that is, $\lambda_0$ at each picture in ICM. Figure 3.6 shows that $\lambda$ of JM is constant for all the pictures as a result of (2.40) but $\lambda$ of GS, which is smaller than $\lambda$ of JM, highly fluctuates. $\lambda$ of ICM are close to the best $\lambda$ of GS in all the pictures and they follow the general variations of $\lambda$ of GS. The average $\lambda$ of JM, ICM and GS in the whole sequence are 137.08, 103.44 and 97.00, respectively. The Y-PSNR (dB) gain of ICM and GS with respect to JM at the same coded bits are depicted in Figure 3.7. Generally, ICM gives better results than JM but there are a few worse frames since the M-step of ICM does not consider spatial dependency, that is, ICM assumes that all the MBs are independent. It is confirmed that the
likelihood function of a frame is the multiplication of the likelihood functions of MBs in Appendix A.3. Therefore, spatial dependency may induce unpredictable results. However, ICM generally achieves better results and does similar gain of GS at the high-gain frames which are from the 180th frame to the 200th frame in Figure 3.7.

Next, we apply the ICM and RCM algorithms to various sequences with different resolutions and frame rates. The 7-degree polynomial is used to fit PSNR in order to calculate the PSNR difference at the same code bits [36]. The experimental results are presented in Tables 3.1 and 3.2 where we compare Y-PSNR of three methods from $QP = 20$ to $QP = 46$. In Table 3.1, the performance of
Table 3.1: Maximum and average Y-PSNR (dB) gain of QCIF size I pictures from $QP = 20$ to $QP = 46$

<table>
<thead>
<tr>
<th>Sequence (QCIF)</th>
<th>CM</th>
<th>RCM</th>
<th>ICM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SILENT</td>
<td>0.07</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>CARPHONE</td>
<td>0.08</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>NEWS</td>
<td>0.10</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>0.09</td>
<td>0.04</td>
<td>0.10</td>
</tr>
<tr>
<td>CREW</td>
<td>0.08</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>MOBILE</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>0.03</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>SOCCER</td>
<td>0.15</td>
<td>0.05</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 3.2: Maximum and average Y-PSNR (dB) gain of CIF size I pictures from $QP = 20$ to $QP = 46$

<table>
<thead>
<tr>
<th>Sequence (CIF)</th>
<th>RCM</th>
<th>ICM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SILENT</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>NEWS</td>
<td>0.12</td>
<td>0.05</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>0.15</td>
<td>0.04</td>
</tr>
<tr>
<td>STEFAN</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>CREW</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>SOCCER</td>
<td>0.13</td>
<td>0.03</td>
</tr>
</tbody>
</table>

RCM, CM and ICM is similar at the QCIF sequences. However, CM is usually slightly better than RCM from $QP = 20$ to $QP = 30$, and ICM is better than RCM and CM in the MOBILE and FOOTBALL sequences even though RCM and CM incorporate iterations. The main reason is that ICM naturally uses different $\lambda$ for MBs but RCM and CM apply the same $\lambda$ for all the MBs within a frame. Sometimes, different $\lambda$ within a frame are helpful to improve PSNR because of spatial dependency. In the CIF size sequences, we do not compare PSNR of CM since the performance of CM is similar to RCM. In simple background sequences such as SILENT, NEWS and FOREMAN in Tables 3.1 and 3.2, RCM and ICM obtain higher PSNR gain at the CIF size than at the QCIF size. $\lambda$ of JM, which is derived from uniform quantization and high-rate entropy constrained coding, is not accurate in simple background sequences and high QP since the distribution of
DCT coefficients is not uniform at high QP and the other bits such as bits for MB prediction modes instead of residual bits are dominant. Therefore, the proposed methods can achieve higher gain than JM. From the experimental results, ICM is generally better than JM from $QP = 25$ to $QP = 45$ but the JM model is better at the other QP.

In CM and RCM, different $\lambda$ are applied for luma and chroma. Here, we only show Figure 3.8 to present some gains from different $\lambda$ for luma and chroma because the RD curve of chroma is highly nonlinear so that the PSNR difference is not accurate from curve fitting. The main reason of nonlinearity in the chroma RD curve is that QP for chroma, that is, QPc in H.264 [1] is nonlinearly related with QP for luma. From Figure 3.8, the RCM algorithm achieves higher PSNR than the JM model at the same code bits for chroma. Even though we apply the same $\lambda$ for luma and chroma in the ICM algorithm, adaptivity of $\lambda$ to video contents can improve PSNR of chroma as well as luma in Figure 3.8.
3.4 Conclusion

In this section, we solved the adaptive Lagrange multiplier selection problem using the CM, RCM and ICM algorithms. From the experimental results, the simple adaptive method ICM achieves similar performance to RCM and CM, and RCM is generally better than CM at high QP. Therefore, we need to apply the different methods according to the operating QP range. This issue can be solved by Expectation-Maximization (EM) [42] since the EM algorithm automatically controls relaxation of the CM algorithm. However, we did not apply EM and its online EM [43] with consideration of improvement versus complexity. Here, we only applied the proposed methods for I pictures but the proposed methods can be applied for \( \lambda \) of P and B pictures. However, we need to consider the Lagrange multiplier selection problem with temporal dependency in order to improve the performance of P and B pictures because temporal dependency is dominant for \( \lambda \) of P and B pictures. As mentioned in section 2.3 for temporal dependency, we need to decide relative difference among the I, P and B pictures. Therefore, it is still necessary to estimate more accurate \( \lambda \) of all the pictures using the CM methods and then relative difference is considered among the pictures for temporal dependency. We consider it for future work.
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4 Intra Prediction

4.1 Introduction

H.264 [1] applies inter and intra prediction to remove temporal and spatial redundancies among the pictures in Figure 1.1. In this chapter, we only consider intra prediction to reduce spatial redundancies within a picture. Intra prediction uses reconstructed neighboring MB pixels to predict current MB pixels. In H.264 [1], various directional filters are applied to predict current MB pixels during the mode decision procedure. The best filter which minimizes the Lagrangian cost in (2.5) is then selected and a specified index of the best filter is transmitted to the decoder. Thus, the previous research [44–51] mainly proposed methods to improve the performance of intra prediction or to decide the best intra prediction filter with low complexity and minimum loss of performance. [44,45] proposed fast mode decision in the DCT domain and the methods in [46,47] presented how intra prediction in the pixel domain corresponds to one in the DCT domain. [46] proposed the additional prediction modes with complexity of the mode decision procedure increased. The authors of [48] matched a template for 2x2 block with similarity measure in the pixel domain and applied the best matched block for intra prediction. The approaches in [49,50] imitated motion estimation and compensation to search for the best matching block among the neighboring blocks with subpixel accuracy. Reference [51] proposed the hybrid method to use both intra prediction of H.264 and block matching. The previous work [48–51] improved the performance in the PSNR sense but the improvements were under 0.5 dB.

In the proposed methods in sections 4.3 and 4.5, we will simultaneously con-
sider both improvement of intra prediction and simplification of the mode decision procedure at the same time. This can be achieved by applying an accurate prediction method instead of using multiple simple prediction methods. For this work, we consider statistical learning methods such as Support Vector Machines for Regression (SVR) [52–54] and Locally Weighted Projection Regression (LWPR) [55] to improve the performance of current H.264 intra prediction by means of batch and online learning. Support vector machines for classification and regression have been developed under profound theoretical background and have been successfully applied to many classification and time series prediction problems [54]. Even though SVR can be extended for online learning [56–58], we only apply SVR for batch learning and use LWPR as an online learning method. The main reasons are that online SVR [56] updates globally coefficients of SVR which is endangered by negative inference, that is, forgetting of useful knowledge while learning from new data [59] and online SVR in [57,58] cannot guarantee a bound on the number of operations required per iteration. Therefore, they are difficult for real-time applications. In order to simplify the mode decision procedure, we only use a single MB type and one or two prediction methods: learning based prediction or spatial average prediction. To our knowledge, this work is the first to apply learning methods for video compression.

4.2 H.264 Intra Prediction

H.264 [1] uses 9 directional intra prediction modes for 4x4 blocks and 4 intra prediction modes for 16x16 MB. The main idea of H.264 intra prediction is extrapolation of the pixels which are on the row and column directly adjacent to a current block. Adjacent pixels, denoted as grey areas in Figure 4.1, are used for prediction of the current block. All the intra prediction modes of each MB type are performed in the pixel domain through directional extrapolation. For example, 4x4 intra prediction extrapolates adjacent neighboring pixels in 9 directions which are indexed from 0 to 8 as shown in Figure 4.1 and Table 4.1. The best prediction mode is decided by the mode decision procedure which minimizes the Lagrangian
The prediction errors are transformed by a DCT, and DCT coefficients are then quantized. Finally, quantization indices are coded by entropy coding such as CAVLC and CABAC [1, 2]. Reconstructed pixels are obtained from adding predicted pixels to errors which are reconstructed by decoding, inverse quantization and inverse DCT transformation in Figure 1.1. Note that these reconstructed pixels are used for intra prediction instead of original pixels in order to prevent the drift problem between the encoder and the decoder. The deblocking filter is not applied to the reconstructed pixels for intra prediction. This step is also applied to batch and online learning based intra prediction such that reconstructed DCT coefficients or reconstructed pixels are input features without the deblocking filter in subsections 4.3.3 and 4.5.5.
Even though the directional intra prediction of H.264 effectively reduces spatial redundancies on various sequences, H.264 pixel domain prediction only predicts a portion of DCT coefficients [47] if we transform H.264 intra prediction in the pixel domain to one in the DCT domain. For example, the vertical prediction of the 4x4 block only predicts 4 DCT coefficients as follows:

\[
\begin{bmatrix}
  a & b & c & d \\
  a & b & c & d \\
  a & b & c & d \\
  a & b & c & d 
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  0 & 0 & 0 & 1 \\
  0 & 0 & 0 & 1 \\
  0 & 0 & 0 & 1 \\
  \end{bmatrix}
\begin{bmatrix}
  x & x & x & x \\
  x & x & x & x \\
  x & x & x & x \\
  a & b & c & d 
\end{bmatrix}
\]

where \(a, b, c\) and \(d\) are adjacent pixels of the top block in Figure 4.1 and \(x\) denotes any value. More complicated directional prediction modes such as modes 7 and 8 predict all the DCT coefficients but they have regularity in the DCT domain [47].

In order to reduce these limitations, new directional prediction can be added which increases complexity of the mode decision procedure. In the next section, we will improve the prediction performance as well as simplify the mode decision procedure using learning based intra prediction.

### 4.3 Intra Prediction through Batch Learning

#### 4.3.1 Support Vector Machines for Regression

We consider SVR as a batch learning method. SVMs are statistical learning tools based on Vapnik-Chervonenkis (VC) theory and Structural Risk Minimization (SRM) principles [54]. SRM is an inductive principle for model selection which is used for learning from finite training data sets. It describes a general model of capacity control and provides a trade-off between hypothesis space complexity (VC
dimension of approximating functions) and quality of fitting the training data. In
the statistical learning theory and SVMs, regularization networks also can approx-
imately implement SRM principles when an optimal regularization parameter is
chosen [60]. Therefore, SVR solves a Regularized Risk (summation of empirical
risk and regularizer) Minimization (RRM) problem to estimate a linear function
\( f(x) = \langle w, \Phi(x) \rangle + b \) for the \( \epsilon \)-incentive loss function as follows [54]:

\[
\min_{w,b,\xi,\xi^*} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} (\xi_i + \xi^*_i) \\
\text{s.t.} \quad (\langle w, \Phi(x_i) \rangle) - y_i \leq \epsilon + \xi_i \\
\quad y_i - (\langle w, \Phi(x_i) \rangle) \leq \epsilon + \xi^*_i \\
\quad \xi_i, \xi^*_i \geq 0, i = 1, \ldots, N
\]

where \( C \) is an inverse regularization parameter and \( \Phi \) is a nonlinear mapping
function from input data \( x \) into a high-dimensional feature space. \( N \) denotes the
number of training samples and \( \xi_i^{(s)} \) are slack variables to allow violations of con-
ditions, commonly referred to as a soft margin. \( y_i \) are outputs corresponding to
input data \( x_i \) and \( \epsilon \) is a parameter which denotes zero loss if an absolute prediction
error \( |y_i - f(x_i)| \) is smaller than \( \epsilon \) as shown in Figure 4.2. The optimization prob-
lem (4.1) is a quadratic convex optimization problem and its solutions are global
optimal solutions which is a main feature of SVMs. The primal optimization prob-
lem (4.1) can be solved by a primal optimization view [61] or a dual optimization
view through the Lagrangian duality [54]. Two optimization views derive the same
regression function \( f(x) \) as a solution of (4.1):

\[
f(x) = \langle w, \Phi(x) \rangle + b = \sum_{i=1}^{N} (\alpha^*_i - \alpha_i) \langle \Phi(x_i), \Phi(x) \rangle + b
\]

\[
= \sum_{i \in SV} (\alpha^*_i - \alpha_i) \langle \Phi(x_i), \Phi(x) \rangle + b \\
= \sum_{i \in SV} (\alpha^*_i - \alpha_i) k(x_i, x) + b
\]

where \( w = \sum_{i=1}^{N} (\alpha^*_i - \alpha_i) \Phi(x_i) \) and \( \alpha_i^{(s)} \) are dual optimal solutions of a dual
optimization problem. Note that input data \( x_i \) which are associated with nonzero
\( \alpha_i^{(\ast)} \) are called Support Vectors (SVs). After solving (4.1), training data \( x_i \) are classified into three types according to the absolute prediction errors \( |y_i - f(x_i)| \): marginal SVs, error SVs and non SVs as illustrated in Figure 4.3. Thus, if absolute prediction errors are equal to \( \epsilon \), the input data \( x_i \) are called marginal SVs and if they are larger than \( \epsilon \), the input data are error SVs and otherwise, the input data are not SVs whose \( \alpha^{(\ast)} \) are zeros. Consequently, only SVs among the training data contribute regressor output as (4.2) which gives sparse solutions to SVMs with the \( \epsilon \)-incentive loss function. However, the sparsity is only achieved by specific loss functions which have zero-gradient loss functions.

Reference [61] denoted that the dual optimal solutions \( \alpha_i^{(\ast)} \) are related with gradients of a loss function, that is, \( \alpha_i^{(\ast)} \) are zeros if gradients of a loss function at \( x_i \) are zeros. From Figure 4.2, gradients of the squared loss function are not zeros except at zero, but the \( \epsilon \)-incentive loss function has zero loss and zero gradients between \( -\epsilon \) and \( \epsilon \). Therefore, any input data which have absolute loss within \( \epsilon \) are not SVs. Least Squares (LS) SVM [62] which uses the squared loss function

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.2.png}
\caption{The squared loss function and the \( \epsilon \)-incentive loss function.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.3.png}
\caption{Classification of training input data \( x_i \).}
\end{figure}
does not have sparse solutions. In the proposed method, we only consider the $\epsilon$-incentive loss function for sparse solutions. In order to reduce complexity of inner products in the high dimensional feature (Hilbert) space in (4.2), the kernel trick [54] was introduced to compute inner products in the feature space through a kernel function on input data $x_i$ in (4.3) as follows: $k(x_i, x) = \langle \Phi(x_i), \Phi(x) \rangle$. In particular, the Radial Basis Function (RBF) is considered as a kernel function in the proposed method:

$$k(x_i, x) = e^{-\gamma \|x_i - x\|^2} \quad (4.4)$$

### 4.3.2 Model Selection of Support Vector Regression

Before solving the optimization problem (4.1), we have to decide the kernel function $k(\cdot, \cdot)$, the kernel parameter $\gamma$, the loss function parameter $\epsilon$ and the inverse regularization parameter $C$. This decision process is known as model selection. In the proposed method, the well-known RBF is used and the other parameters are obtained from Cross Validation (CV). In particular, 5 fold CV is considered, that is, training data $x_i$ are divided into 5 sets and then one of the 5 sets is used for test and the others are used for training to determine SVs and their weights $\alpha^{(\ast)}$ for given parameters. This operation is performed 5 times using a different test set each time. Finally, the best parameters which give the minimum average Mean Square Error (MSE) through 5 fold CV are applied to the problem (4.1).

Generally, grid-search on the parameters $\gamma$, $\epsilon$ and $C$ is used for CV [63]. However, references [64–66] obtained better performance from the Genetic Algorithm (GA) for model selection. The GA is a powerful stochastic search and optimization technique based on the processes of evolution theory. The GA uses three operators to generate test patterns: reproduction, crossover and mutation. In this subsection, we use the GA Matlab tool box [67]. Because optimal parameters do not exist uniquely [68], model parameters are selected to generate fewer SVs and smaller $C$ in the case of the same MSE to find sparser solutions and smaller regularized risk in (4.1). Figure 4.4 shows that the GA generates better test patterns which are closer to the global solutions according to generations because of the smaller (average) minimum MSE. However, it keeps generating new test patterns from
three operators to escape local minima.

### 4.3.3 Batch Learning based Intra Prediction

In this subsection, we apply SVR for batch learning based intra prediction which is not compliant with H.264 [1]. Here, we propose a new video coding method by means of SVR. For this work, we decide output and input features of SVR. The output of SVR $f(x)$ is a DCT coefficient and input features $x$ in (4.3) are DCT coefficients of neighboring MBs. Input features are classified into 5 types from $T_1$ to $T_5$ whose classifications are based on available neighboring 8x8 MBs as in Figure 4.5. For example, a left MB is only available in the $T_2$ class. The main structural difference from H.264 [1] is that the 8x8 MB type and the a 8x8 DCT are only applied instead of the 16x16 and 4x4 MB types and a 4x4 DCT. Furthermore,
intra prediction is performed in the DCT domain by a single prediction method of SVR as opposed to the 9 or 4 directional prediction methods of the pixel domain in H.264. Thus, there is no need to allocate bits to indicate MB types and the best intra prediction method in the proposed method. Note that classification types are fixed according to the position of a frame, which is already known at the decoder.

Figure 4.6 illustrates that DCT coefficients of a current MB are predicted from incremental intra prediction with the inverse zig-zag scan order in the $T_5$ class. The highest DCT coefficient is only predicted from DCT coefficients of neighboring MBs which are denoted as A, B, C and D in Figure 4.6. DCT coefficients of each MB become a vector by means of the zig-zag scan and are then concatenated into a vector of input features $\mathbf{x}$ as in Figure 4.6. If there are no available neighboring MBs, the highest DCT coefficient of the $T_1$ class is coded without intra prediction. The next highest DCT coefficient, based on the inverse zig-zag scan order, is predicted from DCT coefficients of neighboring MBs and the reconstructed highest DCT coefficient of a current MB which is obtained from adding the predicted DCT coefficient to the inverse quantized DCT coefficient. Finally, the DC coefficient of a current MB is predicted from DCT coefficients of neighboring MBs and all the reconstructed AC coefficients of a current MB. Incremental intra prediction overcomes smaller input features, especially, the $T_1$ MB which has no neighboring MBs. Current intra prediction of H.264 [1] subtracts 128
in the pixel domain which corresponds to subtracting a constant value from the
DC coefficient in the DCT domain. Incremental intra prediction with the inverse
zig-zag scan order overcomes these limitations and utilizes the fact that low fre-
quency DCT coefficients are more important than high frequency DCT coefficients.
Thus, the DC coefficient and low frequency AC coefficients have higher dimension
of input features than high frequency AC coefficients.

Figure 4.7 shows the variance of intra prediction errors of the DCT coef-
ficients of the \( T_5 \) class in the FOREMAN sequence according to three different
prediction methods: H.264 intra prediction, nonincremental batch intra prediction
and incremental batch intra prediction. In this experiment, only a 8x8 DCT is
applied for intra prediction errors to all three methods. We use the base layer
of Joint Scalable Video Model (JSVM) [69] for intra prediction of H.264 which is
compatible with H.264 [1]. Nonincremental batch intra prediction does not utilize
current MB information for intra prediction, that is, it only uses neighboring MBs
from A to D in Figure 4.6. Incremental batch intra prediction achieves smaller
variance of prediction errors in the DCT domain than H.264 and nonincremental
batch intra prediction in Figure 4.7. Thus, DCT coefficients of a current MB carry
very important features to the SVR learning system.
4.4 Experimental Results of Batch Intra Prediction

In this experiment, we assume that the encoder and the decoder already have SVs, their weights $\alpha^{(s)}$, $b$ and the kernel parameter $\gamma$ which are needed for prediction in (4.3). The FOREMAN sequence is used for training and test. Because the number of the $T_1$ class among all the frames is small, we train SVR of the $T_1$ class using every other frame. We use every 20th frame to train SVR of the $T_5$ class and every 5th frame for the $T_2$, $T_3$ and $T_4$ classes. The RBF kernel in (4.4) is considered as a kernel function and the kernel parameter $\gamma$, the loss function parameter $\epsilon$ and the regularization parameter $C$ are obtained from the 5 fold CV through GA as explained in subsection 4.3.2. Then, the optimization problem (4.1) is solved by the LIBSVM tools [70] to decide SVs and their weights $\alpha^{(s)}$ for given model parameters.

As an example, Figure 4.8 illustrates intra prediction of the 19th DCT coefficient for the $T_1$ class in the FOREMAN sequence. There is only one $T_1$ class in a frame. 29 SVs of the 19th DCT coefficient whose positions are marked as circles in Figure 4.8 are used to predict all the $T_1$ classes in 150 frames. 29 SVs among the 75 training input data $x$ are enough to predict the 19th DCT coefficient.
Figure 4.9: The number of SVs at the $T_5$ class in the FOREMAN sequence.

with $\epsilon$-incentive loss from Figure 4.8. The number of total SVs, that is, the sum of the number of marginal SVs and the number of error SVs, and the number of marginal SVs of 64 DCT coefficients are shown in Figure 4.9. Almost half of SVs in the low frequency (under 23rd) DCT coefficients are on the margin which denotes that absolute prediction errors are exactly equal to $\epsilon$ in Figure 4.3. In contrast, prediction of the high frequency DCT coefficients except some DCT coefficients is difficult because the number of error SVs increases which means that absolute prediction errors are larger than $\epsilon$ during the training stage.

In Figure 4.10, the performance of H.264 intra prediction is compared with the performance of batch learning based intra prediction with and without classification. Here, we only compare the PSNR of intra prediction without considering coded bits because side information to indicate the best prediction mode and MB types is not coded in batch learning based intra prediction. Thus, batch intra prediction only uses the 8x8 MB type and one prediction mode. Note that the PSNR of intra prediction is obtained from prediction errors $E_r$ at each frame using $10 \log_{10} \frac{255^2}{E_r^2}$. The regular peaks in Figure 4.10 result from the fact that every 20th frame is used for training since it is easy to predict training data in test. However, the PSNR improvement of the other frames is as high as 4dB. The average Y-PSNR of batch intra prediction with classification is over 3.6dB higher than H.264
Figure 4.10: Y-PSNR (dB) of batch learning based intra prediction in the FOREMAN sequence.

intra prediction.

Even though batch intra prediction with classification significantly improves the performance of intra prediction over H.264, the complexity is very high since each class performs its own batch intra prediction. In order to reduce the complexity, only batch intra prediction which has $T_5$ input features is applied to all the frames. If there are no available neighboring MBs, DCT coefficients of corresponding MBs are considered as zeros. Every 20th frames are only used to train batch intra prediction without classification. In Figure 4.10, the performance of batch intra prediction without classification is lower than batch intra prediction with classification but it is still significantly higher than that of H.264 intra prediction. The main reason for the loss of performance of batch intra prediction without classification is that the dimension of input features at the $T_1$ and $T_2$ classes is too low to predict well the whole sequence. In order to compensate for the low dimension, more frequently sampled training data are needed in batch intra prediction with classification. In Table 4.2, we compare the performance of batch intra prediction for the various sequences. The performance is highly dependent on video characteristics. The performance improvement significantly decreases from the low-motion video sequences such as NEWS and FOREMAN to
Table 4.2: Average Y-PSNR (dB) of intra prediction.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>H.264</th>
<th>Batch intra prediction w/o class</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEWS</td>
<td>21.79</td>
<td>30.62</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>25.49</td>
<td>27.98</td>
</tr>
<tr>
<td>HARBOUR</td>
<td>21.50</td>
<td>25.56</td>
</tr>
<tr>
<td>CITY</td>
<td>25.79</td>
<td>26.49</td>
</tr>
<tr>
<td>MOBILE</td>
<td>18.12</td>
<td>18.60</td>
</tr>
<tr>
<td>CREW</td>
<td>28.13</td>
<td>28.48</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>24.11</td>
<td>24.35</td>
</tr>
</tbody>
</table>

the high-motion video sequences, for example, CREW and FOOTBALL. Thus, the performance improvement depends on nonstationarity of the video sequences. The high-motion sequences, which are more nonstationary, require more sample data for training to capture nonstationarity but here we use the same sampling period for all the sequences (every 20th frame). If we increase sampling rates for training, the training time and complexity of the batch intra prediction method increase. Therefore, we will consider online learning based intra prediction to compensate for nonstationarity of video sequences in section 4.5.

4.5 Intra Prediction through Online Learning

4.5.1 Online and Batch Learning

In spite of the solid theoretical foundations of statistical learning methods such as SVR [52] and Gaussian Process Regression (GPR) [71], they are usually used for batch learning which means that all the parameters are decided in the training time and are not updated during the test. Thus, batch learning requires a lot of training data and assumes that statistics of training data are similar to those of the test data. Because of nonstationary characteristics of video data, it is difficult to apply batch learning for real-time video compression. Even though training with regularly sampled data enables SVR to achieve the high prediction performance on the low-motion sequences as shown in section 4.4, there is a sort of sampling problem to catch nonstationarity. More training data are necessary
in order to encode high-motion video sequences. Therefore, we consider online learning which keeps updating learning parameters and SVs during the test. First, the authors of [56] extended SVR for online learning in the reproducing kernel Hilbert space for classification and regression using a stochastic gradient descent method:

\[
f_{k+1}(x) = (1 - \eta_k)(f_k(x) - b) - \eta_k \ell'(y_k, f_k(x))k(x_k, x) = \sum_{n=1}^{k} a_n k(x_k, x) + b \tag{4.5}
\]

where

\[
\begin{align*}
    a_k &= -\eta_k \ell'(y_k, f_k(x_k)), \quad n = k \\
    a_n &= (1 - \eta_k C) a_n, \quad n < k
\end{align*}
\tag{4.6}
\]

and \(\ell'(y_k, f_k(x_k))\) is a gradient of a loss function at \(x_k\). Here, we can see \(x_k\) is not a SV if a gradient of a loss function is zero. Otherwise, \(x_k\) becomes a SV. \((1 - \frac{\eta_k}{C})\) in (4.6) reflects aging effects to all the previous weight values \(a_n\). Note that unlike batch learning updated \(a_n\) are not guaranteed to satisfy the KKT conditions [14]. In order to satisfy the KKT optimality conditions, references [57, 58] proposed accurate online SVR methods which update iteratively all the coefficients of SVs to satisfy the KKT conditions. However, they cannot guarantee a bound on the number of operations required per iteration. Consequently, they are not applicable for real-time applications. These kinds of online regressor [56–58] affect many or all the parameters by incrementally learning from a single new query point which is endangered by negative inference, that is, forgetting of useful knowledge while learning from new data [59]. In order to overcome these limitations, we will apply LWPR for incremental online learning in high dimensional spaces with selection of input features [55].

### 4.5.2 Locally Weighted Projection Regression

LWPR combines both Locally Weighted Learning (LWL) for localized learning [72] and Partial Least Squares (PLS) regression [73] for input dimensionality
A measure of locality (similarity) at each data point is computed from the Gaussian kernel:

$$l_k(x) = k(x_k, x) = e^{-\gamma(x-x_k)^T D_k(x-x_k)} \quad (4.7)$$

where $x_k$ is a center of a Receptive Field (RF) which denotes validity of a local model (for simplicity, we call $x_k$ a RF) and $D_k$ is a positive semidefinite matrix that determines the size and shape of the local model. If we compare $l_k(x)$ with the RBF kernel function of SVR in (4.4), RFs are similar to SVs but RFs are not selected as a result of the explicit optimization like SVR. They are heuristically chosen based on locality, that is, if a test or training point $x$ is not similar to the other RFs with threshold $l_{gen}$, it becomes a RF which is more adequate for online learning. If $D_k$ is proportional to an identity matrix $2\gamma I$ (isotropic matrix), the locality measure is equal to the RBF kernel function of SVR in (4.4). An isotropic matrix $D_k$ gives an equal weight on input features so that it does not have input feature selection. Automatic Relevance Determination (ARD) [74] can be applied to find relevance of input features by means of the Bayesian inference in SVR but it only derives global relevance of input features for all the SVs. In [59], relevance of input features for each RF is incrementally determined by the stochastic gradient descent to minimize a penalized leave-one-out CV which is more applicable for online learning than ARD in SVM. Thus, each RF has its own shape $D_k$ and is updated by seeing a new query point. For example, Figure 4.11 illustrates the relation between the locality $l_k(x)$ and the distance metric matrix $D_k$ in two dimensional input features $x$ where the center of a RF $x_k$ is $(0,0)$. Figure 4.11 (a) shows the same locality measure in all the directions in the isotropic matrix (a) in Figure 4.11 (d). The diagonal matrix (b) in Figure 4.11 (d) gives different locality to axis as shown in Figure 4.11 (b). The general matrix (c) in Figure 4.11 (d) achieves different locality in any direction in Figure 4.11 (c). Larger $d$ in the distance matrix $D_k$ which corresponds to smaller variance of the Gaussian kernel makes a RF $x_k$ more localized.

In LWL [72], the output of a learning system $\hat{y}$ is the normalized weighted mean of training data $y_k$ for a given test point $x$. It minimizes the weighed least
squared loss \( L(x) = \sum_{k=1}^{\#RF} l_k(x)(\hat{y} - y_k)^2 \):

\[
\hat{y}(x) = LWL \frac{\sum_{k=1}^{\#RF} l_k(x)y_k}{\sum_{k=1}^{\#RF} l_k(x)} = LW PR \frac{\sum_{k=1}^{\#RF} l_k(x)\hat{y}_k(x)}{\sum_{k=1}^{\#RF} l_k(x)}
\] (4.8)

However, \( y_k \) is only an available value at corresponding training data \( x_k \). It is better to estimate \( y(x) \) at \( x_k \) instead of \( y_k \) if \( x \neq x_k \). The estimated \( y(x) \) at \( x_k \), that is, \( \hat{y}_k(x) \) is linearly estimated at each RF with locality information [72]. If \( x \) is quite different from \( x_k \) and the relation between input and output changes slowly, \( \hat{y}_k(x) \) is also different from the corresponding true output of \( x \). Therefore, the locality \( l_k(x) \) prevents \( \hat{y}_k(x) \) from affecting the final estimated output \( \hat{y}(x) \) in (4.8).

LWL was further extended for high dimensional input space. The authors of [55] applied the PLS regression for the output of RFs \( \hat{y}_k(x) \) among the projection methods such as Principle Component Analysis (PCA) and Factor Analysis (FA). The projection methods can prevent overfitting at each RF as the \( \epsilon \)-incentive loss function of SVR does in addition to excluding irrelevant input features. The output
\( \hat{y}(x) \) is quite similar to the output of SVR in (4.3) but here \( l_k(x) \), \( \hat{y}_k(x) \) and the number of RFs are updated for online learning after seeing a test point \( x \).

### 4.5.3 Partial Least Squares Regression

In order to reduce dimensionality of input features, the PCA regression which constructs linear projections of data to preserve characteristics of input data is considered. However, PCA regression does not guarantee that principal components which preserve input data describe well output data. In regression problems, we need to find principal components which represent input data as well as output data. In this sense, the PLS regression is an efficient method to maximize covariance projected data \( X^u \) and weighted output \( W^y \) at each RF as follows [73]:

\[
\max_u \text{cov}(X^u, W^y), \quad s.t. \quad u^T u = 1 \tag{4.9}
\]

where \( X \) is a matrix whose row represents input features \( x_i^T \), and \( W \) is a diagonal matrix of the local weight \( l_k(x_i) \) in (4.7), and a vector \( y \) consists of outputs \( y_i \) which are associated with inputs \( x_i \). In particular, each local model of RFs is achieved by regression to the weighted output \( W^y \) [55]. The optimal solution \( u \) in (4.9) is \( \frac{x_i^T W^y}{y^T W^T X x_i W^y} \) which is derived in Appendix A.4.
Next, we find a scalar $\beta$ to minimize the weighted least squares loss:

$$\min_\beta (y - Xu\beta)^T W (y - Xu\beta)$$  \hspace{1cm} (4.10)

The solution of the above equation $\beta$ is $\frac{(Xu)^T Wy}{(Xu)^T W Xu}$. Finally, these operations are performed iteratively to decide the adequate number of projections at each RF. If the number of projections is smaller than the dimension of input features, it prevents overfitting to training data and it removes effects of irrelevant input features on the output by means of PLS. At each iteration, true output is deflated as follows: $y_r = y_{r-1} - Z_r \beta_r$ where $r$ is a iteration index and $Z_r = X_{r-1}u_r$. $X$ is also deflated to generate orthogonal (conjugate) projections with respect to $W$ at each iteration:

$$X_r = X_{r-1} - Z_r p_r^T$$  \hspace{1cm} (4.11)

where $p_r = \frac{X_{r-1}^T w_{z_r}}{z_r^T W z_r}$ derived in Appendix A.5. The number of projections at each RF increases until decrease of MSE is smaller than the specified threshold. Interested readers can also refer to [55,59,73] for more information.

As an example, we show how locally linear functions can represent a globally nonlinear function. Figure 4.12 illustrates linear regressors which learn from noisy training data using LWPR to predict a quadratic nonlinear function. 100 training data are generated from $x^2 + \epsilon$ where $-5 \leq x \leq 5$ and $\epsilon$ is random noise. After training, 9 RFs are selected and the size of the distance metric is denoted as a dashed line at each RF. Each RF has its own linear regressor which is only fitted to the local region $l_k(x)$ in (4.7) by means of PLS and all the RFs cover overall areas. Note that there is overlap among the RFs because the Gaussian function of $l_k(x)$ decreases smoothly locality as shown in Figure 4.11. Even if LWPR learns from noisy data, test outputs are very close to true outputs with small RFs in Figure 4.12.

Here, we summarize PLS for incremental update from a test $x$. In (4.12), the mean of the $k$th RF is subtracted from $x$ and then $x$ is projected onto $u_r$ and deflated by $p_r$ in (4.13). The estimated output $\hat{y}_k$ is obtained from (4.14). Thus, the accuracy of the predicted output $\hat{y}_k$ at the $k$th RF depends on the number of
projections.

For prediction at the $k$th RF:

$$\hat{y}_k = \beta_0, \ x = x - \bar{x}_k$$ (4.12)

for $r = 1 : \#\text{projections}$

$$z_r = u_r^T x, \ x = x - z_r p_r$$ (4.13)

$$\hat{y}_k = \hat{y}_k + \beta_r z_r$$ (4.14)

end

After seeing a test $x$, the parameters $\beta_r, u_r$ and $p_r$ of the $k$th RF are updated as follows:

$$L_k = \tau L_k, \ l^0_k = l_k(x)$$ (4.15)

$$\bar{x}_k = \frac{L_k \bar{x}_k + l^0_k x_k}{L_k + l^0_k}, \ \beta_0 = \frac{L_k \beta_0 + l^0_k \bar{y}}{L_k + l^0_k}$$ (4.16)

$$L_k = L_k + l^0_k, \ x = x - \bar{x}_k, \ \bar{y} = \bar{y} - \beta_0$$ (4.17)

for $r = 1 : \#\text{projections}$

$$s_{xy}^r = \tau s_{xy}^r + l^0_k \bar{y} x$$ (4.18)

$$u_r = \frac{s_{xy}^r}{\|s_{xy}^r\|_2}, \ z_r = u_r^T x$$ (4.19)

$$s_{zz}^r = \tau s_{zz}^r + l^0_k z_r, \ s_{yz}^r = \tau s_{yz}^r + l^0_k z_r \bar{y}, \ s_{xz}^r = \tau s_{xz}^r + l^0_k z_r x$$ (4.20)

$$\beta_r = \frac{s_{yz}^r}{s_{zz}^r}, \ p_r = \frac{s_{xz}^r}{s_{zz}^r}$$ (4.21)

$$x = x - z_r p_r, \ \bar{y} = \bar{y} - \beta_r z_r$$ (4.22)

end

where $\tau$ represents aging for previous information and $L_k$ is the sum of locality at the $k$th RF. The average input $\bar{x}_k$ and the average output $\beta_0$ are updated from the weighted average in (4.16). The projection direction $u_r$ is incrementally updated in (4.18) and (4.19) as a result of (4.9). $\beta_r$ and $p_r$ are incrementally updated in (4.20) and (4.21) from (4.10) and (4.11). The sufficient information $L_k, \bar{x}_k, s_{xy}, s_{zz}, s_{yz}$ and $s_{xz}$ are saved for the next update. Note that reconstructed
pixels $\tilde{y}$ are used for update instead of original pixels $y$ to remove the drift problem at the decoder.

### 4.5.4 Learning Distance Matrix

The distance matrix $D_k$ is important to decide the shape and range of a RF as shown in Figure 4.11. Online intra prediction which will be discussed in subsection 4.5.5 has high dimensional input features according to adjacent neighboring pixels. In order to reduce the complexity of learning the distance matrix, we only consider a diagonal distance matrix since many distance matrices have strong diagonal elements which is illustrated in Figure 4.13. The distance matrix $D_k$ is updated to minimize the regularized leave-one-out CV as follows [55,59]:

$$J_k = \frac{1}{\sum_{i=1}^{M} l_k(x_i)} \sum_{i=1}^{M} \frac{l_k(x_i)(y_i - \hat{y}_k(z_i))^2}{(1 - l_k(x_i)z_i^T P_z z_i)^2} + \frac{1}{NC} \sum_{i,j=1}^{N} D_{kij}^2$$

where $P_z = (Z^T Z)^{-1}$ and $z_i$ are projected input features discussed in subsection 4.5.3, and $l_k(x_i)$ in (4.7) is a locality measure between $x_i$ and $x_k$. $M$, $N$ and $k$ are the number of training data, input dimensions and an index of a RF, respectively. The sum of elements of the distance matrix is penalized with a regularization parameter $\frac{1}{C}$ in order to prevent RFs from shrinking. The minimization is achieved
by the gradient descent with learning rate $\eta^r_k$:

$$M_k^{r+1} = M_k^r - \eta^r_k \cdot \frac{\partial J_k}{\partial M_k}, \quad D_k = M_k^T M_k$$

(4.23)

where $M_k$ is an upper triangular matrix resulting from the Cholesky decomposition of $D_k$. In order to increase learning speed, the Stochastic Meta Descent (SMD) algorithm [75] is applied to adapt a gradient-step size as follows (RF index $k$ is omitted for simplicity):

$$\eta^r = \eta^{r-1} \cdot \max \left( \frac{1}{2}, 1 - \mu \frac{\partial J}{\partial M} v^r \right)$$

(4.24)

where

$$v^r = \tau v^{r-1} - \eta^{r-1} \left( \frac{\partial J}{\partial M} + \tau H^{-1} v^{r-1} \right)$$

(4.25)

and $\mu$ and $\tau$ are a meta-step size and a decay factor, respectively. $H$ is the Hessian of $J(M)$ with respect to $M$. Thus, the SMD algorithm adjusts step sizes in the log space and optimizes over an exponentially decaying trace of gradients. More detailed formulations are described in Appendix A.6.

An example of the distance matrices $D_k$ is shown in Figure 4.14 where each column represents a normalized diagonal distance matrix (diagonal elements only) of a RF. The horizontal black lines in Figure 4.14 separate RFs of 16 LWPRs which
Figure 4.15: Input features of online intra prediction.

Figure 4.16: Prediction performance vs. Dimension of input features.

are associated with 16 pixels of the 4x4 MBs in online intra prediction which will be explained in subsection 4.5.5. Figure 4.14 indicates that each LWRP regressor has the different number of RFs which corresponds to the number of the columns, and the shapes of the diagonal distance matrices are different, that is, each column has various grey colors from white to black which corresponds from a large diagonal element to a small diagonal element.

4.5.5 Online Learning based Intra Prediction

We apply LWPR [55] for online learning based intra prediction in the pixel domain in order to reduce the dimension of input features. Input features of regressors are adjacent neighboring pixels of 4x4 MBs which are denoted as grey pixels in Figure 4.15 instead of DCT coefficients of batch intra prediction in subsection
4.3.3. These input features are similar to the neighboring pixels of 4x4 blocks in H.264 as shown in Figure 4.1. In order to reduce input features, pixels of a current MB have different dimensions. Input features of the \( b_0 \) pixels in a current MB are the light grey pixels in Figure 4.1. Input features of the \( b_1 \) pixels are increased by concatenating the \( I_1 \) pixel to the light grey pixels. Input features of the \( b_2 \) pixels are extended by concatenating the \( I_2 \) pixel to input features of the \( b_1 \) pixels. Because of intra prediction in the pixel domain, incremental intra prediction with the inverse zig-zag scan order cannot be applied with the single-pass DCT transform. If neighboring pixels are not available, corresponding values are considered as 128.

In Figure 4.16, we compare the performance of intra prediction with two different input features: input features denoted as the full dimension are the neighboring pixels of 4x4 blocks in H.264 as shown in Figure 4.1, and input features denoted as the reduced dimension are the pixels in Figure 4.15. The reduced dimension online learning achieves similar performance compared to the full dimension as shown in Figure 4.16. Note that pixel indices are assigned by row-wise numbering in a 4x4 block.

In online learning based intra prediction, we use two prediction modes: LWPR using adjacent neighboring pixels as in Figure 4.15 and a spatial average method, that is, a local average of predicted values. As an example of Figure 4.15, the cross pixel of a current MB can be predicted using LWPR or an average of predicted values which are marked as the square pixels that correspond to the left, left top and top predicted values of a current pixel. Note that the square pixels are not reconstructed pixels since a current MB is being processed and therefore DCT, quantization and inverse quantization cannot be performed before obtaining all the prediction errors of a current MB. However, if there are available reconstructed pixels for the left, left top and top pixels, reconstructed pixels are used instead of predicted pixels. For example, the first pixel (left top) of a current MB is spatially predicted from an average of reconstructed pixels. In this case, we need a flag to indicate which method is used to choose better prediction.

The first row of a frame which is indicated as \( T_1 \) and \( T_2 \) in Figure 4.5 is differently processed. In the \( T_1 \) class, we build separate LWPR for 2x2 blocks,
that is, the first 4x4 MB is subdivided into 2x2 blocks and 2x2 block pixels are predicted from adjacent neighboring pixels of 2x2 blocks. Next, a 2x2 DCT is applied to prediction residuals of 2x2 blocks and then 2x2 blocks are reconstructed after quantization, inverse quantization and inverse DCT. The reconstructed pixels can be used for input features of LWPR. Even though a 4x4 DCT better condenses energy than four 2x2 DCT, we apply a 2x2 DCT instead of a 4x4 DCT for the first MB to reconstruct 2x2 blocks. Prediction errors of the first MB are usually larger than the other MBs since the online learning method cannot learn well without meaningful input features (all the input features are 128). Therefore, we build separate regressors for the first MB which are assigned for 2x2 blocks. In the $T_2$ class, we separately build LWPR with input features extended since left 4 pixels are only available for input features. Let the left 4 pixels be $p_k$ where $k = 0, 1, 2, 3$. Pixel difference \( g_k = p_k - p_{k+1} \) and \( g_k - g_{k+1} \) are concatenated to the left 4 pixels for 9 dimensional input features.

A new RF is added if any current RFs are not activated, that is, if the locality $l_k$ of (4.7) is smaller than a threshold $l_{gen}$. A generation number is assigned to the new RF to remove the oldest RF when the number of RFs reaches the maximum limitation. The new added RF is activated after $D_k$ is updated 5 times in order to decide its size or shape. If a new RF is added, a predicted value of the regressor is not accurate since no RFs match with a test sample $x$. In this case, an average of left, left top and top reconstructed or predicted pixels is mainly selected for intra prediction.

A RF is removed in order to manage the number of RFs. Pruning of a RF is occurred if the locality (4.7) of two RFs are too close at the query point or the number of RFs reaches the maximum. If RFs overlap too much with the other RFs, a RF with a larger determinant of $D_k$ in (4.7) is pruned as in [59]. This corresponds to removing a RF with a smaller shape among the overlapped RFs to reduce effects to the regressor output. In the other case, the least frequently activated RF is removed among the oldest RFs as indicated by the generation number. Pruning of old or overlapped RFs and adding of new RFs occur during encoding such that regressors maintain the prediction performance of RFs for nonstationary
video sequences. Figure 4.17 shows that the number of RFs saturates after several frames. However, it does not mean that all the RFs are fixed because the locality $l_k$ is updated with the distance matrix learning as discussed in subsection 4.5.4, and pruning and adding RFs happens during encoding.

Here, we summarize the overall procedure of online learning based intra prediction.

**Training procedure:**
1. Decide RFs from training data based on the locality $l_k(x) < l_{\text{gen}}, \forall k$.
2. If training data $x$ activates RFs ($l_k(x) > l_{\text{act}}$), the activated RFs whose center are $x_k$ update $D_k$ as in (4.23) and the number of projections as in subsection 4.5.3.
3. Repeat the procedures 1 and 2 until the number of iterations reaches the maximum.

**Testing procedure:**
1. Prepare input features $x$ from adjacent neighboring pixels as shown in Figure 4.15. For the first row MBs, the extended input features are used as explained in subsection 4.5.5. If there are no available neighboring pixels, corresponding input features are considered as 128.
2. Learning based intra prediction is obtained from the equations (4.8), (4.12) and (4.14) for a given $x$ and RFs $x_k$, and spatial average prediction is calculated from left, left top and top predicted or reconstructed pixels.
3. Decide a prediction method to minimize prediction errors.
4. Perform a 4x4 DCT and quantization to prediction errors and code quantization indexes. The first MB in a frame is partitioned into 4 blocks, and a 2x2 DCT instead of a 4x4 DCT is applied to reconstruct 4 pixels in a block as discussed in subsection 4.5.5.

5. Reconstruct pixels in a MB by adding predicted pixels to reconstructed prediction errors after inverse quantization and inverse 4x4 DCT.

6. Update RFs from input features \(x\) and reconstructed pixels \(\tilde{y}\).

6.1. Do the following procedure from \(k = 1\) to \(#RF\).

6.1(a). Calculate the locality (activity) \(l_k(x)\) in (4.7).

6.1(b). If the locality is smaller than threshold \(l_{act}\), go to 6.1

6.1(c). Update projections and regressions of PLS as in subsection 4.5.3.

6.1(d). Update the distance matrix of a RF \(D_k\) in (4.23).

7. If the maximum activity is smaller than the threshold \(l_{gen}\), create a new RF from input features \(x\).

8. If two RFs overlap too much or the number of RFs reaches the maximum number of RFs, prune a RF as discussed in subsection 4.5.5.

### 4.6 Experimental Results of Online Intra Prediction

In contrast to batch learning based intra prediction, we only use the first frame for training and then test 150 frames of the FOREMAN sequence. After training, the shapes of RFs \(D_k\) in (4.7) which decide relevance of input features are illustrated in Figure 4.14. Prediction Y-PSNR (dB) of online intra prediction at each frame is shown in Figure 4.18. There is only one peak which is different from batch intra prediction in Figure 4.10 since only the first frame is used for training. Table 4.3 shows average Y-PSNR (dB) values of the various sequences. The prediction performance of online learning based intra prediction decreases from the low-motion sequences (NEWS and FOREMAN) to the high-motion sequences (CREW and FOOTBALL). However, the variations of online intra prediction are smaller than those of batch intra prediction as seen from comparing Tables 4.2 and
Figure 4.18: Y-PSNR (dB) of online learning based intra prediction.

Table 4.3: Average Y-PSNR (dB) of intra prediction.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>H.264</th>
<th>Online intra prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEWS</td>
<td>21.79</td>
<td>26.87</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>25.49</td>
<td>27.32</td>
</tr>
<tr>
<td>HARBOUR</td>
<td>21.50</td>
<td>23.92</td>
</tr>
<tr>
<td>CITY</td>
<td>25.79</td>
<td>26.98</td>
</tr>
<tr>
<td>MOBILE</td>
<td>18.12</td>
<td>19.60</td>
</tr>
<tr>
<td>CREW</td>
<td>28.13</td>
<td>28.99</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>24.11</td>
<td>25.24</td>
</tr>
</tbody>
</table>

4.3.

4.7 Conclusion

In this chapter, we proposed new video coding methods for intra prediction using learning methods such as SVR and LWPR to improve the performance of H.264 intra prediction by means of batch and online learning. From experimental results, the performance of intra prediction can be significantly improved by the proposed methods. Even though batch learning can achieve better results than online learning for slow-motion sequences, batch learning requires a lot more time for training than online learning. Furthermore, the more active video sequences, the more training data are required to compensate for the nonstationarity. Conse-
quently, online learning is much more promising for real-time video compression. Future research topics include how to increase learning rate and reduce tuning parameters and complexity of regressors while maintaining the performance for real-time applications.
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5 Summary and Extensions of Contributions

In this dissertation, video coding problems were solved by the optimization and learning methods since the RD optimization problem and intra prediction in video coding are highly related with numerical optimization and regression theory. We presented how to apply optimization and learning methods for video coding problems and showed some possibility to improve the performance of video coding.

5.1 Optimization based Video Coding

We proposed the general framework to solve the RD optimization problem using the primal-dual decomposition and subgradient projection methods. As a result, we derived optimality conditions among the Lagrange multipliers \( \lambda \) with spatial or temporal prediction dependency. Furthermore, we reused the reference software model to solve the dependent optimization problem. Even though this method requires iterations with high complexity, it can be a reference model to improve and to compare the performance of the current RC algorithm. The proposed method can be applied to other video coding problems such as inter-layer or quality-layer bit allocation problems in scalable video coding. We also derived the optimality conditions of the Lagrange multipliers \( \lambda \) for the optimal bit allocation. These conditions can be satisfied by two steps: The Lagrange multipliers of pictures are derived without considering temporal prediction dependency and then temporal dependency is considered to assign different weights to the Lagrange mul-
tipliers among pictures. For the first step, we applied the CM algorithm to adapt $\lambda$ for a given QP. In order to remove iterations of the CM algorithm, the incremental CM algorithm was proposed with similar performance. Even though the performance improvement was very limited from the experimental results, the proposed method is a general solution to derive $\lambda$ for any video coding. The performance improvement is larger for highly compressed video sequences since residual bits are smaller and side bits are larger. Thus, the proposed method will be more useful in future video coding which aims to reduce residuals with increased side bits (complexity). Even though temporal dependency was not adaptively derived in this dissertation, the proposed method will be useful to be combined with temporal prediction dependency.

5.2 Learning based Video Coding

In this work, we first applied the online and batch learning methods for video coding. Even though batch learning based intra prediction improved significantly the performance of intra prediction at the low-motion sequences, it was difficult to apply batch intra prediction for the high-motion sequences. In order to adapt nonstationarity of video sequences, we surveyed online learning methods such as online SVR and accurate online SVR. Because of high correlation of local areas in video sequences, we applied locally weighted learning for online intra prediction with local updates. Furthermore, relevance of input features is decided by stochastic gradient descent learning. As a result, online learning based intra prediction achieved larger improvement than the current H.264 standard in the various sequences. In this dissertation, the proposed method was only applied for intra prediction but it can be extended for inter prediction.
A Appendix

A.1 Derivation of subgradient

A subgradient of $f$ at $x$ is any scalar $g$ that satisfies the inequality $f(y) \geq f(x) + g(y-x), \forall y$. If $f$ is differential and a convex function, the unique subgradient $g$ is $f'(x)$ which is the gradient decent method.

A.1.1 Subgradient of $q_n(\lambda_n, y_n)$

It is reformulated from [6] for the thesis’s notation.

$$q_n(\tilde{\lambda}_n, y_n) = \min_{x_n} \{d(x_n) + \tilde{\lambda}_n(x_n - y_n)\}$$

$$\leq d(\hat{x}_n) + \tilde{\lambda}_n(\hat{x}_n - y_n)$$

$$= d(\hat{x}_n) + \hat{\lambda}_n(\hat{x}_n - y_n) + (\hat{x}_n - y_n)(\tilde{\lambda}_n - \hat{\lambda}_n)$$

$$= q_n(\hat{\lambda}_n, y_n) + (\hat{x}_n - y_n)(\tilde{\lambda}_n - \hat{\lambda}_n), \quad \forall \tilde{\lambda}_n$$

where $\hat{x}_n = \arg\min_{x_n} \{d(x_n) + \hat{\lambda}_n(x_n - y_n)\}$. Thus, the subgradient of $q_n(\lambda_n, y_n)$ at $\hat{\lambda}_n$ is $\hat{x}_n - y_n$. 
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A.1.2 Subgradient of $q_n^*(y_n)$

It is reformulated from [6] for this paper’s notation.

$$q_n^*(y_n) = \max_{\lambda_n \geq 0} q_n(\lambda_n, \tilde{y}_n)$$

$$= \max_{\lambda_n \geq 0} \min_{x_n} \{d(x_n) + \lambda_n(x_n - \tilde{y}_n)\}$$

$$\geq \min_{x_n} \{d(x_n) + \hat{\lambda}_n(x_n - \tilde{y}_n)\}$$

$$= \min_{x_n} \{d(x_n) + \hat{\lambda}_n(x_n - \hat{y}_n) - \hat{\lambda}_n(\tilde{y}_n - \hat{y}_n)\}$$

$$= q_n^*(\hat{y}_n) - \hat{\lambda}_n(\tilde{y}_n - \hat{y}_n), \forall \tilde{y}_n$$

where $\hat{\lambda}_n = \arg \max_{\lambda_n} \min_{x_n} \{d(x_n) + \lambda_n(x_n - \hat{y}_n)\}$. The subgradient of optimal dual function $q_n^*(y)$ at $\hat{y}_n$ is $-\hat{\lambda}_n$. 
A.1.3 Subgradient of $\sum_f Q^*_f(y_f, \hat{y}_{ref}^f)$

$$
\sum_f Q^*_f(\bar{y}_f, \bar{\hat{y}}_{ref}^f) = \sum_f \max_{\lambda_f \geq 0} \min_{s_f} \left\{ D_f(s_f, \bar{y}_{ref}^f) + \lambda_f \left( X_f(s_f, \bar{y}_{ref}^f) - \bar{y}_f \right) \right\}
\geq \sum_f \min_{s_f} \left\{ D_f(s_f, \bar{y}_{ref}^f) + \hat{\lambda}_f \left( X_f(s_f, \bar{y}_{ref}^f) - \bar{y}_f \right) \right\}
= \sum_f \min_{s_f} \left\{ D_f(s_f, \bar{y}_{ref}^f) + \hat{\lambda}_f \left( X_f(s_f, \bar{y}_{ref}^f) - \bar{y}_f \right) - \hat{\lambda}_f (\bar{y}_f - \hat{y}_f) \right\}
+ D_f(s_f, \bar{y}_{ref}^f) - D_f(s_f, \bar{y}_{ref}^f)
+ \hat{\lambda}_f \left( X_f(s_f, \bar{y}_{ref}^f) - X_f(s_f, \bar{y}_{ref}^f) \right) \right\}
= \sum_f \left\{ Q^*_f(\bar{y}_f, \bar{\hat{y}}_{ref}^f) - \hat{\lambda}_f (\bar{y}_f - \hat{y}_f) + \min_{s_f} \left\{ D_f(s_f, \bar{y}_{ref}^f) - D_f(s_f, \bar{y}_{ref}^f) \right\} \right\}
= \sum_f \left\{ Q^*_f(\bar{y}_f, \bar{\hat{y}}_{ref}^f) - \hat{\lambda}_f (\bar{y}_f - \hat{y}_f) + \min_{s_f} \left\{ L_f(s_f, \bar{y}_{ref}^f) - L_f(s_f, \bar{y}_{ref}^f) \right\} \right\}
\geq \sum_f \left\{ Q^*_f(\bar{y}_f, \bar{\hat{y}}_{ref}^f) - \hat{\lambda}_f (\bar{y}_f - \hat{y}_f) + \min_{s_f} \left\{ L_f(s_f, \bar{y}_{ref}^f) - L_f(s_f, \bar{y}_{ref}^f) \right\} \right\}
\geq \sum_f \left\{ Q^*_f(\bar{y}_f, \bar{\hat{y}}_{ref}^f) - \hat{\lambda}_f (\bar{y}_f - \hat{y}_f) + \sum_{i} \min_{s_{r_i}} L'_{f}(s_{f_{r_i}})(\hat{y}_{ref_i}^f - \hat{y}_{ref_i}^f) \right\}
\geq \sum_f \left\{ Q^*_f(\bar{y}_f, \bar{\hat{y}}_{ref}^f) - \hat{\lambda}_f (\bar{y}_f - \hat{y}_f) + \sum_{i} \min_{s_{r_i}} L'_{f}(s_{f_{r_i}})(\hat{y}_{ref_i}^f - \hat{y}_{ref_i}^f) \right\}
$$

where $L_f(s_f, y_{ref}^f) = D_f(s_f, y_{ref}^f) + \lambda_f X_f(s_f y_{ref}^f)$, $y_{ref}^f \in \{ \bar{y}_{ref}^f \bar{\hat{y}}_{ref}^f \}$ and $L'_f(s_{f_{r_i}}(\hat{y}_{ref_i}^f)) = \frac{\partial L_f(s_f, y_{ref}^f)}{\partial y_{ref_i}^f} \bigg|_{y_{ref_i}^f = \hat{y}_{ref_i}^f}$ and $\hat{\lambda}_f = \arg \max_{\lambda_f \geq 0} \min_{s_f} \left\{ D(s_f, \bar{y}_{ref}^f) + \lambda_f \left( X_f(s_f, \bar{y}_{ref}^f) - \bar{y}_f \right) \right\}$ and $R$ is the number of reference frames. In this paper, bits of the reference frames of B picture $y_{ref}^f$ are $y_1$ and $y_F$ and the reference frame bit of P picture is
y_1 from Figure 2.15. Consequently, the following equation is derived

\[
\sum_{f=1}^{F} Q_f^* (\tilde{y}_f, \tilde{y}_{ref}) \\
\geq \sum_{f=1}^{F} Q_f^* (\hat{y}_f, \hat{y}_{ref}) - \left( \hat{\lambda}_F - \sum_{f=2}^{F-1} \min_{s_f} L'_f(s_f, \hat{y}_F) \right) (\tilde{y}_F - \hat{y}_F) \\
- \sum_{f=2}^{F-1} \hat{\lambda}_f (\tilde{y}_f - \hat{y}_f) - \left( \hat{\lambda}_1 - \sum_{f=2}^{F} \min_{s_f} L'_f(s_f, \hat{y}_1) \right) (\tilde{y}_1 - \hat{y}_1)
\]

A.2 Projection onto the feasible constraint set

The equation (2.55) is reformulated as follows:

\[
\min_{y} \frac{1}{2} \| \tilde{y} - y \|_{2}^{2}, \quad s.t. \quad y^T 1 \leq X, \quad y \succeq 0
\]

where 1 is a vector whose elements are 1.

\[
L = \frac{1}{2} (\tilde{y} - y)^T (\tilde{y} - y) + \mu (y^T 1 - X)
\]

\[
\nabla_y L = \tilde{y} - y + \mu 1 = 0, \quad y = \tilde{y} - \mu 1 \tag{A.1}
\]

\[
\frac{\partial L}{\partial \mu} = y^T 1 - X = 0, \quad y^T 1 = X
\]

\[
X = (\tilde{y} - \mu 1)^T 1 = \sum_{n=1}^{N} \tilde{y}_n - \mu N
\]

\[
\mu = \frac{\sum_{n=1}^{N} \tilde{y}_n - X}{N} \tag{A.2}
\]

The algorithm 1 in [76] was derived from the above results: from the complementary slackness condition [14], \( \mu = 0 \) if \( \sum_n \tilde{y}_n < X \) where \( \tilde{y} = y \) from (A.1) or \( \mu = 0 \) from (A.2) if \( \sum_n \tilde{y}_n = X \). Thus, \( \mu = 0 \) if \( \sum_n \tilde{y}_n \leq X \) and then \( y = \tilde{y} \) from (A.1). If \( \mu > 0 \), \( \sum_n y_n = X \) and \( y = \tilde{y} - \mu 1 \geq 0 \).
The algorithm 1 is summarized as follows: $S = \{1, \ldots, N\}$

$$S = \{1, \ldots, N\}$$

if $\sum_{n=1}^{N} \tilde{y}_n \leq X,$

$$y = \tilde{y}$$

else

$$\mu = \frac{\sum_{n=1}^{N} \tilde{y}_n - X}{N} : L1$$

if $\tilde{y}_n \geq \mu$ where $n \in S$, then $y_n = \tilde{y}_n - \mu$

else $N = N - 1$, $y_n = \tilde{y}_n$, $\{S\} = \{S\} - \{n\}$, go to $L1$
A.3 Classification-Maximization

Classification-step:

\[ M^* = \min_M \sum_{n=1}^{N} d_n(m_n) + \lambda x_n(m_n) \quad (A.3) \]

\[ = \min_M \sum_{n=1}^{N} \beta_{ML} d_n(m_n) + \alpha_{ML} x_n(m_n), \quad \text{where } \lambda = \frac{\alpha_{ML}}{\beta_{ML}} \text{ and } \alpha_{ML}, \beta_{ML} > 0 \]

\[ = \max_M \sum_{n=1}^{N} -\beta_{ML} d_n(m_n) - \alpha_{ML} x_n(m_n) \quad (A.4) \]

\[ = \max_M \prod_{n=1}^{N} e^{-\beta_{ML} d_n(m_n) - \alpha_{ML} x_n(m_n)} \]

\[ = \max_M \prod_{n=1}^{N} \left\{ \left( \frac{\beta_{ML}}{\pi} \right)^{\frac{1}{2}} e^{-\beta_{ML} d_n(m_n)} \right\} \left\{ \alpha_{ML} e^{-\alpha_{ML} x_n(m_n)} \right\} \]

\[ = \max_M \prod_{n=1}^{N} \left\{ \left( \frac{\beta_{ML}}{\pi} \right)^{\frac{1}{2}} e^{-\beta_{ML} \{y_n-\hat{y}_n(m_n)\}^T \{y_n-\hat{y}_n(m_n)\}} \right\} \left\{ \alpha_{ML} e^{-\alpha_{ML} x_n(m_n)} \right\} \]

\[ = \max_M \prod_{n=1}^{N} P(y_n|m_n, \beta_{ML}, y_{ref}, QP) P(x_n|m_n, \alpha_{ML}, y_{ref}, QP) \quad (A.5) \]

\[ = \max_M \prod_{n=1}^{N} P(y_n, x_n|m_n, \beta_{ML}, \alpha_{ML}, y_{ref}, QP) \]

\[ = \max_M \prod_{n=1}^{N} \frac{P(y_n, x_n|m_n, \beta_{ML}, \alpha_{ML}, y_{ref}, QP) P(m_n|\beta_{ML}, \alpha_{ML}, y_{ref}, QP)}{P(y_n, x_n|\beta_{ML}, \alpha_{ML}, y_{ref}, QP)} \quad (A.6) \]

\[ = \max_M \prod_{n=1}^{N} P(m_n|y_n, x_n, \beta_{ML}, \alpha_{ML}, y_{ref}, QP) \quad (A.7) \]

\[ \approx \max_m \int \prod_{n} P(m_n|y_n, x_n, \beta, \alpha, y_{ref}, QP) P(\beta, \alpha|y_n, x_n, y_{ref}, QP) d\alpha d\beta \quad (A.8) \]
Maximization-step for luma:

\[ \alpha_{ML}, \beta_{ML} = \arg \max_{\alpha, \beta} \prod_{n=1}^{N} P(y_n, x_n | m_n^*, \beta, \alpha, y_{ref}, QP) \]  
\[ = \arg \max_{\alpha, \beta} \sum_{n=1}^{N} \log P(y_n, x_n | m_n^*, \beta, \alpha, y_{ref}, QP) \]  
\[ = \arg \max_{\alpha, \beta} \sum_{n=1}^{N} \frac{1}{2} \log \beta - \beta d_n(m_n^*) + \log \alpha - \alpha x_n(m_n^*) \]  
\[ \alpha_{ML} = \frac{N}{\sum_{n=1}^{N} x_n(m_n^*)}, \quad \frac{1}{\beta_{ML}} = \frac{2 \sum_{n=1}^{N} d_n(m_n^*)}{N} \]  
\[ \lambda = \frac{\alpha_{ML}}{\beta_{ML}} = \frac{2 \sum_{n=1}^{N} d_n(m_n^*)}{N} \]  
\[ \beta_{ML} = \frac{\sum_{n=1}^{N} x_n(m_n^*)}{\sum_{n=1}^{N} x_n(m_n^*)} \]  
\[ \alpha_{ML} = \frac{N}{\sum_{n=1}^{N} x_n(m_n^*)}, \quad \frac{1}{\beta_{ML}} = \frac{2 \sum_{n=1}^{N} d_n(m_n^*)}{N} - 2w_0 \]  
\[ \lambda = \frac{\alpha_{ML}}{\beta_{ML}} = \frac{2 \sum_{n=1}^{N} d_n(m_n^*)}{\sum_{n=1}^{N} x_n(m_n^*)} - 2w_0 \frac{N}{\sum_{n=1}^{N} x_n(m_n^*)} = 2w_1 \]  

where

\[ w_0 = \frac{\sum_{n=1}^{N} d_n(m_n^*) - w_1 \sum_{n=1}^{N} x_n(m_n^*)}{N} \]  
\[ w_1 = \frac{N \sum_{n=1}^{N} d_n(m_n^*) x_n(m_n^*) - \sum_{n=1}^{N} x_n(m_n^*) \sum_{n=1}^{N} d_n(m_n^*)}{N \sum_{n=1}^{N} x_n^2(m_n^*) - \left( \sum_{n=1}^{N} x_n(m_n^*) \right)^2} \]

In (A.5), N is the number of MBs in a picture and two constants \( \alpha_{ML} \) and \( \left( \frac{\beta_{ML}}{\pi} \right)^2 \) are scaling factors for normalization of the Gaussian and Exponential distribution. In (A.6), a uniform prior and a normalization factor are multiplied for the posterior distribution (A.7). In (A.10), we maximize the log likelihood function with respect to \( \alpha \) and \( \beta \) and their solution are shown in (A.11). In the M-step for chroma, we can subtract an intercept \( w_0 \) at the RD optimization since subtraction of a constant term does not change solutions. The log likelihood function without constant terms
is described in (A.12). \( \lambda \) is 2 times slope \( w_1 \) in (A.13) where \( w_0 \) and \( w_1 \) are the least squares solution of 
\[ d_n(m_n^*) = w_1 x_n(m_n^*) + w_0, \quad n = 1, \ldots, N. \]

### A.4 Optimal Solution of Partial Least Squares

\[
\begin{align*}
\max_u & \quad \text{cov}(Xu, Wy), \quad s.t. \ u^T u = 1 \\
L & = 2(Xu)^T Wy + \lambda (1 - u^T u) \\
\nabla_u L & = 2X^T Wy - 2\lambda u = 0 \\
\lambda & = u^T X^T Wy \\
u^T X^T Wy u & = X^T Wy, \quad (u^T = y^T W^T X) \quad (A.14) \\
u & = \frac{X^T Wy}{y^T W^T XX^T Wy}
\end{align*}
\]

The equation (A.14) is derived with assumption \((Wy)^T Wy = 1\) and \(Xu = Wy\) as in [73], that is, \((Wy)^T Xu = 1 = u^T u\).

### A.5 Deflation of input features for orthogonal projections with respect to \( W \)

\[
\begin{align*}
X_r & = X_{r-1} - z_r p_r^T \\
z_{r+1} & = X_r u_{r+1} = (X_{r-1} - z_r p_r^T) u_{r+1} \\
z_r^T W z_{r+1} & = (z_r^T WX_{r-1} - z_r^T W z_r p_r^T) u_{r+1} = 0 \\
p_r & = \frac{X_{r-1}^T W z_r}{z_r^T W z_r}
\end{align*}
\]
A.6 Stochastic Meta Descent

We derive the equations (4.24) and (4.25) based on [75].

\[
\log \eta^{r+1} = \log \eta^r - \mu \sum_{i=0}^{r} \tau^i \frac{\partial J(M^{r+1})}{\partial \log \eta^{-i}} \\
= \log \eta^r - \mu \frac{\partial J(M^{r+1})}{\partial \log \eta^{-1}} \cdot \nu^{r+1}, \quad \left( \nu^{r+1} = \sum_{i=0}^{r} \tau^i \frac{\partial M^{r+1}}{\partial \log \eta^{-i}} \right) \\
\eta^{r+1} = \eta^r \cdot \exp \left(- \mu \frac{\partial J(M^{r+1})}{\partial \log \eta^{-1}} \cdot \nu^{r+1} \right) \\
\approx \eta^r \cdot \max\left( \frac{1}{2}, 1 - \mu \frac{\partial J(M^{r+1})}{\partial \log \eta^{-1}} \cdot \nu^{r+1} \right) \quad (A.16)
\]

In (A.15), step sizes are adapted in log-space and bi-linearization \( e^x \approx \max(\frac{1}{2}, 1+x) \) is applied in (A.16).

\[
\nu^{r+1} = \sum_{i=0}^{r} \tau^i \frac{\partial M^{r+1}}{\partial \log \eta^{-i}} \\
= \sum_{i=0}^{r} \tau^i \frac{\partial M^r}{\partial \log \eta^{-i}} - \sum_{i=0}^{r} \tau^i \frac{\partial \log \eta^{-i}}{\partial \log \eta^{-i}} \left( \eta^r \cdot \frac{\partial J(M^r)}{\partial M} \right) \\
\approx \tau \nu^r - \eta^r \cdot \left( \frac{\partial J(M^r)}{\partial M} + \tau \frac{\partial^2 J(M^r)}{\partial^2 M} \cdot \nu^r \right) \quad (A.17)
\]

where

\[
M^{r+1} = M^r - \eta^r \cdot \frac{\partial J(M^r)}{\partial M}, \quad v^r = \sum_{i=1}^{r} \tau^{i-1} \frac{\partial M^r}{\partial \log \eta^{-i}} \\
\sum_{i=0}^{r} \tau^i \frac{\partial M^r}{\partial \log \eta^{-i}} = \tau \sum_{i=1}^{r} \tau^{i-1} \frac{\partial M^r}{\partial \log \eta^{-i}} + \frac{\partial M^r}{\partial \log \eta^r} = \tau \nu^r \quad (A.18)
\]

The equation (A.17) is derived with assumption \( \sum_{i=1}^{r} \tau^i \frac{\partial \log \eta^r}{\partial \log \eta^{-i}} = 0 \) and the equation (A.18) results from \( \frac{\partial M^r}{\partial \log \eta^r} = 0 \).
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