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Abstract

The preschool years represent a time of expansive psychological growth, with the initial expression of many psychological abilities that will continue to be refined into young adulthood. Likewise, brain development during this age is characterized by its “blossoming” nature, showing some of its most dynamic and elaborative anatomical and physiological changes. In this article, we review human brain development during the preschool years, sampling scientific evidence from a variety of sources. First, we cover neurobiological foundations of early postnatal development, explaining some of the primary mechanisms seen at a larger scale within neuroimaging studies. Next, we review evidence from both structural and functional imaging studies, which now accounts for a large portion of our current understanding of typical brain development. Within anatomical imaging, we focus on studies of developing brain morphology and tissue properties, including diffusivity of white matter fiber tracts. We also present new data on changes during the preschool years in cortical area, thickness, and volume. Physiological brain development is then reviewed, touching on influential results from several different functional imaging and recording modalities in the preschool and early school-age years, including positron emission tomography (PET), electroencephalography (EEG) and event-related potentials (ERP), functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG), and near-infrared spectroscopy (NIRS). Here, more space is devoted to explaining some of the key methodological factors that are required for interpretation. We end with a section on multimodal and multidimensional imaging approaches, which we believe will be critical for increasing our understanding of brain development and its relationship to cognitive and behavioral growth in the preschool years and beyond.

Introduction

Just as the preschool years represent a time of great cognitive and behavioral growth, with the emergence in early form of many quintessentially human psychological abilities, they likewise constitute a period of “blossoming” within the brain, during which anatomical and physiological substrates show some of their most dynamic and elaborative developmental changes. Here, we present a review of human brain development during the preschool years that we hope will be particularly informative for readers interested in a pediatric neuropsychological perspective. Although a comprehensive review of all relevant research is
beyond the scope of our current purpose, we have nevertheless sought to present a wide range of evidence gathered from a variety of research methods that are relevant to an understanding of preschool brain development, including both seminal older work and important new findings from cellular to systems levels. While wider than deep, hopefully this approach will be useful in conveying some of the major progress, prospects, and remaining questions within this still growing scientific area. Our goal is to inform the reader about the growing, working preschool brain within a broad developmental context.

The organization of this article will be first to cover the early postnatal neurobiological foundations of human brain growth, explaining some of the primary cellular mechanisms that underlie what will subsequently be presented at a larger scale within imaging studies. Next, we review noninvasive structural and functional neuroimaging research, which has significantly augmented scientific knowledge derived from postmortem studies and forms the bulk of our current understanding of human brain development. Within the anatomical imaging section, we focus on studies of brain morphology and tissue properties, including diffusion imaging of the developing cerebral white matter fiber tracts. We also present new data on changes during the preschool years in cortical area, thickness, and volume provided by the multisite Pediatric Imaging, Neurocognition, and Genetics (PING) study. Physiological brain development in young children is then reviewed, touching on influential results that have come from several different functional imaging and recording modalities, including positron emission tomography (PET), resting and event-related electroencephalography (EEG/ERP), resting and event-related functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG), and near-infrared spectroscopy (NIRS). Since measures of brain activity are more dynamic and more dependent on immediate contextual factors than anatomical imaging measures (such as cortical thickness or hippocampal volume), we devote more space in this section to explaining some of the principal experimental and methodological factors that are required for interpretation. Before summary and conclusions, we end with a section on multimodal and multidimensional imaging approaches, which we believe will be particularly important for increasing our understanding of brain development and its relationship to cognitive and behavioral growth in the preschool years and beyond.

Early Postnatal Neurobiological Development

Though many brain patterning processes are complete at birth, the human brain exhibits further dramatic biological development during the preschool years, and roughly quadruples in weight before the age of six (Dobbing and Sands, 1973); when it has acquired approximately 90% of its adult volume (Courchesne et al., 2000; Iwasaki et al., 1997; Kennedy et al., 2002; Kennedy and Dehay, 2001; Lenroot and Giedd, 2006; Paus et al., 2001; Reiss et al., 1996). *In vivo* brain imaging of infants and young children has provided much new information about the nature and timing of alterations that attend this exuberant period of brain growth, but the specific biological processes that give rise to the imaging effects remain obscure. Basic neurodevelopmental research has added much to our knowledge of postnatal brain development, but importantly, estimates of the extent and time course of human developmental processes generally rely upon extrapolation from data acquired in other species, often rodents, and from very limited human postmortem material. Unfortunately, the result is much remaining uncertainty about the scale and temporal extent of cell proliferation, migration, differentiation, and regression, and about the relationship of these processes to each other, during the human postnatal period.

Progressive and regressive processes in postnatal brain development

The production and migration of neurons are largely prenatal events, however neurogenesis continues to a very limited degree in the subventricular zone, where new neurons continue to
emerge and migrate to the olfactory bulb, and in the dentate gyrus of the hippocampus, where they migrate a short distance from the subgranular to the granular layer. These exceptional forms of neurogenesis appear to continue throughout adult life but produce only a small percentage of the neuronal population. In contrast, proliferation and migration of glial progenitors is particularly exuberant during the immediate postnatal and preschool years, and continues for a protracted period as oligodendrocytes and astrocytes differentiate; in fact, glial progenitors (particularly oligodendrocyte progenitor cells, or OPCs) persist indefinitely in the adult brain in a wide anatomical distribution, and can differentiate in response to injury. Glial progenitors mostly proliferate in the forebrain subventricular zone and migrate radially and laterally into the overlying white matter and cortex, striatum, and hippocampus, where they differentiate into oligodendrocytes and astrocytes. Unlike neural progenitors, glial progenitors continue to proliferate as they migrate (Cayre et al., 2009).

Upon reaching their destinations, many OPCs begin to differentiate by extending processes and up-regulating myelin protein expression. The new processes then begin to form membrane wraps around nearby axons. Eventually the oligodendrocytes form tightly wrapped multi-layered sheaths from which most of the cytoplasm has been extruded. The best understood functional consequence of myelination is the effect on axonal conduction velocity; however, functional interactions between oligodendrocytes and neurons appear to extend far beyond the effects of the electrically insulating sheath. Oligodendrocytes synthesize a number of trophic factors that appear to contribute to the maintenance of axonal integrity and neuronal survival, and neuron-oligodendrocyte interactions have been shown to influence neuronal size and axon diameter (McTigue and Tripathi, 2008). An intriguing new line of evidence also suggests that a subset of the OPCs dispersed throughout the brain form excitatory and inhibitory connections with neurons, and thus may contribute actively and directly to neural signaling (Lin and Bergles, 2004).

In summary, proliferation and migration of glial precursors and differentiation of astrocytes and oligodendrocytes are largely postnatal processes. While there is little doubt that these processes play a critical role in the functional maturation of developing neural circuits, the full scope of their impact on neural dynamics may be much greater than was previously appreciated. Ongoing research continues to uncover additional molecular interactions between neurons, oligodendrocytes, and astrocytes. The existence of these interactions implies that the late maturation of glial populations during the preschool years probably has widespread functional implications.

Brain development is characterized by early overproduction of neurons and glial cells, neural processes, and synapses. Although programmed loss of neurons has its peak during prenatal life, apoptosis in glial cell populations has a time course corresponding to the protracted postnatal time course of differentiation from glial precursors. During the period of initial myelination, many excess oligodendrocytes undergo apoptosis within a few days after differentiating, and there is evidence that this process depends on signals from nearby axons, such that the number of surviving oligodendrocytes matches the local axonal surface area (see (McTigue and Tripathi, 2008), for review).

Much of the regressive remodeling that occurs in postnatal brain involves elimination or pruning of neuronal processes, i.e., axonal and dendritic processes, spines, and synapses. Studies of monkeys and humans reveal early excess connections throughout distributed brain regions in the early postnatal period (Bourgeois et al., 1994; Bourgeois and Rakic, 1993; Huttenlocher and Dabholkar, 1997; Huttenlocher and de Courten, 1987; Zecevic et al., 1989). Exuberant connectivity has been documented in several pathways, and is especially well described in the corpus callosum, but there is also work showing early excess connectivity in thalamocortical pathways, corticospinal tract, and pathways linking the...
temporal lobe and the limbic system (Innocenti and Price, 2005; Stanfield and O’Leary, 1985; Stanfield et al., 1982). Pruning of excess connectivity is still not fully understood, but factors such as competition for neurotrophic factors and the presence or absence of afferent input have been implicated in this process. Recent studies using video microscopy have begun to record the processes of growth and pruning at a microscopic level. These studies suggest that as axons seek their targets they continuously sample the surrounding space, forming and retracting synaptic connections dynamically (Hua and Smith, 2004).

Structural Brain Development

Imaging studies of brain morphology

MRI reveals dramatic changes in the tissues of the developing brain during the postnatal brain growth spurt. These MRI signal changes reflect alterations in tissue chemistry that are presumed to mark the proliferation of oligodendrocytes and deposition of myelin, and they reveal much about the timing and anatomical distribution of these processes (Barkovich, 2000, 2005). The visual appearance of the brain on MR images changes appreciably over the first 2 to 3 years of life, mirroring an orderly pattern of myelination in white matter regions. In general, MR signal changes associated with myelination appear earlier in sensorimotor pathways and commissural tracts, later in other ascending pathways of the corona radiata, and latest in cortico-cortical association tracts. However, across different neural systems there is temporal overlap of these patterns, and early conventional MR studies lacked the anatomical specificity to map the pattern of myelination precisely. The first MR morphometry studies comparing gray matter morphology in children and adults revealed that gray matter volumes estimated using these methods, both in the cerebral cortex and in subcortical nuclei, are considerably larger in school-aged children than in young adults (Jernigan and Tallal, 1990; Jernigan et al., 1991; Pfefferbaum et al., 1994). These early studies suggested that tissue alterations related to brain maturation might be much more protracted during childhood than was generally supposed, and that some of these alterations might be regressive; that is, they might involve tissue loss. These findings were confirmed and extended by later studies (see Toga et al., 2006 for a review), but the underlying tissue alterations remain a matter of speculation. MRI measurements of volume of the cranial vault increase dramatically with age after birth but very little after the first decade. However, the MRI results suggest that throughout childhood and adolescence effects of waning progressive changes, associated with continuing maturation of glial populations and neurotrophic effects, are opposed by concurrent regressive changes, perhaps in part associated with “pruning” of neuronal processes. These observations are consistent with ample histological evidence for ongoing myelination across this period (Yakovlev and Lecours, 1967), and more limited, but persuasive, evidence for reduction of synaptic density in cortex during childhood, but it remains unclear to what extent these factors, and perhaps others, contribute to the changing morphology observed with MRI.

Recent MR morphometry studies have provided more anatomical detail by employing mapping methods for visualizing the pattern of age-related change across the late childhood range (Giedd et al., 1996b; Sowell et al., 1999a; Sowell et al., 1999b; Sowell et al., 2002). Studies of developing children describe the protracted course of postnatal white matter growth and establish that the volume of tissue with the MR signal characteristics of “gray matter” declines concurrently in locations throughout the brain, e.g., in cerebral cortex and deep nuclei. The most detailed studies, employing both high-resolution mapping techniques and longitudinal assessments (Gogtay et al., 2004; Sowell et al., 2004) have revealed a modal pattern of childhood and adolescent change in the cerebral cortex and some studies have suggested not only widespread, regionally specific, apparent cortical thinning, but more limited areas of cortical thickening as well. One challenge in interpreting these early studies is the differentiation of change in surface area versus cortical thickness, especially
across the first decade of life, as this distinction is difficult from a computational point of view, and the relationship between surface and thickness change may be nonmonotonic during the preschool years. On average, however, it appeared from early studies that cortical thinning occurred first in primary sensory-motor cortex and then progressed into secondary, then multimodal, and then supramodal cortical areas throughout childhood and adolescence. A recent study (Østby et al., 2009) confirmed these observations in a large cross-sectional sample and provided concurrent estimates of cortical surface area and cortical thickness. This is an important contribution since studies of cortical volume conflate these factors, and no previous studies had addressed whether the changes in cortical thickness are accompanied by alterations of surface area as well. Østby et al. (2009) report that between the ages of 8 and 30 years more modest decreases in cortical surface area accompany the dramatic decreases in cortical thickness; but unfortunately this study provided no information about the preschool period.

An important issue germane to the interpretation of these effects is their relationship to myelination. At the most basic level, cortical “thinning” could simply reflect increased myelination in the white matter tracts coursing within and near the deepest layer of cortex. In other words the “gray” signal of the unmyelinated fibers could simply be becoming more “white” as myelin is deposited. This is clearly a part of what is measured as cortical thinning with morphometry, especially in preschool aged children. However, there is evidence that true regressive changes also occur in some structures – probably due to loss or simplification of neuronal processes (dendrites and/or axons). This can be inferred from the fact that the progressive changes that would be expected to result from continuing myelination do not seem to increase cranial volume in late childhood (as though they were opposed by some regressive factor); and from the fact that there are modest but significant CSF volume increases adjacent to the cortical surface and in the ventricular system over this age-range, as might be expected, ex vacuo, in the wake of the loss of neural elements in the adjacent tissues (Jernigan et al., 1991; Sowell et al., 2002).

Using volume-mapping methods, Sowell et al. (2004) reported similarities in the patterns of brain growth and cortical density reductions and interpreted this as evidence that local cortical thinning might bear a direct relationship to myelination of nearby fiber tracts; but the nature of this relationship remains unclear. It is possible that functional changes resulting from maturation of fiber tracts stimulate cortical thinning (or thickening), or, conversely, that increasing activity due to intrinsic cortical maturation stimulates myelination of the axons in the maturing network. Neuron-glia signaling mechanisms that mediate effects of action potentials on oligodendrocyte differentiation and myelination have been reported (see Fields and Burnstock, 2006 for review). However, again, the interactions among these factors in developing brain tissues of young children are still poorly understood. In summary, early MR morphometry studies reveal a complex pattern of development in brain structure during childhood and hint that ongoing maturation of fiber tracts probably plays a key role. Only recently, however, has it been possible to examine the maturation of fiber tracts directly, using diffusion tensor imaging (DTI) (Basser et al., 1994; Mori and van Zijl, 1995).

**Diffusion imaging of fiber tract development**

Diffusion imaging measures the diffusion of water molecules through the tissue. A common use of diffusion imaging involves fitting, for each voxel, a tensor that estimates proton diffusion (movement) along each of the principal axes. Tensors from free water voxels exhibit high, isotropic, diffusion values; i.e., protons diffuse freely in all directions. Diffusion in gray matter is lower but also relatively isotropic. However, in voxels that contain fiber bundles, the diffusion is higher along the long axis of the fibers. This phenomenon is measured as an index of anisotropy, usually as fractional anisotropy (FA).
has been shown that proton diffusion in the cerebral white matter of human newborns is high, and exhibits low anisotropy (Hermoye et al., 2006). As the fiber tracts mature, and myelination proceeds, diffusion declines, and anisotropy increases. By examining the change in detail, i.e., by measuring the three tensor eigenvalues, it has been shown that developmental increase in FA often reflects a decrease in all three diffusivities, which is, however, less acute for the principal eigenvalue (i.e., in diffusion along the long axis of the tracts). The interpretation (Suzuki et al., 2003) is that unrestricted water in extra-axonal space declines, resulting in decreased tissue diffusivity overall, while diffusion within and/or along the membranes of the axons remains relatively constant or increases. The denser packing of axons that results from myelination and growth of axonal diameter is likely to reduce diffusion by decreasing extra-axonal water. Whether and how alterations of fiber morphology or intra-axonal diffusion contribute to changing tensor values is unknown. Nevertheless, there is growing evidence that alterations reflected in and measurable with diffusion imaging continue throughout childhood and adolescence (Barnea-Goraly et al., 2005; Schneider et al., 2004; Snook et al., 2005). The pattern of FA increases, for example, suggests that FA reaches asymptote earliest in long projection, then commissural, and finally association fibers, the latter continuing to exhibit age-related FA increases well into adulthood (see Cascio et al., 2007; Huppi and Dubois, 2006; Mukherjee and McKinstry, 2006 for reviews). Lebel et al. (2009; Lebel et al., 2008) reported diffusion imaging results in a large group of typically developing children and young adults. Robust increases in FA across the age-range from 5–12 years were observed within fiber tracts defined with manual and semi-automated tractography. This study revealed the rapid change in FA in young school-aged children and also demonstrated that different tracts varied in the pace with which adult values of FA are approached. This group recently reported individual trajectories of tract FA obtained with repeated imaging of school-aged children (Lebel and Beaulieu, 2011). These data clearly demonstrated that over 2 to 4 years substantial increases in FA occurred within individual children, and they also highlighted wide individual differences in the pace of these changes. Again, however, these studies provide little information about the pattern of change during the earlier preschool age-range.

In summary, in vivo brain imaging is opening a window on continuing brain development during infancy and early childhood. However, few studies have focused on the important preschool years, due to the difficulty of imaging young, unsedated children. Ironically, the ability to image sleeping infants under one year of age has led to some information from imaging about this perinatal period, but leaves a substantial gap in the evidence for the preschool period. Studies of older children combined with those of infants point strongly to the presence of highly dynamic biological change in brain tissues, with a complex regional pattern, in the preschool period. Fortunately, imaging techniques are maturing, and are becoming more robust to motion in the scanner. These improvements, combined with better validation studies establishing the biological significance of MR signals, promise to reveal more about the relationship between alterations observed in developing children on MRI and the molecular and microstructural events described above.

**Annualized cortical changes from the Pediatric Imaging, Neurocognition, and Genetics (PING) Study**

Although the preschool years are still under-characterized in brain imaging research, recent advances are making it increasingly feasible for scientists to look at brain development within this important age range and make meaningful comparison to other periods across development. One recent effort is the Pediatric Imaging, Neurocognition and Genetics (PING) Study, funded by the National Institute on Drug Abuse and the National Institute of Child Health and Human Development to establish a large-scale, multisite, multimodal brain imaging, genetics, and behavioral database on approximately 1400 typically developing
individuals between 3 and 20 years old. Several aspects of the PING study promise to set it apart in addressing questions about the developmental trajectories of human brain maturation from preschool into young adulthood. Imaging data can vary significantly between scanners, even from the same model by the same manufacturer, and quality can drift over time within scanners. This leads to large differences across scanners in image contrast, field homogeneity, artifacts, and spatial distortions depending on where and when the data were collected (Holland et al., 2010). Through PING, recently developed technology is applied specifically to address these problems. First, a standardized multimodal image acquisition protocol is used, and correction and normalization is applied to remove remaining distortion and scanner effects. This allows MRI-derived biomarkers to be directly compared across individuals, even when their data are obtained in different cities on different scanners. Secondly, the PING Study approach allows for data from across different imaging modalities (e.g., T1-weighted, T2-weighted, diffusion-weighted, functional imaging) to be fully integrated into a shared analytic space by the use of sophisticated new nonlinear image registration and alignment methods (Holland and Dale, 2011). These advances provide an unprecedented degree of precision in making comparisons across different types of brain measures, such as relating levels of brain activity to the growth and tissue property changes of white matter fiber tracts within adjacent regions. Thirdly, the PING post-processing protocol takes advantage of an automated, probabilistic atlas-based method for characterizing white matter development, which avoids the subjectivity of commonly used manual tractography techniques (Hagler et al., 2009). Finally, PING employs prospective head motion correction, which is particularly useful when collecting data with young and clinical subject populations, significantly reducing lost data and artifacts from subject motion, improving the reliability of automated morphological measures, and increasing the clinical diagnostic utility of scans (Brown et al., 2010; Kuperman et al., 2011; White et al., 2010a).

This collection of developmentally targeted imaging advances is already beginning to provide a more complete view of the brain within the preschool years and beyond, augmenting previous work with both new information and greater details. From data collected for the PING project so far, some of the most dramatic developmental changes are evident in the morphological characteristics of the cerebral cortex as children develop from preschool ages into early school age (Brown et al., 2012). Annualized rate of change, a measure of the age-varying developmental slope across a one-year age band, can be calculated at every point across the brain surface and displayed as a map of changing characteristics for different features, such as cortical surface area, thickness, and volume. As Figure 1 shows, there is significant expansion of cortical surface area during preschool ages, extending into the early school years. By age 4, the greatest changes in area are occurring within higher order cortical regions such as prefrontal cortex and temporal association areas, still increasing but to a lesser extent are areas within primary sensory (visual, auditory) and sensorimotor cortex bilaterally. In a change of direction, by the age of 10 some cortical regions begin to show decreases in area, especially within occipital and superior parietal lobes. By about the age of 20, essentially the entire cortex shows decreases in area, which continue through adulthood.

In stark contrast to cortical area, cortical thickness shows no developmental increases during the preschool period and, in fact, decreases throughout the cortex all the way into young adulthood (Figure 2). Between the ages of 4 and 6, cortical thickness decreases the most within medial and polar occipital and prefrontal regions, as well as within parietal cortex, declining by about two percent each year. At these ages, the remainder of the cortical surface shows an annual decrease in thickness of about one percent, which continues all the way to age 20 (and likely beyond). Although many previous imaging studies have characterized developmental changes in the volume of cortical gray matter (Caviness et al.,
1996; Courchesne et al., 2000; Giedd et al., 1996a; Jernigan and Tallal, 1990; Jernigan et al., 1991; Sullivan et al., 2011), the results shown here demonstrate how it is informative to deconstruct volume into thickness and area, since they have quite different developmental trajectories overall and within different cortical regions (see also Sowell et al., 2004). These findings are consistent with what is known about the separate neurobiological origins of cortical area and thickness, as well as recent evidence for their distinct genetic influences (Panizzon et al., 2009). For all of these reasons, cortical area and thickness may also relate to cognitive and behavioral development in different ways.

Annualized changes in cortical volume during the preschool years represent development of the product of surface area and thickness, and these reveal striking regional variation even within the same age (Figure 3). At age four, for example, some regions of the cortex are notably decreasing in volume while others are strongly increasing. Here, the greatest differences are evident within most of the occipital lobe, primary somatosensory areas of the parietal lobe, and medial and lateral aspects of the frontal pole, all of which show declining volume in contrast to increasing volume within temporal and frontal lobes, particularly inferior temporal regions and dorsal motor and premotor portions of frontal cortex. Interestingly, the anterior temporal lobes bilaterally are some of the last cortical regions to shift from increasing to decreasing volume with maturation. Consistent with the theme of dramatic architectural “blossoming” in the brain within the preschool years, changes in cortical volume show an early period of striking, widespread expansion that eventually gives way to selective reductions across the cortex by around the ages of puberty.

**Functional Brain Development**

The complex cascade of neuroanatomical changes in the preschool years is paralleled by concomitant changes in the dynamic physiological activity of the brain. Along with advances in structural imaging have come new tools and strategies for measuring brain activity in young children noninvasively. Using a variety of functional brain imaging and recording technologies, some in use for decades and some very new, we are still learning much about the growing, working brain during the preschool years. In this section, we present a very selective review of studies of functional brain development, introducing the reader to several of the primary methods that have been used most successfully for studying the working brain during the early childhood years.

**Positron emission tomography**

Positron emission tomography (PET) is an imaging modality that is used to measure chemical and physiological activity in a variety of body organs and has been applied to the study of child brain function down through neonatal ages (Phelps and Mazziotta, 1985). This technique uses radiotracers injected into the bloodstream that contain positron-emitting isotopes, which can be detected with a ring of sensors and used to quantify blood flow or metabolic rates for specific elements or compounds associated with localized changes in brain activity. PET can also be used to track the synthesis of specific proteins or the uptake and binding of neurotransmitters. Since glucose and oxygen are fundamental to meeting the energy demands of the brain, many PET studies of early development have measured age changes and differences in these substrates. Local cerebral metabolic rates for glucose (ICMRGlc) undergo dramatic maturational changes in most parts of the brain, particularly in the cerebral cortex, and these changes continue over a protracted period (Chugani and Phelps, 1991; Chugani et al., 1987). At birth, whole brain glucose metabolism rates are about 30% lower than adult rates but rapidly increase to adult levels by about the second year of life. These increases in ICMRGlc continue through the preschool ages, exceed adult levels by about the age of three, and plateau from about four to nine years old. At their peak, glucose metabolic rates are highest within the cerebral cortex, where they are twice the value
of adult rates. In phylogenetically older structures, such as the brainstem and cerebellum, 1CMRGlc does not exceed adult values and appears to be relatively metabolically mature at birth. Other subcortical structures, such as the thalamus and basal ganglia, show intermediate increases in glucose metabolic rates over adult values, suggesting a hierarchical ordering of energy demands. This hierarchy, shifting from phylogenetically older to newer structures, corresponds to early aspects of behavioral development, which is dominated at birth by primitive reflexes and gradually shows the exertion of greater cortical control. At around the ages of eight to 10, 1CMRGlc begins to decline and comes to resemble adult levels by about 16 to 18 years of age.

The maturational curve shown by changing rates of glucose (and oxygen) metabolism in the brain is postulated to be directly linked to a similar trajectory for specific neuroanatomical events. As detailed above, structural brain development is characterized by periods of both progressive overproduction and subsequent regressive elimination. These processes, which are integral to the functional specialization of neocortical areas, involve components of individual neurons, such as their dendritic arborization and synaptic contact patterns, and affect multi-cell circuits and systems of neuronal networks. Based on the developmental trajectories of synaptic proliferation and elimination, as well as on clinical observations of behavioral plasticity in children with brain damage, Chugani and colleagues have proposed that early increasing 1CMRGlc rates are directly related to the period of rapid overproduction of synapses and nerve terminals thought to occur within a similar timeframe. The plateau period during which glucose metabolic rates far exceed adult levels is thought to be caused by the transient increased cerebral energy demand from this overly elaborated connectivity. Likewise, the developmental decline in metabolic rates is hypothesized to correspond to the later period of selective elimination (i.e., activity-dependent “withering”) of many of these connections, marking a time when plasticity seems to be notably diminished. Chugani and colleagues have tested and found support for these hypotheses in developmental studies with nonhuman animals (Chugani et al., 1991).

**Electroencephalography**

Electroencephalography (EEG) methods have been used with humans for nearly 100 years and have been applied to the study of normal childhood brain activity for several decades (Nelson and McCleery, 2008). EEG, requiring the placement of scalp electrodes, offers particularly sensitive measures of the timing aspects of brain activity since it records with millisecond temporal resolution the electric potentials generated by neurons. Scalp-recorded EEG activity is thought to reflect the intermittent synchronization of extracellular current flows within small populations of neurons predominantly on the gyral surfaces of the cortex (Nunez, 1981). Despite its excellent temporal sensitivity, EEG cannot precisely localize activity to its cerebral sources because of inherent biophysical limitations; electric potentials are smeared, distorted, and deflected in difficult-to-model ways as they conduct through different tissue types (e.g., brain, dura, skull, scalp; (Cuffin and Cohen, 1979). So, by the time these signals reach electrodes at the scalp, it is difficult to determine exactly where they originated (Pascual-Marqui and Biscay-Lirio, 1993).

Research on developmental differences in resting EEG coherence, a measure of the degree of correlation and synchronization across different electrodes, provides fundamental information about the neurophysiological dynamics of the maturing brain. In a series of studies involving up to more than 500 children and adolescents, Thatcher and colleagues identified several major cycles and nested “microcycles” of resting network coherence across the ages of about 6 months and 16 years, separated by phase transitions (Thatcher, 1992; Thatcher et al., 1987). Over this age span, quantitative age differences were identified across three major axes of developmental change representing anterior-posterior, lateral-medial, and left-right gradients. Up until around 1.5 years old, growth spurts in coherence...
were mostly localized to immediately neighboring electrodes and occurred most prominently within the left hemisphere. At about 2.5 years of age, coherence was evident across greater distances, especially along the anterior-posterior dimension involving sensory areas and frontal regions. At age three, there was further lengthening of coherence distances anterior-to-posterior, with significant coupling of dorsal mediofrontal cortex to posterior regions and lengthening coherence distances in the lateral-medial direction for temporal and parietal lobes. Interestingly, in two cycles occurring at about 9 years old and again at around age 14, the right hemisphere showed anterior-posterior coherence "contractions", changing this time from longer to shorter distances. Thatcher has suggested that the early left hemisphere expanding sequence reflects a process of functional integration of differentiated subsystems, whereas the later coherence contraction in the right hemisphere relates to processes of functional differentiation of previously integrated subsystems. Despite these observed hemispheric differences in the developing coherence patterns, complex systems analysis shows that in general there is significantly increasing dimensional complexity and nonlinearity in the resting EEG signal between infancy and school-age (Meyer-Lindenberg, 1996).

One advantage of EEG is that the data can be analyzed in continuous fashion, extracting effects within the frequency domain as discussed for coherence, or it can be averaged in relation to the repeated presentation of some time-locked stimulus of interest, referred to as evoked or event-related potentials (ERP). ERP approaches allow for stronger inferences to be made about specific mental operations by relying on more heavily constrained experimental and behavioral circumstances. Different sensory, perceptual, and cognitive processes produce unique ERP components, which are traditionally labeled according to the polarity (positive or negative) and timing of their peaks in relation to the stimulus (Polich, 1993). For example, the N170 is a negative-going peak typically observed at around 170 milliseconds (in adults) during the processing of faces. The P600 is a positive polarity, language-related deflection that occurs at about 600 milliseconds. Typically, ERP components are examined for changes in amplitude, latency, and scalp topography in relation to the manipulation of sensory, cognitive, or subject factors of interest such as clinical group or age.

ERP techniques have been used to examine many aspects of information processing during the preschool and school-age years, including attention, memory, language, visuospatial cognition, and learning, primarily using visual and auditory stimuli (Nelson and McCleery, 2008). In general, preschool children show differences in components characterized by longer latencies (i.e., slower timing of peaks in relation to stimuli) as compared to older children and young adults, and they may show larger or smaller activity amplitudes depending on the specific component. Developmental differences are not evident for all components, especially early sensory (sometimes called exogenous) components, but are common and particularly pronounced for middle and late latency waves tied to perceptual and cognitive (or endogenous) processing. For example, the mismatch negativity (MMN) is a negative-going, sensory wave evident at about 175 ms after the presentation of a rare or novel auditory stimulus, most prominent in centrofrontal electrodes. This component is present from birth through adulthood, is robust to attentional effects (i.e., shows little differences among being attended to, ignored, or doing another task), and shows few measurable changes from the preschool years into adulthood (Lyytinen et al., 1992; Naatanen and Alho, 1995a, 1995b). As an early established and fundamental sensory response, the MMN is thought to reflect an automatic, obligatory mechanism that compares current auditory inputs to recent traces of previous signals received through the same modality (Winkler et al., 1996).
In contrast to this developmentally stable auditory component, the visual N170 shows significant changes over maturation. This component, elicited by faces and face-like stimuli, is most prominent at occipito-parietal electrodes, begins to emerge during the preschool years by about age four (Nelson and McCleery, 2008), and reaches an adult-like amplitude and latency in late adolescence (Taylor et al., 2004). The large amplitude of the N170 in response to faces compared to other objects is believed to reflect the recruitment of a collection of specialized mechanisms for identifying and distinguishing faces from one another, tuned from extensive long-term visual experience (Rossion et al., 2004).

The P300 (or P3) is the quintessential “cognitive” ERP component, being the first such wave discovered to relate not directly to the physical attributes of stimuli, but instead to a person’s evaluation of them within the context of a task. More specifically, the P300 is thought to reflect active processes involved in stimulus categorization, novelty detection, and the updating of working memory (Chapman and Bragdon, 1964; Dien et al., 2003; Polich, 2007; Sutton et al., 1965; Sutton et al., 1967). The P300 can be elicited by stimuli delivered through the visual, auditory, somatosensory (Yamaguchi and Knight, 1991), or even olfactory (Geisler and Murphy, 2000) modalities, usually presented as a sequence of discrete, frequently occurring events (e.g., tones, pictures, scents) with rarer and sporadically interspersed “oddball” stimuli that are manipulated by the experimenter to differ from these to varying degrees. Early P3 studies suggested a topography with generators within the parietal lobes, but subsequent research has identified two separable subcomponents: the earlier P3a, which peaks at around 250–280 ms near frontal and central electrodes and the more posterior classic P3b, which peaks just after, around 250–500 ms. The amplitude and latency of the P300 in adults has been shown to relate to a number of factors. Particularly, the latency of the peak increases (i.e., the response is slower) and the amplitude of the peak decreases as the difficulty of discriminating the frequent and infrequent stimuli increases (McCarthy and Donchin, 1981).

During the preschool and kindergarten years, the timing of the P300 is significantly slower, peaking on average around 700 ms and ranging between about 600 and 900 ms (Courchesne, 1977). Both children and young adults show greater P3 amplitudes to target, attended stimuli relative to non-target, unattended stimuli, and their topographical organizations are qualitatively similar in distribution across posterior electrodes. For unattended novel stimuli, however, the scalp distribution changes with age. In young children, sources are parietal, similar to target P3 waves, but in adults the P3 to novel stimuli appears more anteriorly, believed to reflect the developmental emergence of a new frontal generator related to the processing of novel events (Courchesne, 1978). The transition to adult-like forms of the P3a and P3b components appears to occur between the ages of about 12 to the mid-teens (Fuchigami et al., 1995; Pearce et al., 1989).

**Functional magnetic resonance imaging**

Since the earliest experiments with children in the mid 1990’s, functional magnetic resonance imaging (fMRI) has become the mainstay of studies of localized brain activity in typical development (Casey et al., 1995; Casey et al., 1997b; Casey et al., 1997c; Hertz-Pannier et al., 1997); for review, see (Casey et al., 2005). This has been due in large part to the wide availability of MRI scanners and to the fact that, unlike its predecessor and fellow tomographic (slice-based) imaging method PET, fMRI requires no intravenous injection and no exposure to ionizing radiation. In contrast to EEG, fMRI techniques allow for the precise spatial localization of brain activity. However, because it uses a sluggish vascular response as a proxy for neuronal activity, fMRI cannot measure real-time temporal dynamics (Bandettini et al., 1993; Belliveau, 1990; Belliveau et al., 1991; DeYoe et al., 1994). While neuronal action potentials and current flows vary on the order of milliseconds, fMRI relies on a regionally correlated blood oxygenation level-dependent (BOLD) response that
fluctuates over the course of seconds and adds a level of interpretation that is required for making inferences about brain activity (Devor et al., 2005; Logothetis and Wandell, 2004).

Despite an increasing amount of published work on infants, particularly on language development (Dehaene-Lambertz et al., 2002; Friederici, 2006), there are still relatively few fMRI studies that have focused specifically on typical development within the preschool years, similar to the paucity of studies in the structural MRI literature. Research on school-age children, in contrast, is rather extensive, likely because of age differences in the practical feasibility of scanning (i.e., beginning at about the age of seven, children are noticeably better able to lie still within the scanner and comply with task instructions over a prolonged period). School-age studies have looked at developmental changes in attention (Vaidya et al., 2011; Velanova et al., 2008; Wendelken et al., 2011a), memory (Ghetti et al., 2010; Nelson et al., 2000; Thomas et al., 2004), reading, language, and semantics (Booth et al., 1999; Brown et al., 2005; Chou et al., 2006; Gaillard et al., 2000; Holland et al., 2007; Schlaggar et al., 2002; Turkeltaub et al., 2003), executive functions (Bunge et al., 2002; Dumontheil and Klingberg, 2011; Somerville et al., 2010; Wendelken et al., 2011b), and even social, moral, and emotional cognition (Decety et al., 2011; McRae et al., 2012; Pfeifer et al., 2009).

It is somewhat difficult and scientifically risky to try to extract broad developmental characterizations across experiments that use such a wide array of behavioral tasks, imaging methods, conceptual approaches, and age ranges. Nevertheless, it is fair to say that many fMRI studies have found, in comparison with adolescents and young adults performing the same tasks, that young children tend to recruit a larger number and greater spatial extent of active brain regions, that these cross-sectional differences and longitudinal changes include areas of both relatively higher and lower activity amplitudes in children, and that young children often show significantly greater activity within primary and secondary modality-specific sensoriperceptual cortical areas than older participants (Booth et al., 2004; Booth et al., 2003; Brown et al., 2005; Casey et al., 1995; Casey et al., 1997a; Durston et al., 2006; Gaillard et al., 2000; Gaillard et al., 2003; Schlaggar et al., 2002). However, in using fMRI to make inferences about developmental changes in cerebral functional organization, it is as critical as it is difficult to control certain factors that are known to be confounded with age and, therefore, to affect functional image properties, statistical parametric maps, and their interpretations. These factors relate to subject head motion, statistical issues, task compliance, performance accuracies and response times, experimental designs and task assumptions, head size and image registration methods, and imaging data analysis strategies (Brown et al., 2003, 2006; Burgund et al., 2002; Church et al., 2010; Cohen and DuBois, 1999; Crone et al., 2010; Fair et al., 2006; Kang et al., 2003; Kotsoni et al., 2006; Murphy and Garavan, 2004a, 2004b; Palmer et al., 2004; Poldrack, 2010). So, studies where the strongest inferences can be made about developmental brain changes usually include experimentally constraining features such as overt task performance measures, modeling of hemodynamic timecourses, accounting for performance-related effects on brain activity, correction for multiple statistical tests, a priori selection of regions of interest, validation of a common stereotactic space across the ages under study, and direct voxel-wise statistical comparisons between groups.

Recent event-related fMRI studies of preschool-age children have added to our understanding of the neural underpinnings of several important emerging behaviors at these ages. Using an imaging-compatible version of Piaget’s classic number conservation task, for example, Houde et al. have shown a correlation between the preschool-age behavioral shift from using a visuospatial intuitive task approach to the successful conservation of number, implicating a bilateral network of parietal and frontal brain regions that likely support emerging number concepts and executive functions (Houde et al., 2011). Another important
set of milestones occurring from toddlerhood to preschool involves the rapid acceleration of spoken language production and comprehension abilities. Using fMRI, Redcay and colleagues compared toddlers (mean age: 21 months) with preschoolers (mean age: 39 months) during the presentation of forward and backward spoken auditory passages during natural sleep. Interestingly, the younger group showed relatively greater activity for forward speech than the 3-year-olds in frontal, occipital, and cerebellar brain regions. The preschoolers, on the other hand, showed comparatively greater activity than the younger subjects in superior temporal regions typically involved in receptive speech in adults. This finding of precocial frontal lobe involvement in the earlier organization for language is consistent with certain models of early functional brain development, particularly ones that predict the involvement of higher level (and attention-related) regions at younger ages required as “scaffolding” while forming the mature organization (see Johnson, 2000, 2011; McClelland et al., 2010; Plunkett et al., 1997; Quartz and Sejnowski, 1997).

One intriguing new methodological aspect of this study was its use of the passive presentation of stimuli during sleep. From a practical perspective, this novel approach seems promising for dealing with some of the behavioral difficulties of scanning toddlers and preschoolers, potentially (though not necessarily) reducing head motion and altogether avoiding the typically cumbersome task compliance and performance issues since no responses are required. At the same time, in completely passive and unconstrained behavioral circumstances with no objective response measures of information processing, it is not possible to determine how these resting brain differences might relate to developing cognitive operations. Also, known differences in thalamic and cortical tone, inhibition, and synchronization during sleep raise the question as to whether these differences in brain activity are solely attributable to the stimuli that were presented and whether they would generalize to the waking state (Davis et al., 2004; Hobson and McCarley, 1971; Steriade et al., 2001).

Relatedly, researchers using fMRI have recently developed techniques to look at network properties of the brain that express themselves as slowly modulating inter-regional hemodynamic activity correlations measured at waking rest, in the absence of the presentation of any time-locked stimuli. Over about the past five years, resting state functional connectivity MRI (rs-fcMRI), as it is called, has come to play a prominent role in fMRI research on both adults and children (Biswal et al., 2010; Snyder and Raichle, 2012). Resting functional connectivity studies of young children, although again not commonly measured with preschool-age participants, have nevertheless produced interesting developmental findings comparing school-age children to adolescents and young adults. These results have been broadly consistent with at least some of the changing activity correlation patterns found in resting EEG coherence studies, but they also include aspects that seem both consistent and inconsistent with common developmental findings reported in PET and event-related fMRI studies. For example, from about seven to 30 years old, distributed, linked networks of brain activity known to be important in adult attentional control show both “integrated” (added) and “segregated” (lost) network nodes with increasing age (Fair et al., 2007). Across the same age range, this study and several others have suggested that, in general, linked resting functional networks shift from a predominantly “local” organization in young children to a more “distributed” architecture in young adults (Fair et al., 2009), with greater overall connectivity at older ages (Fair et al., 2010) and significant weakening of short-range and strengthening of long-range functional connections with development (Dosenbach et al., 2010; Power et al., 2010). Based on several published studies, other rs-fcMRI experiments have replicated these connectional differences going from short- to long-range with age and also have concluded that resting inter-regional activity correlations undergo a developmental shift from “diffuse to focal activation patterns” (Supekar et al., 2010; Uddin et al., 2010b; Uddin et al., 2011).
Some of the primary developmental characterizations across resting state fMRI studies appear to be contradictory. For example, how exactly does the developing cerebral functional organization change from being both “diffuse” and “local” in childhood to both “focal” and “distributed” at older ages? This apparent discrepancy may simply reflect an imprecision in the descriptive terminology that has been adopted, or it may relate more directly to the results themselves, but some reconciliation seems warranted. This inconsistency is strongly reminiscent of a similar issue in event-related fMRI studies of development, where qualitative, side-by-side characterizations of group statistical maps (instead of direct, voxel-wise comparisons) have led to similar contradictions in the results and interpretations (for discussion of the use of the term “diffuse”, for example, see (Brown et al., 2003, 2006).

As a separate but equally important issue, recently it has been discovered that head motion may cause particularly insidious artifacts in resting state connectivity studies (Van Dijk et al., 2011) and that systematic differences in head motion from early childhood into young adulthood may, in fact, underlie some of the major developmental effects that have been reported and replicated (Carp, 2012; Power et al., 2011, 2012). These methodological studies have shown that in both adults and children, the degree of head motion that is present in resting activity correlation maps can drive effects that mimic some of the main developmental findings: When subjects move more during scanning, they show stronger short-range connections (the “immature” pattern), and those that move less show stronger long-range connections (the “mature” pattern). Although rs-fcMRI measures have demonstrated reasonably good test-retest reliability (Shehzad et al., 2009), this fact does not resolve the developmental issue; age-related artifacts themselves may, in fact, replicate robustly across different studies, scanners, and methods. Head motion in particular is well known to be problematic in developmental structural and functional neuroimaging, and even children aged nine and older commonly show more than a centimeter of translation and 15 degrees of rotation, significantly affecting quantitative and qualitative structural imaging measurements (Brown et al., 2010; Kuperman et al., 2011). This magnitude of head motion is much larger than what is suspected to cause artifacts in resting state results, which can be seen in individual subjects with less than 1 mm root mean square of motion (Power et al., 2011). Speculatively, rs-fcMRI might be especially sensitive to motion artifacts because the low frequency range within which resting inter-regional BOLD correlations are measured may strongly overlap with the range within which subjects tend to move continuously inside the scanner (i.e., < 0.1 Hz). Regardless, if head motion is sufficiently tied to subject age, spurious developmental effects could be independently replicated time and again.

A rigorous characterization of the nature and scope of this problem is especially important since resting state functional connectivity methods are already being applied to a wide range of child and adult clinical groups. These include studies of autism (Di Martino et al., 2011; Lee et al., 2009), attention disorders (Mennes et al., 2011), schizophrenia (Alonso-Solis et al., 2012; White et al., 2010b), early deprivation (Behen et al., 2009), childhood epilepsy (Mankinen et al., 2012), fetal alcohol spectrum disorders (Wozniak et al., 2011), pre-term and low birth weight children (Gozzo et al., 2009), pediatric Tourette syndrome (Church et al., 2009), and childhood depression and bipolar disorder (Cullen et al., 2009; Dickstein et al., 2010). If children and adults with clinical problems tend to have more trouble holding still in the scanner, as one might easily suspect for many of these diagnostic categories, they may spuriously appear to have more “immature” patterns of functional connectivity. As is always the case with promising new scientific techniques, researchers within the field will need to resolve these issues, and the devil will be in the technical details. Hopefully, enthusiasm for reconciling inconsistencies and for continuing methodological validation will match the vigor with which initial rs-fcMRI techniques have been applied.
**Magnetoencephalography**

Magnetoencephalography (MEG) is a neurophysiological technique similar to EEG in that it measures neural activity directly with millisecond temporal resolution. As opposed to electric potentials, however, the Dewar of MEG sensors detects fluctuations in the magnetic fields that are induced by neuronal current flows (Cohen and Cuffin, 1983). Because magnetic fields pass through biological tissues with essentially no perturbation as they emanate from the brain (Hämäläinen et al., 1993), this biophysical characteristic produces a relatively straightforward spatial relationship between activity sources and the sensors, allowing for much more precise localization of brain activity than EEG (Cohen and Cuffin, 1991; Cohen et al., 1990). However, unlike PET and fMRI, which are tomographic or slice-based approaches, MEG is still like EEG in that it relies on making inferences about what’s going on inside the head using measurements made at the scalp. So, MEG activity maps still depend on the modeling assumptions that are made about the number and complexity of the activity sources. Nevertheless, noise-normalized, anatomically constrained statistical parametric maps of MEG-derived brain activity show strong spatial correspondence with recordings from intracranial EEG for a variety of stimulus types and sensory and cognitive components (Halgren, 2004; Halgren et al., 1994).

Although the first magnetometer was developed in the late 1960’s (Cohen, 1968, 1972), high-density, whole-head MEG recording devices have only been available relatively recently as technologies related to electronic circuits and superconducting quantum interference devices (SQuIDs) have advanced. While MEG is still emerging as a tool for studying child development, it shows great promise for expanding our understanding of maturational changes in the real-time spatiotemporal dynamics of brain activity. In an impressive recent MEG study of 78 right-handed children, Kikuchi and colleagues demonstrated a clear link between left-lateralized functional activity coherence and behavioral performance on language tasks among (primarily) 3- to 4-year-old preschoolers (Kikuchi et al., 2011). During the presentation of audio stories with moving images, children showed prominent theta band activity (6–8 Hz) within parieto-temporal regions of the left hemisphere that was strongly correlated with higher behavioral performance on a number of language tasks administered outside the scanning environment, including subtests of the Kaufman Assessment Battery for Children. This synchronized activity was not related to nonverbal cognitive performance, head circumference, or chronological age. Other recent studies using MEG with preschool-age children have demonstrated changes in auditory cortical-evoked fields after musical training (Fujioka et al., 2006), age-related decreases in the latency of the MMN response of about one millisecond per month (Morr et al., 2002), localization of the temporal lobe systems involved in speech sound discrimination (Pihko et al., 2005), and developmental increases between the ages of 7 and 16 years in the lateralization of activity for verb generation and vowel identification tasks (Ressel et al., 2008). As is apparent from this work and from a growing body of infant studies (Cheour et al., 2004; Imada et al., 2006; Travis et al., 2011), MEG is being applied with particular enthusiasm to address questions about early language development. With increasing availability and with conceptual and methodological advances for use with younger populations, we expect MEG to become an important new tool for improving our understanding of the active preschool brain.

**Near-infrared spectroscopy**

Near-infrared spectroscopy (NIRS) is an optical imaging method that was originally developed as a clinical tool for monitoring tissue oxygenation (Jobsis, 1977). In recent years, its use has expanded into the realm of cognitive physiological brain imaging, often called functional NIRS or optical tomography (Hoshi, 2003). NIRS is noninvasive and requires the placement of electrode-like sensors onto the scalp, called optodes. Coupled with...
a light source that projects into the scalp, optodes measure changes in the transmitted intensity of light within the near-infrared spectral band. Typically measured on the order of seconds or tenths of seconds depending on the camera system used, these signals reflect the state of hemoglobin oxygenation within a banana-shaped section of the brain arcing beneath the illuminator and detector, tied to regional levels of cerebral blood flow and cortical activity. In comparison with other functional brain imaging tools for studying child development, NIRS has several potentially useful advantages. First, the recording systems are quite portable and allow for subjects to move relatively freely during data collection. Also, they operate quietly and require very little setup and calibration time. These factors alone set NIRS apart from most other brain activity recording techniques and give it particular appeal for research with infants and young children. Nevertheless, several limitations exist. One of the most persistent and consequential problems in the scientific application of NIRS has been difficulty in developing standard source models that allow for the quantification (and therefore direct comparison and interpretation) of signals across different subjects and even across different brain regions within the same subject. Also, it is impossible to know exactly which brain regions are being recorded from with a given optode array, and idiosyncratic factors such as skull and skin thickness and even skin color may affect recordings (Hoshi, 2003).

These drawbacks may be currently limiting the widespread application of NIRS to developmental cognitive neuroscience but enthusiasm remains about its potential, and several studies of young children demonstrate its capabilities. One recent NIRS experiment compared 48 typically developing children from preschool-age into adolescence with 22 young adults during the performance of a letter fluency task (Kawakubo et al., 2011). Focusing on developmental differences in frontal regions, Kawakubo and colleagues found significant increases in oxygenated hemoglobin within polar prefrontal regions, correlating strongly with age between 4 and 18 years old but not among the older, young adult subjects. Remijn et al. compared 19 preschoolers and 19 young adults during the presentation of static pictures and video stimuli, measuring from striate, left and right middle temporal, and left and right tempororo-parietal areas (Remijn et al., 2011). Preschool participants showed significantly greater increases in oxy-hemoglobin over all regions of interest in response to visual motion stimuli. Static visual stimuli also caused a significant oxy-Hb increase over striate and left middle temporal areas that was larger in children than in young adults.

**Multimodal and multidimensional developmental imaging**

At this point, it should be abundantly clear that there is a diverse and growing collection of scientific tools available for noninvasively studying human brain maturation and relating it to cognitive and behavioral growth. Using these technologies, substantial progress has been made in characterizing structural and functional brain development during the preschool years and comparing it with other phases of maturity. Despite significant advances, an obvious characteristic of imaging studies to date is that the vast majority have investigated developmental differences or changes within a single imaging or recording modality, comparing brain features only within structural MRI, EEG, fMRI, DTI, or MEG. In order to understand the complex interplay of anatomical and physiological growth, and to better comprehend the biological significance of our imaging measures, it will be necessary to study brain changes using integrated multimodal approaches that relate different kinds of measures to one another. Done rigorously, these kinds of studies typically require more than just the addition of more variables to statistical models; the accurate spatial and temporal interrelation of multiple structural and functional brain measures often demands collaborative expertise in signal processing, biophysics, computational neuroscience, multivariate statistics, and mathematical modeling, as well as behavioral science. Multimodal imaging approaches over the past two decades have successfully integrated

*Neuropsychol Rev.* Author manuscript; available in PMC 2013 December 01.
EEG and MEG data with structural MRI data (Dale and Sereno, 1993), MRI and MEG with fMRI data (Dale and Halgren, 2001; Dale et al., 2000), PET and fMRI (Gerstl et al., 2008), EEG and fMRI (De Martino et al., 2010; Oun et al., 2009), fMRI, MEG, and intracranial EEG (McDonald et al., 2010), resting state fMRI with DTI tractography (Uddin et al., 2010a), and both resting fMRI and DTI with voxel-based morphometry (Supekar et al., 2010). In addition to relating different kinds of measures, a major goal in integrating approaches is to capitalize on the relative strengths and neutralize the relative weaknesses of each modality, for example combining the superior spatial resolution of fMRI with the millisecond-wise temporal resolution of MEG, creating fMEG (Dale and Halgren, 2001). Although usually applied first to studies of adults, integrated forms of multimodal structural and functional neuroimaging constitute an exciting prospect for future studies of child development.

A separate but related collection of emerging advances involves the ability to model simultaneously the developmental change of a large number of biological or behavioral variables and relate them to each other in interpretable ways. Just as often as published papers on brain development use only measures from one type of imaging, they also commonly only characterize brain features and maturational trajectories in isolation, as a list of separate, univariate dimensions along which development proceeds. In developmental research, it remains a critical challenge to characterize the multidimensional nature of brain development in a way that accurately conveys complex relations among many variables. Capitalizing on key advances in multisite, multimodal MRI in our own work with the PING study, and using a regularized nonlinear modeling and cross-validation method, we recently developed an approach that quantifies the age-varying contributions of different biological change measures to the prediction of age, within a multidimensional space. Using this technique, different components of the developing anatomy and physiology can be quantified and directly compared, showing their relative roles in the dynamic cascade of changing brain characteristics. We found that the composite developmental phase of the brain for an individual can be captured with much greater precision than has been possible using other biological measures or approaches. Using a multidimensional set of 231 brain biomarkers assessed in 885 subjects between the ages of 3 to 20 years old, we were able to predict the age of every individual within about one year on average (Brown et al., 2012). More than just an age-predicting “carnival trick” of sorts, this composite developmental phase metric based on brain morphology, diffusivity, and signal intensity addresses a longstanding question about the degree of biological variability that exists among children of the same age. It reveals that there exists within the brain a latent phenotype for which the timing of maturation is more tightly controlled and more closely linked to chronological age than was previously known. This multidimensional biological signal cuts through the many other differences among young individuals and explains more than 92% of the variance in chronological age.

Our results also show how the neuroanatomical features that contribute most strongly to predicting age change over the course of development. Interestingly, from the preschool years until about the age of 11, changes in normalized MR signal intensities within subcortical regions, including gray matter, explained the most variance in age. From the ages of about 11 to 15, changes in the diffusivity (such as FA) of white matter tracts was the strongest age predictor, while volumetric measures of subcortical structures explained the most variance in age from about the age of 15 to 17. Surprisingly, since many researchers aren’t measuring diffusion within these structures, diffusivity within subcortical regions, including gray matter, was the strongest contributor to the prediction of age between 17 and 20 years old. Future applications of this flexible, new approach will examine whether cognitive, behavioral, and clinical variables can also be reliably predicted using multidimensional metrics of developmental brain phase.
Summary and Conclusions

In surveying current scientific knowledge about brain development during the preschool years, several recurring themes become apparent. First, during these ages, the brain shows some of its largest annualized changes in both its anatomical and physiological characteristics. Structural growth is accompanied by significant morphological changes with increases in cortical area, decreases in cortical thickness, and changing cortical volume that varies widely by region, as well as nonmonotonic increases in the volumes of cerebral subcortical structures, deep nuclei, and the cerebellum. Gray and white matter tissue properties also exhibit pronounced changes, for example in the form of decreasing diffusivity and increasing diffusion anisotropy in major cerebral fiber tracts. Functional changes include equally dramatic increasing metabolic demands and region- and hemisphere-specific changes in inter-regional activity correlations that both add and subtract network nodes with development. Although varying heavily according to the specific task at hand, there commonly appears to be a greater number of brain regions required at younger ages than at older ages for successful completion of the same cognitive task, suggesting the existence of “scaffolding” mechanisms in the early cerebral functional organization that are eliminated with increasing age. Anatomical and physiological development from infancy into young adulthood reflects a complex cascade of cyclical progressive (additive) and regressive (subtractive) types of changes. However, the preschool years can be thought of as a developmental period generally dominated by dynamic and robust progressive processes, with an emphasis on growth, expansion, “construction”, and “blossoming” that will later be pruned and tuned with continued maturation and experience.

Noninvasive structural and functional neuroimaging methods have revolutionized the way we study the human brain and have provided a wealth of new information about its typical development. Nevertheless, the immediacy of brain images can cause us to forget that there exist levels of interpretation between imaging results and their neuroanatomical and neurophysiological bases. Despite great advances in knowledge made possible by these techniques, many of the specific biological processes that produce the effects we measure with imaging remain poorly understood. Within developmental functional imaging, and fMRI in particular, results can be driven by technical and methodological factors that affect what are inherently dynamic and heavily state-dependent activity measures. In order to make sense of a literature that sometimes reports widely varying results and interpretations, or even potentially replicated spurious findings, it is increasingly necessary to have a technical understanding of the methods and to take into account factors such as head motion, experimental design, behavioral performance, task parameters, and statistical approaches. Because of its importance to our collective scientific understanding of the developing brain, we devoted some effort to explaining some of these considerations so that the reader may be an informed consumer moving forward. With so many potentially powerful tools now available for studying the active brain during the preschool years, it is as important as ever to continue our validation and refinement of these exciting techniques.

Finally, across all types of brain imaging and recording methods, the preschool and early childhood years remain relatively undercharacterized as compared to other periods of development. Although certainly improving, the lag in published studies for this age range is especially noticeable as it recently appears to be outpaced by some areas of imaging research on infancy. This is likely driven by the fact that preschoolers represent a particularly challenging group for the practical behavioral demands of successful imaging data collection. Infants can be more readily controlled in most imaging environments, lacking certain abilities for willful defiance and refusal. They can also be counted on to more readily sleep through the procedures. Within the young school-age range, on the other hand, children become imageable for other reasons. Despite limited ability for sustained
attentive vigilance, they have at least the rudimentary psychological skills required for understanding and following task instructions for a short period of time. In contrast, the much greater difficulty collecting imaging data with preschool-age children may actually tell us something important about the nature of brain-behavior relationships during these years. It appears that the burgeoning preschool brain must express itself in outward behaviors that are similarly bursting forth, unrestrained, and difficult to contain. All the more reason we need to keep studying this fascinating and important time in child development.

References


Carp J. Optimizing the order of operations for movement scrubbing: Comment on Power et al. Neuroimage. 2012


Hertz-Pannier L, Gaillard WD, Mott SH, Cuenod CA, Bookheimer SY, Weinstein S, Conry J, Papero PH, Schiff SJ, Le Bihan D, Theodore WH. Noninvasive assessment of language dominance in


Neuropsychol Rev. Author manuscript; available in PMC 2013 December 01.


McClelland JL, Botvinick MM, Noelle DC, Plaut DC, Rogers TT, Seidenberg MS, Smith LB. Letting structure emerge: connectionist and dynamical systems approaches to cognition. Trends in Cognitive Science. 2010; 14:348–356.


Stanfield BB, O’Leary DD. The transient corticospinal projection from the occipital cortex during the postnatal development of the rat. Journal of Comparative Neurology. 1985:238.


Figure 1.
Annualized rate of change in cortical surface area. At every vertex across the reconstructed cortical surface, age-dependent annualized rate of change is shown at five different ages. Left and right hemisphere lateral (outside) and medial (inside) surfaces are shown. Color scale ranges from two percent increases (yellow) to two percent decreases (cyan) in area. Change was calculated using 202 subjects (102 male, 100 female): 26 four-year-olds (12 males, 14 females); 20 five-year-olds (11 males, 9 females); 37 six-year-olds (20 males, 17 females); 48 10-year-olds (26 males, 22 females); and 71 20-year-olds (33 males, 38 females). Data come from the Pediatric Imaging, Neurocognition, and Genetics (PING) Study, adapted from Brown et al., 2012.
Figure 2.
Annualized rate of change in cortical thickness. At every vertex across the reconstructed cortical surface, age-dependent annualized rate of change is shown at five different ages. Left and right hemisphere lateral (outside) and medial (inside) surfaces are shown. Color scale ranges from two percent increases (yellow) to two percent decreases (cyan) in thickness. Change was calculated using 202 subjects (102 male, 100 female): 26 four-year-olds (12 males, 14 females); 20 five-year-olds (11 males, 9 females); 37 six-year-olds (20 males, 17 females); 48 10-year-olds (26 males, 22 females); and 71 20-year-olds (33 males, 38 females). Data come from the Pediatric Imaging, Neurocognition, and Genetics (PING) Study, adapted from Brown et al., 2012.
Figure 3.
Annualized rate of change in cortical volume. At every vertex across the reconstructed cortical surface, age-dependent annualized rate of change is shown at five different ages. Left and right hemisphere lateral (outside) and medial (inside) surfaces are shown. Color scale ranges from two percent increases (yellow) to two percent decreases (cyan) in volume. Change was calculated using 202 subjects (102 male, 100 female): 26 four-year-olds (12 males, 14 females); 20 five-year-olds (11 males, 9 females); 37 six-year-olds (20 males, 17 females); 48 10-year-olds (26 males, 22 females); and 71 20-year-olds (33 males, 38 females). Data come from the Pediatric Imaging, Neurocognition, and Genetics (PING) Study, adapted from Brown et al., 2012.