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Abstract

The polymer (PNIPAM) is studied using a novel combination of multiscale modeling

methodologies. We develop an iterative Boltzmann inversion potential of concentrated

PNIPAM solutions and combine it with Lattice Boltzmann as a Navier Stokes equation

solver for the solvent. We study in detail the in�uence of the methodology on statics

and dynamics of the system. The combination is successful and signi�cantly simpler

and faster than other mapping techniques for polymer solution while keeping the correct

hydrodynamics. The model can semi�quantitatively describe the correct phase behavior

and polymer dynamics.

Introduction

Poly(N�isopropylacrylamide) (PNIPAM) is an important technical polymer. It is a respon-

sive/active polymer as it changes conformation under controlled changes of the environment.

It is used e.g. in microgels, sensors, tissue engineering, and drug delivery.1�3 Its conforma-

tion, particularly in brushes, can be controlled by external stimuli and therefore it can be

considered a switchable material.4 The switching depends on its solubility in water and other

solvents. Stimuli�sensitive hydrogels o�er great potential as targeted drug delivery vehicles.

In particular, temperature sensitive hydrogels with a well�de�ned volume phase transition

exhibit expansion or shrinkage.5

PNIPAM shows interesting, complex phase and conformation behavior as function of

temperature, solvent composition, ion concentrations and pH. It has a lower critical so-

lution temperature/volume phase transition temperature (LCST/VTPP) and exhibits co�

nonsolvency where it is soluble in a range of pure solvents (water, alcohols) but not in all

concentrations of their mixtures.6

Simulations can resolve some of the underlying characteristics for these behaviors as

they obtain molecular�level information complementary to experiments. However, no single

simulation model to date can describe the full complexity of PNIPAM. Particularly, length
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scales from one atom to several 10s of nm and time scales from sub�fs to several µs7 would

have to be covered within such a model. Consequently, the majority of computational studies

of PNIPAM solutions over the last two decades has addressed � with few exceptions8�10 � its

single�chain behavior in the in�nite dilution limit.11�15 A remarkable diversity in force��elds

(FFs), ranging from the generic Dreiding FF16 through organic and biomolecular FFs such as

OPLS,17,18 GROMOS,19,20 and AMBER21 to the polymer consistent FF (PCFF)22 has been

employed. These FFs were used to study e�ects of chain length,23 stereotacticity24�26 and/or

hydration properties,27,28 but only recently it was recognised that due to slow relaxation

dynamics of single�chain conformations especially at low temperatures considerably longer

simulations than 100 ns are required29 for accessing equilibrium behavior of even single

PNIPAM chains. Moreover, in a very recent study7 it was shown "that the simulation

duration of 1 µs is not long enough to provide meaningful information on the equilibrium

behavior of a PNIPAM chain, and the transition temperatures mentioned should not be taken

as a thermodynamic transition temperature for PNIPAM". Thus, the time and length scales

are too large for atomistic simulation and coarse graining is required. However, due to the

strong temperature and composition dependence the development of an e�ective potential

based on established CG methodology is challenging. Up to date there are only two reports

on construction of a systematic CG model of PNIPAM,30,31 and they both focus on a single�

chain model in the in�nite dilution limit. In this study we present the �rst development of

a systematic CG model of PNIPAM solutions at �nite concentrations.

The main idea behind any coarse�graining scheme is to obtain an e�ective mesoscale inter-

action potential that accurately describes the structural, thermodynamic and/or dynamical

properties of the underlying atomistic system, albeit matching all of them is scarcely possi-

ble. The iterative Boltzmann inversion (IBI) is a fairly simple and generic structure�based

coarse�graining method:32 it derives a coarse�grained model from radial distribution func-

tions (RDF) as well as bond length and angle distributions of an atomistic system. One

calculates the structural descriptors (e.g. RDF) of pre�selected mapping points from (typ-

3



ically) atomistic monomers which serve as mesoscale interaction centers. In the �rst step,

a non�bonded interaction potential is produced by "Boltzmann�inverting" the RDF, i.e.,

a potential energy is approximated by a free energy. However, the direct inversion is only

useful for obtaining a starting potential for the iterative approach and no direct physical

meaning can be assigned to it. After the �rst mesoscale simulation the di�erence between

the simulated and the target RDF is determined. A Boltzmann inversion of this di�erence

leads to a correction to the potential. This is iterated until the di�erence between the target

structure and the structure in the CG model is below a prede�ned tolerance. In systems with

multiple mapping site types we sort the interaction between the components (e.g., A and B)

into two categories, the A�A and B�B interaction of molecules/interaction centers with the

same chemistry and the A�B interaction between di�erent types. Since the self�interaction

in e.g. a blend is not the same as in the melt and no mixing rules can be a priori assumed33

there are three independent target functions for a binary system and correspondingly more

for higher mixtures.34 However, CG potentials based on consistency with respect to the

structural and/or thermodynamic properties of underlying atomistic model do not guaran-

tee the accuracy of the resulting dynamic behavior. Although IBI is typically performed for

melts,35 it has also been used to study polymer�solvent systems such as poly(acrylic acid)

in water36 and poly(isoprene) in toluene.37

Dynamic properties like di�usion or time correlations, are not necessarily recovered from

a simple molecular dynamics simulation with such CG potentials. This is due to the fact that

coarse�graining necessarily eliminates degrees of freedom that should appear in the coarse�

grained dynamics in the form of dissipation and thermal noise. To address this problem

di�erent approaches have been explored, such as Lattice�Boltzmann methods,38 dissipative

particle dynamics,39�41 multi�particle�collision (or stochastic rotational) dynamics,42 and

Stokesian dynamics.43

The Lattice�Boltzmann (LB) technique is an e�cient way to describe a �uid obeying the

Navier�Stokes equation.38 It does not represent explicit solvent particles, but rather local
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particle densities with mass and momentum. In LB the �uid exists as density packets on a

three dimensional square grid of nodes aka the lattice. The �uid follows a two�step scheme:

the streaming step followed by the collision step. In the streaming step, �uid moves to

neighboring nodes along discrete velocity links. In the collision step, inbound �uid densities

at every node exchange momentum and relax towards an equilibrium that represents the

Maxwell�Boltzmann velocity distribution. For a thorough explanation and demonstration

of the capabilities of LB, see e.g. Dünweg and Ladd.38 Compared to full MD of explicit

solvents, LB is computationally highly e�cient. It is inherently parallelizable due to the grid

representation of �uid populations, and a dramatic improvement in speed can be achieved

using GPU processing44 which is especially suited to mesh systems like LB.

For polymer solutions the correct momentum transport through the solvent is important

to correctly represent the dynamics. Particularly at low to intermediate concentrations, most

of the system consists of largely uninteresting solvent molecules. It therefore is advantageous

to use a Navier-Stokes equation solver for the solvent and combine it with MD. LB was �rst

joined with MD in 1999 by Ahlrichs and Dünweg45 by coupling the �uid to the individual

monomers of a polymer chain. The force of the �uid is imposed upon the MD beads using

a modi�ed Langevin equation. All polymer applications of LB with MD have focused on

simple polymer models45�47 where we cannot expect a direct experimental correlation of the

results except for simple scaling results.

Combining systematically coarse�grained MD with LB has never been attempted. Par-

ticularly, the transfer of a coarse�grained potential between di�erent integrators (MD and

LB�MD) has not yet been studied. In this paper we combine for the �rst time a sys-

tematically coarse�grained potential based on the IBI technique with Lattice Boltzmann

hydrodynamics.

We are using the modi�ed Langevin equation approach as introduced by Ahlrichs and

Dünweg45
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F fl = −ξbead [v − u(r, t)] + f s, (1)

where F fl is the force between polymer and �uid at a given point, ξbead the resistance factor,

v the particle velocity, u(r, t) the �uid velocity interpolated at the given position r between

the nearest grid points, and f s a noise term that follows the �uctuation dissipation theorem.

The bead resistance ξbead is a tunable parameter corresponding to the local friction. Finite

concentration systems have been successfully coupled to LB, including semidilute polymer

systems48 and spheres with 45 % by volume.49

Methods and Models

Atomistic simulations as target for mapping

Atomistic MD simulations have been performed with the LAMMPS simulation package50

and its GPU�acceleration.51 We have employed the AMBER 94 force �eld21 for ONIPAM

(oligomers) and the rigid SPC/E model for water52 for the atomistic parent simulation.

In previous work with the original AMBER 94 force �eld parameters and 2 di�erent rigid

water models (TIP3P and SPC/E), the LCST temperature for NIPAM trimers was too

low29 and we could not reproduce the phase behavior of the polymer�water solution in the

temperature range of experimental interest. Very recently10 this behavior was con�rmed for

isotactic NIPAM 30�mers with AMBER 94 force�eld and SPC/E water model. To overcome

the unfavorably strong aggregation of oligomers, which prevents polymer solvation below the

experimental critical temperature of 305 K (this value was determined for high molecular

weight PNIPAM solution, for short oligomers a higher value is anticipated, depending on

chain length and tacticity26,53), the Lennard�Jones well depth ε has been scaled by a factor

1.35 for all interactions of the polymer carbons and hydrogens with water oxygen, and hence

it solubilized the polymer backbone and isopropyl groups below the LCST, but still kept
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them insoluble above the LCST.

The charges of the atomistic trimer have been computed at the B3LYP/TZVP level

using the PCM solvation model, ε = 4, and the RESP method as suggested by54 Since the 3

monomers in the trimer are not chemically equivalent, they do not have a charge of exactly

0 but their charges are between −0.1 and 0.1 elementary charges. For the decamer, the

charges of the middle monomer of the trimer have been manually adjusted to a total charge

of zero since a full QM calculation of the decamer was deemed unnecessary and the small

adjustments were estimated to have no appreciable e�ect on the individual interactions. The

full model is available in supplementary information.

This paper focuses on the comparison of the all�atom (AA) and coarse�grained (CG)

force��elds. The details of the atomistic force �eld calibration based on the experimental

LCST data of short oligomers will be published elsewhere.

In the atomistic model with explicit water under experimental conditions the local struc-

ture properties highly depend on polymer concentration and cannot be captured in single�

chain simulations in the in�nite dilution limit. Therefore, we have chosen 24 atactic chains

where we use three di�erent realizations of tacticity: m�m�r�m�r�r�m�r, m�r�r�m�m�r-r�r,

r�r�r�m�m�r�r�r, and each realization is used eight times. All chains have the same length

Np = 10 solvated in water for a set of concentrations and temperatures below and above

the LCST. Due to the computational workload the polymer length is chosen to be as small

as possible, but still about the PNIPAM persistence length,55 besides that it is the short-

est experimentally controllable degree of polymerisation. Both AA and CG are the same

lengths for direct comparison. In Table 1 we present our system parameters for all�atom

and coarse�grained models. All simulations use periodic boundary conditions in all dimen-

sions. The initial con�guration was prepared in Packmol56 starting from randomly placed

polymer and water molecules at low density and subsequently equilibrated at constant ambi-

ent pressure and constant T = 305 K using the Nose�Hoover thermostat and barostat with

damping relaxation times of 100 and 500 fs, respectively. The particle�particle particle�mesh
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Table 1: System sizes for the simulations performed in this study. xw,o is the

polymer concentration used during the optimization of the potential in %wt, xw,s
is the actual polymer concentration in the simulation in %wt, T is the system

temperature in K, NO is the total number of oligomers, Nw is the number of

water molecules, LB is the linear box size in nm, dt is the MD time step in fs, ξ
is the LB input friction ×10−11 kg/s.

Model xw,o xw,s T NO Nw LB dt ξ
1 AA�MD � 44 305 24 1920 4.6 2.0 �
2 AA�MD � 44 290 24 1920 4.6 2.0 �
3 AA�MD � 44 320 24 1920 4.6 2.0 �
4 AA�MD � 33.5 305 24 3000 5.1 2.0 �
5 AA�MD � 67.7 305 24 720 4.0 2.0 �
6 AA�MD � 67.7 290 24 720 4.0 2.0 �
7 AA�MD � 67.7 320 24 720 4.0 2.0 �
8 CG�MD 44 44 305 192 � 9.2 2.0 �
9 CG�MD 44 44 290 192 � 9.2 2.0 �
10 CG�MD 44 44 320 192 � 9.2 2.0 �
11 CG�MD 67.7 67.7 305 192 � 8.0 2.0 �
12 CG�MD 67.7 67.7 290 192 � 8.0 2.0 �
13 CG�MD 67.7 67.7 320 192 � 8.0 2.0 �
14 CG�LB 44 44 305 192 � 9.33 18.9 1.683
15 CG�LB 44 44 305 192 � 9.33 18.9 22.44
16 CG�LB 44 44 305 192 � 9.33 189 1.683
17 CG�LB 44 44 290 192 � 9.33 18.9 1.683
18 CG�LB 44 44 320 192 � 9.33 18.9 1.683
19 CG�LB 44 67.7 305 192 � 8.0 18.9 1.683
20 CG�LB 44 33.5 305 192 � 10.33 18.9 1.683
21 CG�LB 67.7 67.7 305 192 � 8.0 18.9 1.683
22 CG�LB 67.7 67.7 305 192 � 8.0 18.9 22.44
23 CG�LB 67.7 67.7 305 192 � 8.0 189 1.683
24 CG�LB 67.7 67.7 290 192 � 8.0 18.9 1.683
25 CG�LB 67.7 67.7 320 192 � 8.0 18.9 1.683
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(PPPM) method57 with a real�space cuto� of 1 nm was used for evaluating the electrostatic

interactions with an RMS accuracy of 10−4. The SHAKE algorithm58 constrains water

bondlengths and angles, so that a time step of 2 fs could be employed. After equilibration

for at least 1 ns, the thermostat was set to a temperature according to Table 1 followed by

a production run for 50 . . . 600 ns, during which several distribution functions and the time

evolution of polymer end�to�end vectors and middle monomer center�of�mass displacement

were analyzed.

Iterative Boltzmann Inversion to generate a CG simulation model

Construction of a reliable CG model that successfully retains the structure of the underlying

atomistic model is challenging: the quality of the CG model depends on how well the e�ective

pairwise additive potential approximates the interplay of potential based interaction and

packing, it is therefore crucial to appropriately de�ne interaction sites between mesoscale

structural units. These interaction sites are modeled as CG beads, and each individual CG

bead represents a group of several atoms and is typically described via mapping functions,

which determine the CG coordinates of each site as a linear combination of coordinates for

the involved atoms. Our mapping for the NIPAM chains uses two beads per monomer: a

backbone bead B and a side�chain bead A, with the structural units of −CH2CH−C−−O−

and −NH−C3H7, respectively. The interaction centers are the centers of mass of the involved

atoms. This mapping scheme retains the local structural environment and can in principle

preserve chain tacticity, if appropriate dihedral interactions keep the side�chain beads from

�ipping across the backbone, though in our implementation tacticity is not preserved as

we did not use CG dihedrals. We did not distinguish between meso and racemo dyads in

the analysis of dihedral A�B�B�A and B�B�B�B structures, which may have resulted in

the weakly pronounced dihedral structures. Due to di�erences in size and mass due to an

additional hydrogen in the end −CH3 group as well as general end e�ects, all contributions

from terminal B beads were neglected in derivation of the CG potentials. The resulting CG
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model represents atactic NIPAM decamers consisting of 192 atoms as a 20 bead atactic chain

(Figure 1).

We decompose the total potential energy in the CG model UCG
tot into bonded UCG

bond and

non�bonded UCG
nb contributions

UCG
tot =

∑
UCG
bond +

∑
UCG
nb . (2)

UCG
bond is treated as a sum of independent bond stretching and angle bending potentials.

The three types of CG potentials used in this work are as follows: (1) the bond stretching

potentials, UCG
BB and UCG

AB , between neighboring CG beads, (2) the angle bending potentials,

UCG
BBB and UCG

ABB, (3) the non�bonded interaction potential, UCG
nb , between beads on di�erent

chains or between beads on the same chain, separated by at least 3 contiguous beads. Fol-

lowing the idea of the Boltzmann inversion (BI) method,59,60 we assume here that bonded

degrees of freedom (DOF) are approximated as independent, so that they obey independent

Boltzmann distributions in the canonical ensemble:

PCG(q) = Z−1 exp
[
−UCG

bond(q)/kBT
]
, (3)

where Z is a partition function, which acts as a normalization factor and PCG is a distri-

bution function of the CG DOF. The bonded CG potential is obtained as the potential of

mean force (PMF) by inverting Eq.3 and sampling corresponding distribution functions PCG

(histograms, normalized by the appropriate Jacobian � r2 for bond stretching and sin θ for

angle bending) from atomistic simulations of polymer�water solutions at 305 K. The dihe-

drals between four consecutively bonded CG beads revealed no speci�c features and were

not considered. The BI method has several issues: the validity of the assumptions strongly

depends on the chosen mapping scheme and has to be shown for each scheme. If bonded

DOF are not independent, UCG
bond has to be re�ned iteratively to match reference atomistic

distributions and/or CG bonds become interdependent. The derived potential has an ex-
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plicit temperature dependence and its applicability is generally limited to the close vicinity

of the reference temperature. Lastly, poorly sampled regions of phase space (e.g. high po-

tential barriers) require either potential extrapolation with possibly undesirable artifacts or

advanced sampling methods.

The IBI method is a natural extension of the BI method, as it aims to derive a non�bonded

pair interaction potential UCG
nb , which reproduces the target RDF gref (r) from reference

atomistic simulations. In the in�nite dilution limit, the pair interaction potential can be

obtained by using the PMF

U0
nb = −kBT ln gref (r). (4)

For �nite concentrations the direct inversion PMF potential is not accurate enough due to

many�body contributions, i.e. mainly packing e�ects, and needs to be re�ned iteratively:32

U i+1
nb = U i

nb + αkBT ln

[
gi(r)

gref (r)

]
. (5)

Here, gi(r) is the RDF obtained from a CG simulation with the U i
nb potential, and

α = 0.7 is a mixing parameter, introduced to smear out numerical instabilities. The iterative

procedure is initiated with the PMF from Eq. 4, and the correction to the potential is made

in each iteration step by assuming one�to�one correspondence between the potential at a

given distance and the value of the RDF at the same distance. The box size was set to the

average value of the periodic cell size of the reference atomistic system and RDF sampling

was performed in the canonical ensemble using the same number of NIPAM oligomers and

temperature as in the parent atomistic simulation. The iterative process ends when the

ratio of RDFs between the reference and current models is close to one, i.e., when the CG

structure has converged to the atomistic one. The degree of convergence can be quanti�ed

by evaluating the following L2�error function:

fi =

∫
(gi(r)− gref (r))2 dr, (6)
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and requiring the relative error to be within 1�5 %. The error function de�ned in Eq. 6

is a function of concentration and potential type: the optimized A�A potential has in the

end the smallest relative error at both concentrations � 0.97 % at 67.7 %wt and 1.1 % at

44 %wt. The A�B potential converged to within 2.9 % and 3.2 % at 67.7 %wt and 44 %wt,

respectively. The B�B potential has the largest tolerance: 3.7 % at 67.7 %wt and 7.1 % at

44 %wt.

The original IBI method is best suited for systems with uniform density. For two�

component system with one component dissolved in another, the derived potential with

implicitly included solvent DOF strongly depends on the simulation conditions, such as

solute concentration, temperature and pressure, at which it has been developed. We have

included the IBI tabulated potentials in the SI at the 44 %wt and 67.7 %wt state points. To

investigate the transferability of the developed CG potential, we follow the strategy proposed

in the author's previous work61 and compare the CG structural and dynamical properties

at di�erent temperatures and concentrations with the atomistic reference calculations.

Figure 1: Mapping scheme for NIPAM decamer. Blue transparent spheres represent side
beads A consisting of the −NH−C3H7 group of atoms and the red transparent spheres show
backbone beads B consisting of −CH2CH−C−−O− structural units.

AA�MD and CG�MD optimization simulations (without LB) for the IBI procedure were

performed using the LAMMPS simulation package50 with GPU accelerated styles for non-

bonded potentials.51 The Versatile Object�Oriented Toolkit for Coarse�Graining Applica-

tions (VOTCA) package62�64 was employed for both the derivation of tabulated potentials
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and the analysis of CG trajectories. Since often coarse�grained systems have higher pres-

sures than the atomistic counterparts at the same density,35 we set the number densities

of chains in the coarse�grained models to be the same as those of corresponding atomistic

systems, as shown in Table 1. The generated potentials are applied to larger CG systems by

replicating the original box in all 3 periodic dimensions and keeping the number densities

constant for each concentration (in CG�LB, the box lengths were replicated to within one

LB grid spacing, of length 1
3
nm). Thus, possible size e�ects on the RDFs should be largely

eliminated.

The CG simulation boxes were composed of 24 chains of 20 beads with the box size

taken as the average box from the reference simulation at 305 K and the corresponding

concentration. The 67.7 %wt system with 1:3 molar concentration of monomers in water

acquired linear dimension of 40 Å, 44 %wt − 46.3 Å, and 50.9 Å for the 33.5 %wt system,

respectively. The starting con�guration was chosen as the mapped last snapshot of the cor-

responding parent AA�MD simulation after at least 200 ns of simulation. The bond and

angle probability distributions sampled during the AA�MD simulations were Boltzmann in-

verted to the tabulated bonded potential (see supporting information) using Eq. 3, excluding

all contributions due to terminal backbone beads B. Initial CG pair potentials for use in

IBI iterations were generated from reference RDFs, gijref (r), according to Eq. 4. Di�erent

starting potentials can be useful, in particular for situations where the iterative procedure

may be unstable because intermediate CG models lead to phase separation. All optimiza-

tion procedures started with the PMF potential at the corresponding concentration. If the

IBI�iteration did not converge (in the 33.5 %wt case), we started from the best (converged)

potential at a higher concentration (44 %wt).

All consecutive IBI iterations without any additional constraints were performed using

the same protocol: the initial con�guration was equilibrated with a Langevin thermostat at

305 K for 0.5 ns followed by a 2 ns simulation using a Nosé�Hoover thermostat, during which

RDFs with excluded 1�4 interactions were sampled every 1 ps. The integration time step
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was 2 fs and the cuto� distance for non�bonded interactions 18 Å. Every iteration step one

of three non�bonded potentials in turn was updated according to Eq. 5. The �nal, converged

CG potential was used to run an extended CG�MD simulations with 192 decamers for a total

of 5 × 107 steps, from which average bond and angle distributions and RDFs were assessed

over the last 5× 106 steps.

Coupling to Lattice�Boltzmann Hydrodynamics

All coarse�grained combined polymer Lattice�Boltzmann simulations were performed us-

ing the MD suite ESPResSo version 3.2.0, development code version 678-g31c4458.65 The

hydrodynamic interactions were computed using the Lattice�Boltzmann (LB) method im-

plemented on GPUs.44 Each simulation was performed on the Surface machine at Lawrence

Livermore National Laboratory on sixteen Intel Xeon E5-2670 processors and one NVIDIA

Tesla K40m GPU.

In the coarse�grained Lattice�Boltzmann (CG�LB) ESPResSo studies, a unit system

for the NIPAM high density polymer phase was established: M0 = 50 amu, σ = 1
3
nm,

ε = kB305 K, t0 = σ
√
ε/M0 = 1.4799 ps. The input parameters to LB are bead resistance

(input friction) constant ξbead (eq. 1), �uid density ρ, lattice spacing agrid, kinematic �uid

viscosity ν and the �uid time step ∆tLB. Simulations were carried out at 290, 305, and

320 K, and the density and kinematic viscosity of water at these temperatures were taken

from IAPWS 2008.66 The properties of water are listed in Table 2. The LB grid spacing

is 1
3
nm, which is approximately the distance between MD beads. Replicating the box in 3

dimensions (see above) eliminates size e�ects that would result in an unusually small grid of

12 nodes along one dimension.

Table 2: Properties of water and their e�ects on simulation parameters

T [K] ρ [M0/σ
3] η [σ2/t0] speed�up factor MD time step [fs] trajectory length [ns]

290 0.4455 14.40 18.00 26.64 1333
305 0.4438 10.23 12.79 18.93 946.4
320 0.4413 7.74 9.68 14.33 716.3
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In simulation units, the kinematic viscosity for the three selected temperatures are 14.398,

10.232, 7.744 σ2/t0. We scale the kinematic viscosity to 0.8 as it increases the e�ective time

step by a factor of η/0.8. The time step was therefore indirectly dependent on temperature.

In order to match the slow dynamics of the all�atom simulations, we used input friction

(Eq. 1) values near the limit of the allowable values for a given time step. Smaller time steps

allow higher friction values. For a time step of dt = 0.01 t0 = 189 fs, the friction used was

1.683× 10−11 kg/s and for a time step of 0.001 t0 = 18.9 fs it was 2.244× 10−10 kg/s. The

lower friction value 1.683 × 10−11 was also used for dt = 18.9 fs to compare the e�ects of

time step on CG molecular structure. The LB �uid positions and velocities were updated

every four MD integration steps.

The bonded and nonbonded potentials calculated by IBI were transferred to ESPResSo

in order for the hydrodynamics of the system to be simulated using the LB method. The

starting con�guration for the CG�LB simulations was taken from a mapped snapshot of the

equilibrated AA system. The CG�LB system was �rst equilibrated with forces capped at

values that were increased linearly for 50 cycles of 100 steps of step size 0.001 t0 in LB �uid

at T = 30.5 K with ξ = 5.610 × 10−14 kg/s. The force cap was then removed and T , and

friction ξ, and the time step were adjusted to the production run values. Once the particles

were warmed to the correct kinetic energy the production run measurements began.

CG bead positions were recorded every 10t0. For the T = 305 K, 44 %wt and 67 %wt

systems, CG bead positions were recorded every 25 steps in order to obtain high resolution

short lag time dynamical information. 5000 snapshots were recorded in each simulation,

resulting in simulations lengths of 1331.8, 946.4, and 716.3 ns for the 290, 305, and 320 K

systems, respectively. The velocity of the center of mass of the system was reset every

104 steps. The bond distributions and radial distribution functions were measured using

VOTCA62�64 for comparison to the AA system. Details of the CG�LB simulations are in

Table 1.

Static and dynamic analysis of these systems was performed post�simulation. The mean
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squared displacement, autocorrelation function of the polymer end�to�end vector of all

192 decamers, and autocorrelation functions of certain A�B�B�A dihedrals were determined

for AA, CG�MD and CG�LB systems. The mean squared displacement (MSD) of the chains

provides hydrodynamic information at short times and di�usion coe�cients at long times.

The position of the �fth monomer along each decamer was used for the mean squared dis-

placement. The mean squared displacement was calculated by

MSD =
〈
(r(t)− r(t+ τ))2

〉
1

(7)

where r(t) is the position of the point of interest (here monomer 5) at time t and r(t+ τ)

is the position of the same point along the chain at a later time t+ τ . A system�wide MSD

was calculated by taking the arithmetic mean of the MSD of all decamers; the operator 〈a〉1

takes the mean value of a over all origin times t and all chains in the system.

The end�to�end vector e = r10(t) − r1(t) of each decamer was determined at each time

point and the autocorrelation function of the end to end vector was determined by

ACF =
〈
(ê(t)− ê(t+ τ))2

〉
1

(8)

where ê(t) is the unit end�to�end vector of one polymer at time t and ê(t+τ) is the posi-

tion of the same end�to�end vector at a later time t+ τ . In the AA system, the coordinates

of the �rst backbone carbon with a side group and the tenth and �nal backbone carbon with

a side group were used to de�ne the end�to�end vector of the polymer. In the CG�MD and

CG�LB systems, the �rst and tenth backbone (B) beads were used to de�ne the end�to�end

vector.

In the dihedral analysis, the A�B�B�A dihedral angles of the middle seven dyads of

chains 1− 8 were recorded and analyzed by:

C(τ) = 〈(cos[Θ(t)−Θ(t+ τ)]〉2 . (9)
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Since chains 1 − 8 have the same stereochemistry, the data for each backbone dyad

torsional angle can be averaged. This is represented by the operator 〈a〉2 that takes the

mean value of a over all origin times t and all chains 1 − 8. The other groups of chains in

the system, 9− 16 and 17− 24 have similar behavior and are not shown.

Results and Discussion

We �rst present the development of a CG model of NIPAM with implicit solvent using the

IBI method and then combine the resulting model with the LB �uid model.

Intra�Molecular Structure

The intramolecular bonding structure of the CG systems was compared to the AA system.

The potentials for CG bonds were created directly from the bond distributions of the CG

beads mapped on to the all�atom system and the resulting distributions in the CG simulation

correspond closely to the parent simulation. The bond distributions for B�B and A�B bonds

as well as B�B�B and A�B�B angles were determined from 5000 snapshots. The results for

the 44 %wt system are provided in Figure 2.

The CG bond structure contains multiple peaks and shoulders. These are the result of

atomistic dihedral rotations mapping onto CG bonds and angles; tacticity was averaged over.

The features in the CG bond structure represent multiple atomistic states.

There are two peaks in the distribution of the B�B backbone�backbone bond: a main

peak at r = 3.25 Å and a minor peak at r = 3.70 Å (Figure 2(a)). These features are

represented in all simulations, but the relative proportions are di�erent. The CG�MD system

closely follows the AA�MD distribution. The CG�LB simulation with low input friction and

dt = 18.9 fs has a slightly weaker major peak and slightly boosted minor peak. These

di�erences are increasingly pronounced for CG�LB with high input friction, dt = 18.9 fs,

and CG�LB with low input friction, dt = 189 fs. The latter two distributions are also
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characterized by a broadening of the peaks.

There is a peak and a shoulder in the distribution of the A�B sidechain�backbone bond:

a peak at r = 3.45 Å and a shoulder near r = 3.25 Å(Figure 2(c)). The CG�MD and

CG�LB, low friction, dt = 18.9 fs both show close agreement with the AA system. The

CG�LB, high friction, dt = 18.9 fs and CG�LB, low friction, dt = 189 fs systems show a

decreased major peak and boosted shoulder and broadening compared to the AA system.

There is one peak and four shoulders in the distribution of the B�B�B (backbone) angle:

the peak is at Θ = 1.91 with shoulders near Θ = 1.30, Θ = 1.63, Θ = 2.05, and Θ = 2.42

(Figure 2(b)). For all CG systems, the small angle shoulders are diminished, the large angle

shoulders are boosted, and the peak is shifted to larger Θ = 1.93.

There is one peak and one pronounced shoulder in the distribution of the A�B�B sidechain�

backbone�backbone angle bond: the maximum peak is at Θ = 1.91 and the shoulder is near

Θ = 2.64 (Figure 2(d)). For all CG systems, the peak was shifted to Θ = 1.95.

We investigated the autocorrelation function of the A�B�B�A dihedral angles in order

to determine if tacticity was preserved between the AA and CG systems (see Supporting

Information). The ACF is a dynamical property, but its result supports the static structure

property of tacticity. The dihedral autocorrelation function was de�ned by Eq. 9. Each curve

corresponds to one dyad, and eight chains were included in each autocorrelation function.

The long�time values of the autocorrelation functions for the AA system are positive and

therefore the chains in the AA system maintain tacticity.67 The autocorrelation functions in

the CG�LB system decay to zero, suggesting the A�B�B�A dihedral angles are uncorrelated

at long times and do not maintain tacticity.

Non�bonded pair potentials

In Figure 3 we show the evolution of non�bonded distributions of the CG-beads during IBI

optimization. These distribution functions are based on the analysis of con�gurations from

IBI iterations at 67.7 %wt or 44 %wt concentrations and T = 305 K. Since all 3 non�bonded
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Figure 2: Bond distributions of 44 %wt polymer mixtures for AA�MD, CG�MD and CG�
LB systems. (a): B�B bond distribution, (b): B�B�B angle distribution, (c): A�B bond
distribution (d): A�B�B angle distribution. Distributions are normalized with respect to
the Jacobians: r2 and sin θ for linear bonds and angles, respectively. Θ = π refers to a fully
extended angle. Black: AA�MD distribution; cyan: CG�MD distribution; blue: CG�LB, low
friction, dt = 189 fs system; green: CG�LB, low friction, dt = 18.9 fs system; grey: CG�LB,
high friction, dt = 18.9 fs system. The units for LB bead resistance ξbead are 10−11 kg/s.
The B�B bond distributions have been scaled by 0.8, and the A�B bond distributions have
been scaled by 0.333.
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Figure 3: Radial distribution functions of CG beads during IBI optimization. a: A�A in
44 %wt polymer system. b: A�A in 67.7 %wt polymer system. The IBI results displayed
correspond to the following iterative steps: 44 %wt (a): black line: target atomistic radial
distribution function, red line: step 1, orange line: step 2, yellow line: step 82, green line:
step 123, blue line: step 458. 67 %wt (b): black line: target atomistic radial distribution
function, red line: step 1, orange line: step 2, yellow line: step 27, green line: step 62, blue
line: step 183. A�B and B�B nonbonded correlations are found in the SI.

distributions (A�A, B�B and A�B) show similar features, we discuss here the A�A RDF

only and the rest is provided in Supporting Information. The A�A RDF reveals multiple

peaks with the �rst peak centered at 5.5 Å in the reference RDF and in the consecutive

re�nements due to IBI updates to the pair potential, although the height of the peak varies

signi�cantly owing to the intra�molecular contributions to the non�uniform density. Figure 3

also shows that the IBI convergence signi�cantly varies with concentration: at 67.7 %wt

the relative error between CG and target A�A RDF is below 3 % after 183 iterations and

reasonable accuracy is achieved already after 60 iterations, while at 44 %wt the same level of

accuracy is achieved only after 450 iterations. In the reference atomistic RDF with decreasing

the concentration from 67.7 %wt to 44 %wt, the �rst peaks of the A�A RDF increases in

height by 10 % and narrows slightly, which indicates the rise of intra�molecular correlations

(contributions due to 1�5 neighbors) and overall inhomogeneity of the system. This change

in convergence speed becomes even more severe with further decrease of concentration: at

33.5 %wt no converged potential was found after 500 iterations with relative error growing

with the number of iterations. One rational way to improve the overall stability of IBI

procedure and the speed of convergence of the method is to rely on a high quality initial

guess of the potential to re�ne. As starting point we used the converged potential of 44 %wt
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system with mixing parameter α set to 0.3, but the same divergent behavior was observed

in all 3 IBI potentials, showing the limits of the straightforward IBI approach in implicit

solvent systems. Since the exact cause of the IBI failure at lower concentrations remains

unclear, we do not provide the results of IBI optimization at 33.5 %wt.

The accuracy of the nonbonded parameters in the PNIPAM CG model was assessed by

comparing RDFs from the atomistic simulations of 24 decamers and CG simulations with 192

decamers at 44.0 %wt and 67.7 %wt of NIPAM, respectively, at T= 305 K. Figure 4 compares

the A�A RDFs of the AA, CG�MD, and CG�LB trajectories at those state points. Besides

small di�erences in the A�B distribution in the 44 %wt system, the CG�LB nonbonded

statistics follow the CG�MD system closely and match the target distributions arguably

well. This indicates that the calculated CG potentials reproduce the structural features of

high to moderate PNIPAM solutions at CG level. A�B and B�B non�bonded correlations

are found in the SI.

Figure 5 shows the RDF of A�A beads based on the CG�LB time step and friction. A�B

and B�B nonbonded correlations are found in the SI. Parameters tested in CG�LB were time

step: dt = 18.9 and 189 fs, and friction: 1.683 × 10−11 and 2.244 × 10−10 kg/s. The lower

friction value with the 18.9 fs time step provided the closest agreement in the nonbonded

structure with respect to the AA system. The peak heights in the high friction value with

18.9 fs time step were depressed with respect to the AA system. This depression of the RDF

was more pronounced in the simulation with lower friction and 189 fs time step. This shows

that low friction values, create smaller forces between the CG�MD beads and the LB �uid

which preserves the structure more accurately than high friction values. High friction values

may be necessary to match the dynamics to AA systems, however. Larger time steps also

lead the system to experience forces further from the minima in the force �elds and thus may

be less accurate due to weaker sampling. A near 10�fold time step with respect to atomistic

dynamics was accomplished, while also replacing the explicit solvent with LB.

Having validated the approach for one state point, we now want to test if the same po-
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tentials can be used for a wider range of state points. In using the non�bonded potentials

derived above in our PNIPAM CG model, we consider two factors: (i) temperature trans-

ferability of the potentials derived at 305 K to 290 K and 320 K, and (ii) concentration

transferability of the potentials derived at 44 %wt to 67.7 %wt and 33.5 %wt. Bonded po-

tentials are much stronger compared to thermal energy that these changes in condition have

negligible e�ects. Figure 6 compares the A�A results when the potential developed at 305 K

and 44 %wt was transferred to T=290 K or T=320 K. There are only weak temperature

e�ects in the AA system with increased height of the �rst peak by about 10 % at 320 K and

the CG potential results follow this behavior. Figure 7 compares the A�A results when the

potential developed at 305 K and 67.7 %wt was transferred to T=290 K and T=320 K. A�B

and B�B nonbonded correlations are found in the SI.

Figure 8 compares the A�A results when the potential developed at 44 %wt was trans-

ferred to 67.7 %wt and 33.5 %wt. We clearly see a much stronger e�ect with concentration

than with temperature. The A�A (here) and A�B (SI) interactions are qualitatively the same

over all concentrations. But the B�B (SI) does not transfer correctly as the initial shoulder

comes in too low. Also the shape of the �rst peak is not reproduced correctly. The developed

potentials demonstrate notable concentration dependence. However, it is promising that all

sets of derived potentials � based on an implicit solvent model � provided acceptable trans-

ferability over the temperature range of 290�320 K. Noteworthy, the best agreement with

target distributions was achieved with potentials based on reference atomistic system having

monomer:water concentration of 1:3, which almost corresponds to a polymer melt. This

observation indicates that IBI CG models favorably reproduce the structural properties of

homogeneous stems such as polymer melts, but are less successful to describe systems with

density or concentration heterogeneities.
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Figure 4: Radial distribution function g(r) between di�erent bead types in AA, CG�MD,
and CG�LB systems at T = 305 K. The CG simulations are performed with the potentials
obtained from a converged IBI procedure at T = 305 K. Cyan line: AA target potential.
Blue hollow circle: CG�MD simulation. Blue �lled circle: CG�LB, low friction, dt = 18.9 ps
simulation. (a): A�A distribution in 44 %wt polymer-water mixture. (b): A�A distribution
in 67.7 %wt polymer-water mixture. A�B and B�B correlations are found in the SI.

Figure 5: Radial distribution function g(r) between di�erent bead types comparing the target
AA system to CG�LB systems with various time steps and input frictions. In each panel,
all curves represent the same concentration, temperature, and bead pair correlation. Cyan
line: AA target potential. Blue �lled circle: CG�LB, low friction, dt = 18.9 ps simulation.
Orange x: CG�LB, low friction, dt = 189 ps. Black +: CG�LB, high friction, dt=18.9 ps.
(a): A�A distribution in 44 %wt polymer-water mixture. (b): A�A distribution in 67.7 %wt
polymer-water mixture. A�B and B�B correlations are found in the SI. The units for LB
bead resistance ξbead are 10−11 kg/s.
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Figure 6: Radial distribution function g(r) between di�erent bead types in AA, CG�MD,
and CG�LB systems. The CG simulations are simulated with an IBI potential optimized
from AA�MD trajectories at 44 %wt concentration and T = 305 K and were transferred
to di�erent temperatures. In each panel, all curves represent the same concentration and
bead pair correlation. Cyan line: AA target potential at T = 305 K. Fuchsia line: AA at
T = 290 K. Lime green line: AA at T = 320 K. Blue hollow circle: CG�MD at T=305 K.
Red hollow square: CG�MD at T = 290 K. Green hollow triangle: CG�MD at T = 320 K.
Blue �lled circle: CG�LB at T = 305 K. Red �lled square: CG�LB at T = 290 K. Green
�lled triangle: CG�LB at T = 320 K. All CG�LB results in this �gure are based on low
friction, dt = 18.9 ps simulations. (a): A�A distribution in CG�MD simulation. (b): A�A
distribution in CG�LB simulation. Curves for T = 290 K are o�set by +0.5, and curves for
T = 320 K are o�set by +0.25. A�B and B�B correlations are found in the SI. The units for
LB bead resistance ξbead are 10−11 kg/s.

Figure 7: Radial distribution function g(r) between di�erent bead types in AA, CG�MD,
and CG�LB systems. The CG simulations are simulated with an IBI potential optimized
from AA�MD trajectories at 67.7 %wt concentration and T=305 K and were transferred
to di�erent temperatures. In each panel, all curves represent the same concentration and
bead pair correlation. Cyan line: AA target potential at T = 305 K. Fuchsia line: AA at
T = 290 K. Lime green line: AA at T = 320 K. Blue hollow circle: CG�MD at T = 305 K.
Red hollow square: CG�MD at T = 290 K. Green hollow triangle: CG�MD at T = 320 K.
Blue �lled circle: CG�LB at T = 305 K. Red �lled square: CG�LB at T = 290 K. Green
�lled triangle: CG�LB at T = 320 K. All CG�LB results in this �gure are based on low
friction, dt = 18.9 ps simulations. (a): A�A distribution in CG�MD simulation. (b): A�A
distribution in CG�LB simulation. Curves for T = 290 K are o�set by +0.5, and curves for
T = 320 K are o�set by +0.25. A�B and B�B correlations are found in the SI. The units for
LB bead resistance ξbead are 10−11 kg/s.
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Figure 8: Radial distribution function g(r) between di�erent bead types in AA, CG�MD,
and CG�LB systems. The CG simulations are simulated with an IBI potential optimized
from AA�MD trajectories at 44 %wt concentration and T = 305 K and were transferred to
di�erent concentrations. In each panel, all curves represent the same temperature and bead
pair correlation. Cyan line: AA target potential at 44 %wt. Fuchsia line: AA at 67.7 %wt.
Lime green line: AA at 33.5 %wt. Blue �lled circle: CG�LB at 44 %wt. Red �lled square:
CG�LB at 67.7 %wt. Green �lled triangle: CG�LB at 33.5 %wt. All CG�LB results in this
�gure are based on low friction, dt = 18.9 ps simulations. (a): A�A distribution in CG�MD
simulation. (b): A�A distribution in CG�LB simulation. Curves for 33.5 %wt are o�set by
+0.5, and curves for 44 %wt are o�set by +0.25. A�B and B�B correlations are found in
the SI. The units for LB bead resistance ξbead are 10−11 kg/s.

Dynamics

In addition to the reproduction of structural properties, the combined CG�LB model should

be capable to account for certain dynamic e�ects of the reference system. The dynamics

of the all�atom and coarse�grained lattice Boltzmann systems were validated by analyzing

the mean squared displacement and autocorrelation function of the end to end vector of the

decamers.

The slope of the MSD versus time lag τ on a log�log plot is indicative of the dynamic state

of the system. The Zimm model68 accounts for hydrodynamic interactions between beads

on the polymer chain while calculating the pre�averaged mobility matrix. Zimm dynamics

is characterized by monomer MSD∝ τ 2/3 at short times followed by MSD∝ τ 1 beyond the

Zimm time, or the relaxation time of the polymer. The MSD of the center of mass for

decamers for the all�atom 44 %wt system is shown in Figure 9. The all�atom system (blue

line) exhibits ∝ τ 2/3 →∝ τ 1 behavior, in agreement with Zimm behavior. The CG�MD
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(green line) and CG�LB systems (low friction, purple line; high friction, red line) exhibit

∝ τ 2 →∝ τ 1 time scaling behavior. It is possible that the coarse�grained system does not

have polymer scaling behavior at these short chain lengths due to the reduced number of

interaction sites. We are currently studying longer chains which give an indication of Zimm

behavior. The LB friction on the MD beads ξbead decreased the values and slopes of the

MSD as the friction increased, but the dynamical transition times are similar, as shown in

Figure 9.

The di�usion coe�cient is related to the slope of the MSD in the linear regime, for lag

times greater than the longest relaxation time of the chains, by

Dt = lim
τ→∞

MSD

2dτ
= lim

τ→∞

〈(r(t)− r(t+ τ))2〉
6τ

(10)

where d is the number of spatial dimensions. The di�usion coe�cients were calculated

from a least squares �t of the slopes of the MSDs and are listed in Table 3. The closest

match to the AA system is the high friction CG�LB simulation. Even with a friction value

so large that the static behavior is not fully reproduced, 2.244 × 10−12 kg/s, for the 18.9 fs

timestep the di�usion coe�cient is larger than the AA system by a factor of 4.2.

The MSD of the central monomers of decamers for the AA�MD 67 %wt system is provided

in Figure 10. The dynamics is quite slow for this system. At 100 ns, the MSD of the

central monomers of the chains is 10 Å
2
. The MSD scales as ∝ τ 1/4 followed by ∝ τ 1/2 and

eventually free di�usion at ∝ τ 1, suggestive of a slowdown similar to reptation dynamics.69 It

would be surprising to truly observe reptation dynamics at this chain length. The enhanced

interactions between the polymer and water atoms, kij = 1.35, clearly played a role in the

slow dynamics, however, it is unclear if the MSD versus τ scaling was also a�ected. The

atoms may have been trapped due to the stronger interactions, particularly the hydrogen

bonds. This is in agreement with our earlier atomistic observation that a weaker interaction

of the unpolar groups with water leads to more glass�like behavior and slower dynamics.29 In

the CG simulations, the direct interaction with water is missing and replaced with a mean�
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�eld type interaction. The CG�LB MSD data is also provided in Figure 10. The CG�LB

data follows the trends of the lower concentration system in terms of scaling regimes and

friction.

The end�to�end vector autocorrelation functions of the decamers were �t to the Kohlrausch-

Williams-Watts70 (KWW) stretched exponential function:

f(t) = Ze(t/τKWW )β (11)

where τKWW is the relaxation time, β is the stretching exponent between 0 and 1, and

Z is a constant. The KWW function is useful for describing a curve as the superposition

of multiple exponential functions with distinct relaxation times. The average lengths of the

end�to�end vectors are in the CG model (CG�MD: 14.32± 0.02 Å, CG�LB: 15.19± 0.01 Å)

actually slightly smaller than in the AA model (17.36 ± 0.12 Å), there is no signi�cant

tacticity e�ect in the AA model.

As the distribution of relaxation times broadens, β decreases. The �t is described in

Table 3. The β values for the three CG systems agree very well, but the β value for the AA

system is lower than the CG systems by about 0.3 indicating a wider distribution of correla-

tion times. The AA decamer has 19 carbon�carbon bonds along the backbone, whereas the

CG decamer has 9 B�B bonds and signi�cantly fewer degrees of freedom. The data therefore

agrees with this concept of a distribution of narrower relaxation times. To probe any map-

ping e�ects on end�to�end vector autocorrelation, the end�to�end vector of the decamers

with CG beads mapped onto the AA decamers during the AA simulation were also recorded

along with the true AA decamer end�to�end vector. The autocorrelation CG�mapped AA

data and true AA data were identical.

The longest relaxation time τR of the chains was determined where the autocorrelation

function was linear on a semilog plot. This is the decay time of the entire chain. These times

are given in Table 3.

The decay time of the CG�LB systems depends on the input friction, and the speedup
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Table 3: Di�usion coe�cients and reorientation �t parameters for the 44 %wt
system. The units for LB bead resistance ξbead are 10−11 kg/s.

System representation D [10−7cm2/s] Z β τKWW [ns] τR [ns]
AA�MD 0.6740 0.96 0.54 67.09 95.61
CG�MD 52.09 1.01 0.83 0.02076 0.03480
CG�LB ξbead=1.68 5.469 0.99 0.81 1.611 2.458
CG�LB ξbead=22.4 2.848 0.99 0.81 3.482 5.234

from CG�LB to AA was 20.36 and 43.40, respectively. The speedup in reorientation of the

CG�MD system compared to the AA system yielded a factor of 3065. The end�to�end ACF

of the decamers in the 44 %wt systems are shown in Figure 11. In this plot, the CG systems

were scaled by the ratio between the decay time of the AA system and the respective CG

system. The AA system approaches the linear regime in the semilogarithmic plot at larger

values of the ACF compared with the CG systems. In the plot, this appears as a steep

initial drop, and re�ects the faster initial relaxation times not present in the CG systems.

This is due to the CG model only representing the long time dynamics of the whole chain

or signi�cant subchains and not the fast segmental dynamics. But the long time dynamics

is represented semi�quantitatively. The KWW and largest relaxation time �ts are provided

in the SI.

Figure 9: Mean squared displacement of middle monomers in all�atom and coarse�grained
lattice Boltzmann 44 %wt polymer�water mixture. Two τ 1 curves are drawn to guide the
eye to di�usive regimes of multiple systems. Each AA�MD and each CG�LB MSD curve is
an overlay of a high resolution (small τ between output frames) and a low resolution (large
τ between output frames) trajectory. The overlay begins smooth but discrepancies increase
as the statistics of the high resolution trajectory become poor.
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Figure 10: Mean squared displacement of middle monomers in all�atom and coarse�grained
lattice Boltzmann 67 %wt polymer�water mixture. Two τ 1 curves are drawn to guide the eye
to di�usive regimes of multiple systems. Each AA�MD and each CG�LB MSD curve is an
overlay of a high resolution (small τ) and a low resolution (large τ) trajectory. The overlay
begins smooth but discrepancies increase as the statistics of the high resolution trajectory
become poor.

Figure 11: Polymer end to end vector autocorrelation function for AA�MD, CG�MD, and
CG�NH systems.
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Conclusion

We have successfully coarse�grained a system of atactic NIPAM using the Boltzmann in-

version technique. The two state points for coarse-graining were 44 %wt and 67.7 %wt in

water at T = 305 K. The nonbonded interactions were calculated using IBI, and the bonded

interactions were calculated via a single Boltzmann inversion. These two potentials were

coupled to an LB �uid, marking the �rst time a structurally coarse�grained chemical has

been coupled to LB. The static properties of the system were preserved in the transfer from

an all-atom system to a coarse�grained system with Nose�Hoover thermostat and barostat

to the coarse-grained system coupled to LB. Time steps as high as 189 fs were possible in the

CG-LB system. The speedup was accomplished through a combination of softer potentials

plus a relaxation of the �uid which has a time scaling e�ect. The potential may be extended

by considering tacticity when analyzing bond lengths, angles, and dihedrals. That would

increase the workload somewhat as the di�erent dyads would need to be analyzed separately.

The purpose of the LB �uid in these simulations was to replace explicit water with

a fast hydrodynamic solver. To the issue of speed, simulation times of 200 µs per day

were accomplished on sixteen CPU cores plus one GPU, the latter of which handled the

LB computation. To the matter of hydrodynamics, the polymers were not long enough

to see complex polymer behavior such as Zimm, Rouse, or reptation dynamics. We were

able to realize a system with di�usivity values of chains within an order of magnitude of

the AA system by adjusting the friction to large values relative to the time step. We are

currently running simulations at the same state points with longer chains to observe higher

order polymer behavior. The tuneable parameter of LB friction modi�ed the magnitude

of the dependence on time while preserving the time scaling properties of mean squared

displacement and end�to�end vector autocorrelation. Ideally, the friction should be tuned

to experimental data to realize exact matching of the dynamical observables between the

physical and computational systems. If slow dynamics are desired and high friction values

are thus applied the structure may become compromised and due care should be taken. Still
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the technique allows a signi�cant speedup with a very good compromise between correct

statics and long time dynamics.
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