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ABSTRACT
Many problems exist related to the location problems of resources in a computer network to accommodate client demands subject to constraints imposed on the clients and the servers. For example, one classical location problem consists of computing the dominating sets (DS) of a network. A DS is a set of nodes in the network (called dominating nodes) such that the remaining nodes in the network are adjacent to at least one dominating node. The problem of finding a DS of minimum cardinality is known to be NP-complete. A variety of conditions may be imposed on the dominating set D in a graph \( G = (V, E) \). Among them, we have multiple domination and distance domination. Multiple domination requires that each vertex in \( V - D \) be dominated by at least \( k \) vertices in \( D \) for a fixed positive integer \( k \). Distance domination requires that each vertex in \( V - D \) be within distance \( r \) of at least one vertex in \( D \) for a fixed positive integer \( r \). We refer to the problem of computing DS when these two conditions are taken into account as the Generic Dominating Sets (GDS) problem. Prior work on solving the GDS problem focuses on interval graphs (IG), which can represent only a few network topologies. We present the first solutions to the GDS problem for arbitrary graphs. Simulation results regarding several configurations are presented.
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1. INTRODUCTION
Location problems on computer networks deal with the location of services (or facilities) to accommodate client demands [5] subject to some constraints. For example, given a computer network, servers could be deployed such that every client has a server within a given distance (in terms of hops). One classical location problem is the domination problem. The domination problem seeks to determine a minimum number of nodes \( D \) such that every other node in the network is adjacent to a node in \( D \). The problem of finding a DS of minimum cardinality is known to be NP-complete [4].

Domination in graphs has many applications in computer networks. Many broadcasting and topology control techniques that make use of dominating sets (DS) have been reported in the literature [1, 3]. In some scenarios (e.g., in wireless ad-hoc networks) the algorithm must compute the DS having only partial knowledge of the network topology (e.g., only the two-hop neighborhood). In wired networks, because the topology does not change, or it changes not very often, we make the assumption that the whole network topology is known.

From graph theory, we know that a variety of conditions may be imposed on the dominating set \( D \) in a graph \( G = (V, E) \). Among them, we have multiple domination, and distance domination [6]. Multiple domination requires that each vertex in \( V - D \) be dominated by at least \( k \) vertices in \( D \) for a fixed positive integer \( k \). Distance domination requires that each vertex in \( V - D \) be within distance \( r \) of at least one vertex in \( D \) for a fixed positive integer \( r \). We refer to the problem of computing a DS when these two conditions are taken into account as the Generic Dominating Sets (GDS) problem. The problem of computing a GDS of minimum cardinality for arbitrary graphs is also NP-complete.

Joshi et al. [8] have provided solutions for solving the GDS problem for interval graphs (IG). A graph \( G \) is said to be an interval graph if there is a one-to-one correspondence between a finite set of closed intervals of the real line and the vertex set \( V \), and two vertices \( u \) and \( v \) are connected if and only if their corresponding intervals have a nonempty intersection. Even though the solutions presented by Joshi et al. [8] are optimal, IGs are limited to very simple network topologies.

We adopt the nomenclature presented in [8] to classify GDS problems. The \( (k, r) \) dominating problem is defined as the problem of selecting a minimum cardinality vertex set \( D \) of a graph \( G = (V, E) \) such that every vertex not in \( D \) is at a distance \( r \) or less from at least \( k \) vertices in \( D \). If we impose the condition that there exist a vertex in \( D \) at a distance of at most \( r \) for each vertex in \( D \), then the set \( D \) is a total \( (k, r) \) dominating set, and if there exist a vertex in \( D \) adjacent to each vertex in \( D \), then the set \( D \) is a reliable \( (k, r) \) dominating set.

When the dominating set \( D \) is seen as a set of nodes providing some services to other nodes, then redundancy is achieved by choosing \( k \) greater than one. The distance parameter \( r \) allows us to increase local availability by reducing the distance to the servers.

Many practical networking problems can be solved by setting these two parameters to values such that the requirements are satisfied. More servers in the vicinity incurs smaller average delays. If the servers should be backed up by other servers, then a reliable...
dominating set is desirable. For example, we can specify the number of servers that should respond to any given client, and also the maximum distance to the servers. Alternatively, we can also enforce that every server must be within a maximum distance from any other server, or that for every server at least one other server should be in the same segment of the network.

The minimum cardinality of the dominating set $D$ is denoted by $\gamma(G)$ and is called the domination number. For multiple domination, this parameter is called the $k$-domination number and is denoted by $\gamma_k(G)$. For distance domination, it is called the distance-$r$ domination number and is denoted by $\gamma_{\leq r}(G)$.

Henning et al. have presented some bounds on the distance-$r$ domination number [7]. They show that, for an integer $r \geq 1$, if graph $G$ is a connected graph of order $n \geq r+1$, then $\gamma_{\leq r}(G) \leq \frac{\Delta}{r+1}$. An algorithm that computes a distance-$r$ dominating set within the established bounds is also presented.

The rest of the paper is organized as follows. Section 2 presents solutions for the GDS problem for arbitrary networks. Because the GDS problem in arbitrary graphs is NP-complete, the proposed algorithms seek only approximations to the optimal solution. Section 3 presents simulation results comparing our algorithm to the algorithm presented in [7] for computing $(1, r)$-dominating sets, and also simulation results for our algorithm under a variety of configurations. Section 4 concludes this work.

2. GENERIC DOMINATING SETS

2.1. $(k, r)$-dominating set

A node is said to be $(k, r)$-dominated (or simply dominated) if there are at least $k$ neighbors within distance $r$ in $D$ (refer to Table 1 for notation). The $\text{Dom}_i$ value of a node $i$ (referred as $i.\text{Dom}_i$) is defined as $k$ minus the number of nodes in $D$ within distance $r$ of $i$.

Consider an arbitrary graph $G = (V, E)$. Initially all nodes in the graph are in the set $I$ (i.e., $I = V$), and the $\text{Dom}_i$ value of each node is set to $k$, i.e., $\forall v \in V : v.\text{Dom}_i = k$ (see Algorithm 1). This means that all nodes are in need of at least $k$ dominating nodes within distance $r$. Whenever a node gets covered (i.e., $\text{Dom}_i$ value is zero), the node is moved to the set $I'$. That is the same as to say that nodes in the set $I'$ are $(k, r)$-dominated.

At the beginning of the main iteration of Algorithm 1, a new candidate $c$ is chosen among the nodes in the set $I$, and the selection criteria is that $c$ must be the node with the largest $\text{Dom}_i$ value among the nodes remaining in the set $I$. Because more dominating nodes are selected, they impact a larger number of nodes. At the very first iteration, $c$ is any node from $I$, and $D$ is empty. For every new candidate, a set of nodes is selected as potential dominating nodes for $c$. This set is called $P$, and it has cardinality $c.\text{Dom}_i$ (i.e., $|P| = c.\text{Dom}_i$). The nodes selected for $P$ must be within distance $r$ from $c$, and farther away from $c$. By choosing the nodes farther away from $c$, they can potentially dominate a larger set of nodes. If such nodes are not available (i.e., there is not even enough nodes in the one-hop neighborhood), then node $c$ is said to be unsatisfiable, and it is placed in the set $D$. To check coverage, a tree rooted at node $c$ is built, and only nodes still in set $I$ and in $c$'s $r$-hop neighborhood are taken into account. Nodes no longer in the set $I$ are not considered because their status is already $(k, r)$-covered, hence they do not participate in the selection of dominating nodes for the remaining nodes not covered yet. In this case, node $c$ is said to be satisfiable, because there are at least $c.\text{Dom}_i$ nodes in the tree (excluding node $c$).

If $c$ is satisfiable, the algorithm proceeds with the following computation. Start processing the neighbors of node $c$ in their order of distance until either $c$ is dominated, or a node in $P$ is reached. In this process, for each node $n$ encountered, if $n$ is satisfiable then select the next node (if there are no node left at the same distance, choose the first one from the next level), else place node $n$ in the dominating set $D$ and update the $\text{Dom}_i$ value for each node within distance $r$ from node $n$. During this process of adding unsatisfiable nodes, if node $c$ is satisfied, then choose the next candidate (again, a node with the largest $\text{Dom}_i$ value among the nodes in the set $I$), and repeat the main iteration. If $c$ is not satisfied and a node in $P$ is reached, then choose $c.\text{Dom}_i$ nodes from the set $P$ such that they are farther away (number of hops) from node $c$. The procedure ends when the set $I$ is empty (i.e., all nodes in $V$ are $(k, r)$-dominated).

Figure 1 depicts an example of applying Algorithm 1 to compute a $(2, 3)$-dominating set of the network, having node $B$ as the starting node. The tree built using procedure $r$-Tree is indicated by the arrows starting at node $B$ (Figure 1(A)). Node $B$ selects nodes $F$ and $M$ for its set $P$ (note that both are three-hops away from $B$). All nodes in $B$’s three-hop neighborhood are satisfiable. Because nodes are processed according to their distance, eventually a node in set $P$ is reached. When this happens, $B.\text{Dom}_i$ (i.e.,

<table>
<thead>
<tr>
<th>Table 1: Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_i^r$</td>
</tr>
<tr>
<td>$\mathcal{B}_{r,i}$</td>
</tr>
<tr>
<td>$D$</td>
</tr>
<tr>
<td>$i.\text{Dom}_i$</td>
</tr>
<tr>
<td>$I$</td>
</tr>
<tr>
<td>$I'$</td>
</tr>
</tbody>
</table>

Figure 1: Computing a $(2, 3)$-dominating set using the KR Algorithm: $\text{Dom}_i$ value is shown by each node; set of $(k, r)$-dominated nodes (i.e., set $I'$) is shown as a circled area.
2) nodes are selected from set \( P \). In this case, both \( F \) and \( M \) are selected (Figure 1(B)). Figure 1(C) shows the network after this selection. All nodes within three-hops from node \( F \) and \( M \) have their \( Domin \) value updated accordingly. The next candidate with largest \( Domin \) value among the nodes not covered yet is node \( A \). The nodes in the set \( I' \) fragment the network in several disjoint components, and node \( A \) is by itself in its fragment. Hence, node \( A \) does not have any potential dominating nodes, and because it is not satisfiable it is chosen for the set of dominating nodes. After the selection of node \( A \), all the remaining candidates have the same \( Domin \) value (i.e., 1) (Figure 1(D)). Let's suppose that node \( G \) is selected as the next candidate. Node \( H \) is selected for \( G \)'s \( P \) set, because node \( H \) is the node farther away from \( G \) in the connected component in which \( G \) takes part. Eventually node \( E \) is reached because the node at the lower level (i.e., nodes \( I \)) is satisfiable. After node \( H \) is selected as a dominating node (Figure 1(E)), only node \( N \) is left out, and it is clearly not satisfiable, because it still needs one dominating node and all the remaining nodes are already \((k, r)-\)dominated (i.e., they are in set \( I' \)). After node \( N \) is selected for the dominating set, all nodes in the network are covered (i.e., \( Domin = 0 \)). That is, every node in the network that is not a dominating node have at least 2 dominating nodes within distance 3.

**Definition 2.1.** A node \( c \) is a candidate if it is among the nodes in the set \( I \) with the largest \( Domin \) value.

Let \( R_l \) be the set of nodes within distance \( r \) from node \( i \) but still in the set \( I \) (i.e., \( R_l = \forall_{l,i} \cap I \)). Let \( T \) be the tree rooted at node \( i \), such that \( height(T) \leq r \), and formed only by nodes in \( R_l \).

**Remark 2.1.** For candidate node \( c \), all nodes in \( I \cap \forall_{r,c} \) have a \( Domin \) value smaller than or equal to \( c.\ Domin \).

By definition 2.1, node \( c \) is a candidate because it is among the nodes with the largest \( Domin \) value in set \( I \). Hence, all nodes in \( R_l \) have a \( Domin \) smaller than or equal to \( c.\ Domin \).

Let \( P \) be a set of nodes with cardinality \( c.\ Domin \) formed by the deepest nodes in \( T \). Let \( M = R_l \setminus P \). In other words, \( P \subseteq R_l \) such that \( \|P\| = c.\ Domin \) and for all \( i \in P \), for all \( j \in M \), \( \text{height}(i) \geq \text{height}(j) \). The existence of set \( P \) with respect to the candidate \( c \) implies that \( c \) is satisfiable.

Let \( S_l \subseteq \forall_{r,c} \) such that for all \( k \in S_l, k.\ Domin = 1 \); that is, \( S_l = \{k \in \forall_{r,c} | k.\ Domin = 1 \} \).

If \( c \) is satisfiable, nodes from set \( R_l \) are selected to dominate \( c \) while \( c.\ Domin > 0 \). A node \( m \) is selected to dominate \( c \) if \( m \) is unsatisfiable (i.e., \( \|T_m\| < m.\ Domin \)), or \( m \) belongs to set \( P \).

**Lemma 2.1.** \( \{m \cup D\} \) is a \((k, r)-\)dominating set for \( \{D \cup I' \cup S_m\} \).

A node with \( Domin \) value one (i.e., the node needs just one more dominating node) and that is in set \( S_m \), becomes \((k, r)-\)covered by node \( m \). Consequently, all nodes in the set \( S_m \) become \((k, r)-\)covered by node \( m \), and are inserted in set \( I' \).

**Lemma 2.2.** If \( P \) does not exist then \( \{D \cup c\} \) is a \((k, r)-\)dominating set for \( \{D \cup I' \cup S_m\} \).

If node \( c \) is not satisfiable, then node \( c \) is added to the set \( D \), and consequently to the set of nodes already covered (i.e., \( \{D \cup I'\} \)).

**Theorem 2.1.** Algorithm 1 correctly computes a \((k, r)-\)dominating set for any connected graph \( G = (V, N) \).

**Proof.** As Algorithm 1 follows Lemmas 2.1 and 2.2 it is clear that it correctly computes a \((k, r)-\)dominating set for any connected graph \( G = (V, N) \). The selection process continues until no nodes are left in set \( I \). Nodes are inserted in set \( I' \) only when they have at least \( k \) dominating nodes within \( r \) hops, or when they are selected as dominating nodes. Candidate \( c \) is either satisfiable, or it is chosen as a dominating node. At the end, all nodes in \( V \) are in the set \( I' \), and every node is either satisfiable or a dominating node.

---

**Algorithm 1: KR**

<table>
<thead>
<tr>
<th>Data</th>
<th>( G = (V, E) ), ( k ), ( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result</td>
<td>( D ), the ((k, r)-)dominating set</td>
</tr>
</tbody>
</table>

begin

foreach \( i \in V \) do

\( i.\ Domin = k \);

\( I' \leftarrow \emptyset \); \( I \leftarrow V \); \( D \leftarrow \emptyset \);

while \( I \neq \emptyset \) do

\( ^* \text{return next node from set} I \text{ with largest} Domin^* \)

\( c = \text{next} \left( I \right) \);

\( ^* \text{create a hash table} \text{ (hash} = \text{distance}) \text{, and each list sorted by Domin} \text{ in decreasing order}^* \)

\( HT = \text{createHashTable} (r) \);

\( \text{Tree} G, r, c, HT, I' \);

if \( |HT| < c.\ Domin \) then

\( D \leftarrow D \cup \{c\} \); \( c.\ Domin = 0 \);

forall \( j \in \forall_{r, c} \) do

\( \text{if } j.\ Domin > 0 \text{ then} \)

\( D \leftarrow D \cup \{j\} \);

end

else

\( ^* \text{c.}\ Domin \text{ more distant nodes from node} c^* \)

\( P \leftarrow \text{LastN} (HT, c.\ Domin) \);

while \( c.\ Domin > 0 \) do

\( ^* \text{next from HT with lowest index} \text{ (i.e., closer nodes first)} \text{, and largest} Domin \neq 0^* \)

\( n = \text{Next} (HT) \);

\( \text{if } n \in P \text{ then} \)

\( ^* \text{get the} c.\ Domin \text{ most distant nodes from HT} \text{ (i.e., set} P_n)^* \)

\( Q \leftarrow \text{LastN} (HT, c.\ Domin) \);

forall \( x \in Q \) do

\( D \leftarrow D \cup \{x\} \); \( x.\ Domin = 0 \);

forall \( j \in \forall_{r, c} \) do

\( \text{if } j.\ Domin > 0 \text{ then} \)

\( D \leftarrow D \cup \{j\} \);

end

end

\( ^* \text{check if node} n \text{ is satisfiable}^* \)

\( \text{isCovered} G, r, n, K, I' \);

\( \text{if } K < n.\ Domin \text{ then} \)

\( D \leftarrow D \cup \{n\} \); \( n.\ Domin = 0 \);

forall \( j \in \forall_{r, c} \) do

\( \text{if } j.\ Domin > 0 \text{ then} \)

\( D \leftarrow D \cup \{j\} \);

end

end

end

---

**Theorem 2.2.** For any graph \( G(V, E) \), Algorithm 1 computes a \((1, r)-\)dominating set within bounds established in [7].
Proof. The solution presented in [7] (referenced here as OneR) selects dominating nodes during the traversal of the spanning tree $T$ of graph $G$. Let $D_{oneR}$ be the DS computed using algorithm OneR, and $D_K$ be the DS computed using algorithm 1. In OneR, for every node $i \in T$ selected for set $D$, a subset $D_{oneR}^i \subseteq \mathcal{N}_r(i)$ with cardinality $|D_{oneR}^i| = r$ is removed from $T$ (except for the last dominating node, when $|D_{oneR}^i| \leq 2r$). In algorithm 1, for every node $j$ selected as a dominating node (and $j \in T$ because $T$ is a spanning tree of $G$), a subset $D_{K}^j \subseteq \mathcal{N}_r(j)$ with cardinality $|D_{K}^j| \leq |\mathcal{N}_r(j)|$ is dominated. That is the same as to say that for every node $i$ selected as dominating node, while the KR algorithm removes $|\mathcal{N}_r(i)| \geq r$ nodes from graph $G$ (and $i \in T$), algorithm OneR removes always $r$ nodes from $T$. Hence, we have that $|D_{K}^j| \leq |D_{oneR}^i|$. And because algorithm OneR computes a dominating set within bounds established in [7], so does algorithm 1 when computing (1, r)-dominating sets.

2.1.1 Running time

Let consider an arbitrary graph $G = (V,E)$ of order $n = |V|$, represented using adjacency-lists. Algorithm 2 implements the procedure $r$-Tree, which is called from Algorithm 1. $r$-Tree builds a tree rooted at node $n$ using breadth-first search (BFS) [2]. In [2] it is shown that the total running time of BFS is $O(|V| + |E|)$. The main difference between algorithm r-Tree and standard BFS is that the former is restricted to the r-hop neighborhood, and the latter runs over the whole graph (network). Algorithm 2 also includes insertion in a hash table (we assume hashing with chaining). Because we assume the hash value to be the distance of a node, there is no cost regarding computing the hash value. In our case the cost of inserting a node in the hash table is constant (i.e., $O(1)$). Thus, Algorithm 2 runs in linear time in the size of the adjacency-list representation of $G$.

Procedure isKCovered (Algorithm 3) also mimics BFS, with the only addition of searching the hash table $HT$ (what can be accomplished in $O(1)$ time). The main algorithm (i.e., Algorithm 1), the overhead for initialization is $O(n)$. The main while loop is executed at most $n$ times. The most costly operation internal to the while loop is performed in the second while loop, in which the procedure isKCovered is executed at most $O(|\mathcal{N}_r(i)|)$ times (where $|\mathcal{N}_r(i)|$ is the average size of the r-hop neighborhood). Assuming $E \ll n^2$, and $|\mathcal{N}_r(i)| < n$, Algorithm 1 runs in $O(n^2)$ time.

2.2 Total (k,r)-dominating set

A total (k,r)-dominating set for a graph $G = (V,E)$ is a set $D \subset V$ such that every node $v$ not in $D$ is at a distance $r$ or less from at least $k$ nodes in $D$, and every vertex $p \in D$ is at a distance $r$ or less from at least one other node in $D$.

In the (k,r)-dominating set problem we do not find another member within distance $r$ to dominate a dominating node of $D$. But, to compute the total (k,r)-dominating set, when adding a new member $n$ to the set $D$, if node $n$ is not dominated by any other node in $D$ (i.e., $n.Dominin = k$), then the Dominin value of node $n$ is set to 1 instead of 0 (as in the (k,r)-dominating problem). Therefore, a dominating node is removed from the set $I$ only after it is dominated by at least one dominating node.

When computing the set $R_{c^*}$, nodes that are already members of $D$, but are not dominated yet (i.e., $Dominin = 1$) and still members of set $I$, are not taken into account. Otherwise, eventually a node could be chosen as a dominating node more than once; what is not acceptable.

Lemma 2.3. Let $D$ be the set of nodes to be added to $D$ in order to dominate candidate node $c$ as determined by Algorithm 1. For all $d \in D$ such that $d.Dominin = 1$, if $|E| > 1$, then $\forall \ (d, d') \in D$ we have that $dist(d, d') > r$.

Algorithm 3: isKCovered

Data: $G = (V,E), r, n, K, I$

begin

$R = \mathcal{N}_r(n) \cap I$;

for $j \in R$ do

$\begin{array}{l}
\text{j.color = White}; \ j.dist = \infty; \ j.parent = \emptyset; \\
\text{n.color = Gray}; \ n.dist = 0; \ n.parent = \emptyset; \ Q = \{\text{n}\};
\end{array}$

while $Q \neq \emptyset$ do

$h = \text{Head}[Q]; \ O = N^h_r \cap R;$

foreach $j \in O$ do

$\begin{array}{l}
\text{if j.color == White then}
\end{array}$

$\begin{array}{l}
\text{j.color = Gray}; \ j.dist = \dist(h) + 1;
\end{array}$

$\begin{array}{l}
\text{j.parent = h}; \ \text{Enqueue}(Q, j);
\end{array}$

$\begin{array}{l}
\text{if h \neq n then}
\end{array}$

$\begin{array}{l}
\text{InsertHTashTable}(HT, h, h.dist);
\end{array}$

$\text{Dequeue}(Q); \ h.color = \text{Black};$

end

end

Algorithm 2: r-Tree

Data: $G = (V,E), r, n, HT$ (hash table), $I$

begin

$R = \mathcal{N}_r(n) \cap I$;

for $j \in R$ do

$\begin{array}{l}
\text{j.color = White}; \ j.dist = \infty; \ j.parent = \emptyset;
\end{array}$

$n.color = \text{Gray}; \ n.dist = 0; \ n.parent = \emptyset; \ Q = \{\text{n}\};$

while $Q \neq \emptyset$ do

$h = \text{Head}[Q]; \ O = N^h_r \cap R;$

foreach $j \in O$ do

$\begin{array}{l}
\text{if j.color == White then}
\end{array}$

$\begin{array}{l}
\text{j.color = Gray}; \ j.dist = \dist(h) + 1;
\end{array}$

$\begin{array}{l}
\text{j.parent = h}; \ \text{Enqueue}(Q, j);
\end{array}$

if $h \neq n$ then

$\begin{array}{l}
\text{InsertHTashTable}(HT, h, h.dist);
\end{array}$

$\text{Dequeue}(Q); \ h.color = \text{Black};$

end

end

Lemma 2.3(a) implies that a node from set $I$, but not in set $D$, may change status from dominated node to dominating node. If $c \in D$ (i.e., if a candidate is from $D$), then $c.Dominin = 1$, then Lemma 2.3(a) also applies.

Theorem 2.3. Algorithm 1 with the proposed modifications correctly computes a total (k,r)-dominating set for any arbitrary connected graph $G = (V, N)$.

Proof. The theorem follows from Lemma 2.3 and Theorem 2.1.

2.3 Reliable (k,r)-dominating set

A reliable (k,r)-dominating set for a graph $G = (V,E)$ is a set $D \subset V$ such that every node $v$ not in $D$ is within distance $r$ from at least $k$ nodes in $D$, and every node $r$ in $D$ is adjacent to at least one node in $D$.

Whenever a node $n$ is added to the dominating set and the node is not adjacent to any other node in $D$, a node from $N^d_r$ is also
Table 2: Network Diameter and Average Node Degree

<table>
<thead>
<tr>
<th># of nodes</th>
<th>Network Diameter</th>
<th>Average Node Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10.41 ± 0.12</td>
<td>8.80 ± 0.06</td>
</tr>
<tr>
<td>150</td>
<td>12.47 ± 0.11</td>
<td>9.04 ± 0.06</td>
</tr>
<tr>
<td>200</td>
<td>14.69 ± 0.15</td>
<td>9.19 ± 0.04</td>
</tr>
<tr>
<td>250</td>
<td>16.69 ± 0.13</td>
<td>8.28 ± 0.05</td>
</tr>
<tr>
<td>300</td>
<td>18.24 ± 0.13</td>
<td>8.4 ± 0.05</td>
</tr>
<tr>
<td>350</td>
<td>19.43 ± 0.13</td>
<td>8.44 ± 0.05</td>
</tr>
<tr>
<td>400</td>
<td>20.46 ± 0.13</td>
<td>8.36 ± 0.05</td>
</tr>
<tr>
<td>450</td>
<td>22.47 ± 0.19</td>
<td>9.69 ± 0.06</td>
</tr>
<tr>
<td>500</td>
<td>23.05 ± 0.12</td>
<td>8.76 ± 0.04</td>
</tr>
</tbody>
</table>

Figure 2: Computing $(k, r)$—dominating set: OneR versus KR

selected for the set $D$. If there is a neighbor $j$ of node $n$ (i.e., $j \in N^0_n$) that cannot be satisfied then select node $j$. If all one-hop neighbors can be satisfied, then select the one-hop neighbor with the largest one-hop neighborhood set (excluding those neighbors shared with node $n$).

**Lemma 2.4.** For every node $n$ selected for $D$, if no other node in $N^0_n$ is a dominating node, then one node from $N^0_n$ is selected to dominate $n$.

**Theorem 2.4.** Algorithm 1 with the proposed modifications correctly computes a reliable $(k, r)$-dominating set for any arbitrary connected graph $G = (V, E)$. 

**Proof.** The theorem follows from Lemma 2.4 and Theorem 2.1. 

3. Simulation Results

For the simulations, we vary the network size (i.e., number of nodes) and measure the total number of dominating nodes. For each configuration (i.e., number of nodes) we obtain the value for the metric for 100 arbitrary networks (nodes are randomly placed over the terrain, and connectivity is tested to ensure that the network is connected). Results represent the average over the 100 different networks. The network size is varied from 100 nodes to 500 nodes. Table 2 presents the values for the network diameter, and the average node degree for all network sizes. These results show that as the network size increases so does the network diameter. But it also shows that we try to keep the same average node degree for all network sizes.

Figure 2 shows the results comparing the algorithm presented in [7] (here referenced as OneR, with $R$ being the distance parameter) with the $(k, r)$-dominating set algorithm (referenced as KR). Because the OneR algorithm strictly follows the paths on the spanning tree, it does not take advantage of the particularities of the topology. For the configurations under consideration, the KR algorithm always produces smaller dominating sets. We can also observe that both algorithms have results within the bounds established in [7].

Figure 3 presents the results using the KR algorithm for several configurations. We can see that as we relax the number of dominating nodes and fix the distance parameter, the total number of dominating nodes decrease. It is noteworthy the closeness among the results for $KR(2,3)$, $KR(3,4)$, and $KR(4,5)$. It suggests that if we increase both the distance and the required number of dominating nodes per node, it does not impact much the total number of dominating nodes.

4. Conclusions

The location problem in computer networks is similar to computing Generic Dominating Sets (GDS), also called $(k, r)$-dominating sets, in graphs. Prior work solves the GDS problem for interval graphs (IG), which are limited to very simple topologies. The GDS problem for arbitrary graphs is NP-Complete. To date, there is just one proposed algorithm for computing $(1, r)$-dominating sets for arbitrary graphs [7] (referenced in the text as OneR, with $R$ as the distance parameter). We presented the first known approach for computing a GDS of an arbitrary topology. Simulation results compare our solution to the algorithm OneR, and we also present results for several other configurations.
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