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ABSTRACT

E-Research is intended to facilitate collaboration through distributed access to content, tools, and services. Findings from two large, long-term digital library research projects are used to illustrate ways in which access to such resources does and does not facilitate collaboration. Both the Alexandria Digital Earth Prototype Project (ADEPT) and Center for Embedded Networked Sensing (CENS) project on data management leverage scientific research data for use in teaching. Two types of collaboration are considered: direct collaboration, in which faculty work together, and indirect or serial collaboration, in which faculty use or contribute shared content such as teaching resources, ontologies, or research data. Implications for collaboration in e-Research are divided into five categories: (1) differences in use based on discipline or specialty, (2) incentives to use e-Learning and e-Research technologies, (3) differences in use of information by role, (4) selecting and sharing of information, and (5) functionality and architecture requirements. Reuse and repurposing of content from research to teaching are proving to be even more complex than anticipated. Better tools and services to manage content can improve capture, management, and preservation. Making content more shareable increases the likelihood that it will be shared. Significant barriers and disincentives to sharing exist, including scientific priority, intellectual property, lack of standards, and the effort to implement systems compared to perceived value. Personal digital libraries offer a middle ground between private control and public release of content. We are just beginning to understand how e-Research can facilitate collaboration. The next step is to understand why.
INTRODUCTION

Cyberinfrastructure, as it is known in the U.S., or e-Research, as it is known in the U.K. and Europe, promises to facilitate scholarly collaboration by providing access to shared data and document repositories, tools, and services. Considerable progress is being made on building the technical framework, on establishing standards for interoperability, and on the construction of digital libraries to store scholarly content. However, relatively little research has been done to determine how and whether these technologies will facilitate collaboration or enable access to new forms of knowledge. Evidence from prior social studies of science suggests that the adoption of such information technologies is a complex and not always successful process (Almes, Birnholtz et al., 2004; Carr, 1999; Foster & Gibbons, 2005; Hughes, 2004; Kline & Pinch, 1999; Kubicek & Dutton, 1997; MacKenzie & Wajcman, 1999; Woolgar, 2003; Wouters, 2004).

One of the main drivers of e-Research is the “data deluge” (Hey & Trefethen, 2003). The volume of scientific data being generated by highly instrumented research projects (linear accelerators, sensor networks, satellites, seismographs, etc.) is so great that it can only be captured and managed using information technology. The amount of data produced far exceeds the capabilities of manual techniques for data management, and thus the need for control of these data is another essential driver of e-Research (Lord & Macdonald, 2003). Once these data are captured and curated, they can be shared over distributed networks. If these same data can be made available for other applications such as e-Learning, many opportunities arise for economic and political leverage of the investments in e-Research.
This article draws upon findings of two long-term digital library projects in the U.S. on the intersection between e-Research and e-Learning. In the Alexandria Digital Earth Prototype Project (ADEPT) (1999-2005), we studied the use of research-based digital libraries of primary scientific data for teaching at the undergraduate level. Within the Center for Embedded Networked Sensing (CENS), our project (2002-2008) has dual goals of developing an infrastructure for the management of research data by scientific teams and making these data useful for teaching at the middle school and high school levels. Our research in ADEPT and CENS confirms the need for studies of collaborative work in e-Research and e-Learning and for iterative design and evaluation of the technology. This article reflects upon how our findings can inform the design of e-Research infrastructure.

**USERS AND USES OF SCIENTIFIC DATA**

Sharing data is a core element of scientific collaboration. It is a complex social process involving trust, incentives, disincentives, risks, and intellectual property (Arzberger, Schroeder et al., 2004; Bishop, Van House & Buttenfield, 2003; Bowker, 2005; David, 2003; David, 2004; David & Spence, 2003). Data sharing between scientists is a complex and little-studied area (Borgman, in press; Bowker, 2005; Hilgartner & Brandt-Rauf, 1994). Data sharing between scientists, teachers, and students has received even less attention; our research appears to be among the first.
Scientists who collaborate with each other tend to have similar disciplinary knowledge and analytical skills. Such similarities cannot be assumed when the same scientific data are shared with teachers and students (Enyedy, 2003). To serve these two communities with one set of resources, two potential conflicts must be addressed. One is that scientists and students collect and analyze data for different purposes. Scientists’ primary goal is the production of knowledge, while students’ primary goal is to learn the concepts and tools of science. For students, “doing science” is a means to learn new content and skills. In the ideal case, students also will generate data that contributes to knowledge in their classroom and to scientific knowledge.

The second conflict is that scientists, teachers, and students bring far different skill sets and epistemologies of science to the use of scientific data. As part of their graduate study and research training, scientists have learned practices to select, collect, organize, analyze, store, and disseminate data. Scientific practices reflect a tacit understanding about the nature of science, researchable questions, knowledge claims, and evidence necessary to support claims. By comparison, teachers and students at the middle and high school levels generally lack deep subject knowledge, research methods expertise, and knowledge of data management practices. Students in introductory university courses have only slightly more knowledge of scientific practices than do high school students. For scientific data from e-Research projects to be useful for learning, teachers and students need considerable assistance to bridge the gaps in knowledge and skills between them and the scientists who produced the data.
BACKGROUND: ADEPT AND CENS PROJECTS

Some background on the goals of the ADEPT and CENS projects will aid in explaining the implications of our findings.

Alexandria Digital Earth Prototype Project (ADEPT)

The central goal of the ADEPT project (http://is.gseis.ucla.edu/ADEPT/) was to make geo-spatial information resources intended for research purposes usable for teaching and learning at the undergraduate level. The Alexandria Digital Library (ADL), constructed as part of the (U.S.) Digital Libraries Initiative Phase I (1994-1998), provides access to geo-spatial resources in many media via sophisticated searching mechanisms (Hill & Janee, 2004). ADEPT is a set of services associated with the ADL intended to enable faculty (i.e., members of academic staff who teach and conduct research) to construct lectures and assignments using content from the ADL and other sources, enable teaching assistants in lab sessions to use the information resources assembled by the supervising faculty member, and enable students to explore the lecture resources and to perform interactive assignments that utilize data, simulations, and other information resources assembled by their instructor. Thus ADEPT has three user communities (faculty, teaching assistants, students), and two purposes (research and teaching).

The research and development of ADEPT was conducted from 1999 to 2004; the education and evaluation component of the project continued to 2005. We studied the design, deployment, and adoption of prototype ADEPT learning environments at two
university campuses. Research methods included classroom observations, interviews with
faculty, students, teaching assistants, and developers; analysis of teaching materials
(lectures, assignments, exams); and analysis of available metadata standards (Borgman,
2004b; Borgman, 2004a; Borgman, 2004c; Borgman, 2004d; Borgman, 2004e; Borgman,
2005a; Borgman, Gilliland-Swetland et al., 2000; Borgman, Leazer, Gilliland-Swetland
& Gazan, 2001; Borgman, Leazer et al., 2004; Borgman, Smart et al., 2005; Borgman,
Smart et al., 2004; Champeny, Borgman et al., 2004; D'Avolio, Borgman et al., 2005;
Gazan, Leazer et al., 2003; Leazer, Gilliland-Swetland, Borgman & Mayer, 2000; Mayer,
Smith, Borgman & Smart, 2002). Research on system design and architecture also is
documented elsewhere (Ancona, Freeston, Smith & Fabrikant, 2002; Hill & Freeston,
2003; Hill, Janee, Dolin, Frew & Larsgaard, 1999; Hill, Carver et al., 2000; Hill & Janee,
2004; Janee & Frew, 2002; Janee, Frew & Hill, 2004; Smith, Ancona et al., 2003; Smith
& Zheng, 2002). This article reflects on the implications of our findings for collaborative
work in e-Research. Further work on the ADEPT software and on broader system
deployment continues under a joint U.S. (National Science Foundation) and U.K. (JISC)
funded project (DialogPlus: Digital Libraries in Support of Innovative Approaches to
Learning and Teaching in Geography, 2003).

Center for Embedded Networked Sensing (CENS)

As a large, multidisciplinary research collaboration among multiple universities that
involves sharing heterogeneous data collections, the Center for Embedded Networked
Sensing (http://www.cens.ucla.edu) fits the U.K. definition of e-Science (e-Science Core
Programme, 2004). CENS is a National Science Foundation Science and Technology Center based at UCLA that includes dozens of cooperating scientists, technologists, educators, and teachers (middle school and high school). The Center was launched in August, 2002, with funding to 2007, and renewable to 2012. CENS investigators manage many additional grant projects through the Center.

CENS is developing embedded networked sensing systems and applying this technology to scientific applications. These are large-scale, distributed, systems composed of smart sensors and actuators embedded in the physical world. They monitor and collect information on such diverse subjects as plankton colonies, endangered species, soil and air contaminants, medical patients, and buildings, bridges, and other human-made structures. A central goal of embedded networked sensing systems is the ability to reveal previously unobservable phenomena. The researchers in CENS are investigating fundamental properties of these systems, developing new enabling technologies, and exploring novel scientific and educational applications. Computer scientists, engineers, and scientists (e.g., biology, geology, seismology, environmental sciences, marine sciences) are collaborating to design and deploy these systems. As the Center has evolved, scholars in related fields have joined our projects, including participating faculty from statistics, law, architecture, design, and film.

The CENS education and data management teams have undertaken a broader scope of work than did the ADEPT education and evaluation team. Our scope in CENS includes both design of an infrastructure for managing the scientific data and the design of tools
and methods for making these data useful for educational applications. The content in CENS consists of real-time data generated by scientific research projects, rather than resources already collected into a digital library. The effort on this project was accelerated by an additional grant from the National Science Foundation specifically for data management and educational research (Sandoval & Borgman, 2004-2008).

Research questions addressed in this article focus on collaborative use of scientific data. Our findings to date are reported in papers and talks (Borgman, 2004b; Borgman, 2004a; Borgman, 2004c; Borgman, 2004d; Borgman, 2004e; Borgman, 2005a; Borgman, 2005b; Borgman & Enyedy, 2005; Shankar, 2003).

CENS’ sensor networks currently are deployed to study habitat biology, water quality, seismology, contaminant transport, marine microorganisms, and several other topics. Habitat biology and water quality research are current foci of our data management and education research; we also have interviewed scientists in other CENS areas. Habitat data generated by sensors at an ecological reserve in the mountains east of Los Angeles (James San Jacinto Mountains Reserve, 2004) can be monitored in real time or analyzed as datasets over selected time periods. For prototyping purposes, we deployed a similar set of habitat sensors near one of the participating schools. Scientists, teachers, and students (grades 7 through 12) have access to these data in real time and access to archives of previously generated data.
DIGITAL LIBRARIES AND COLLABORATIVE WORK

Behavioral studies of digital libraries have focused largely on individual users, following the traditions of information-seeking research; only a few studies have examined collaborative aspects of these technologies (Agre, 2003; Bishop et al., 2003; Borgman, 2000a; Borgman, 2000b; Borgman, 2003a; Case, 2002; Ellis, 1989; Kuhlthau, 1991; Lynch, 2003; Marchionini, Plaisant & Komlodi, 2003; Star, Bowker & Neumann, 2003; Van House, 2003; Van House, Bishop & Buttenfield, 2003). Our research questions in ADEPT focused initially on individual users, but collaborative issues quickly arose. Collaboration was a central concern of our CENS research on data management from the start.

Lessons from research on ADEPT and CENS that provide insights into collaborative aspects of e-Research can be divided into five categories, which are used to organize the remainder of this article: (1) differences in use based on discipline or specialty, (2) incentives to use e-Learning and e-Research technologies, (3) differences in use of information by role, (4) selecting and sharing of information, and (5) functionality and architecture requirements. Research supporting these findings is discussed in context rather than presented as a separate literature review.
Differences in Use Based on Discipline or Specialty

It will come as no surprise to those schooled in collaborative work or social studies of science that the use of data and information varies by discipline or specialty (Case, 2002; Meadows, 1998).

ADEPT Findings

Due to the content of the introductory courses on geography that we studied, most of the research subjects in ADEPT were physical geographers; the rest were human or cultural geographers. In the one study that compared these two specialties, we found differences in degree of collaboration and in data sources. Physical geographers were more likely to participate in large, collaborative projects and their research was more data-driven. Several of them used data sets produced by agencies such as NCAR (National Center for Atmospheric Research). Human geographers in our sample tended to work on their own and to write sole-authored scholarly books; their research was more concept-driven than data-driven (Borgman et al., 2005). Fry (2003) also found that social/cultural geographers (comparable to the human geographers in our studies) tended to work individually rather than as part of collaborative teams.

Information resources used by geographers in both specialties were similar, however. All of the faculty we studied rely heavily on maps and spatial images, as would be expected for a field in which physical location and spatial orientation are organizing metaphors.
When asked to define “primary data,” faculty from all specialties responded (in varying ways) that primary data were anything raw and unprocessed, such as sensor data and field notes, while secondary data were analyzed or processed or interpreted in some way (Borgman et al., 2005).

**CENS Findings**

Collaboration is one of the factors that influences sharing of data. Research collaborations frequently are based on sharing expensive instrumentation or resources (Finholt, 2002; Olson & Olson, 2000; Sonnenwald, 2006). Agreements about sharing data are central to establishing collaborations (David & Spence, 2003). The degree of automation in data collection and analysis also is associated with the likelihood of sharing data (Pritchard, Carver & Anand, 2004). Thus research specialties that are more collaborative and make more use of instrumentation are more likely to use e-Research technologies. Our initial findings in CENS support this hypothesis.

We spent the first year of the CENS project assessing the state of data management practices and available methods in each of the participating research groups (Shankar, 2003). We found a wide disparity across CENS in practices, tools, resources, and data archives. Habitat ecology and seismology were selected as initial topic areas due to their different histories of data management. Seismic data have been collected via automatic instruments since the early 1970s, and a common metadata standard has been in use since 1988 (Standard for the Exchange of Earthquake Data (SEED), 2004),
maintained by a global organization (*Federation of Digital Broad-Band Seismograph Networks (FDSN), 2004*). The FDSN assigns network codes to provide uniqueness to seismological data streams. Many of these data are contributed to a community repository (*Incorporated Research Institutions for Seismology (IRIS), 2004*), which has established policies and practices for the use of those data. Thus the seismology community has a long history of distributed, collaborative, and standardized management of its data.

Habitat ecologists, in contrast, tend to work alone or in small groups. Spreadsheets are their preferred tool for data analysis, with data models specific to each project. These spreadsheets are used to produce graphs, charts, and tables for their research publications. Data may not be maintained beyond the end of a study. As this community makes more use of the CENS sensor network technology, they are beginning to standardize their data collection and analysis to a greater degree (*Borgman & Enyedy, 2005; Borgman, Enyedy, Wallis & Sandoval, 2006*). A community resource for data management does exist, known as the Knowledge Network for Biocomplexity. Their first software products and tools became available in 2001 (*Ecological Metadata Language (EML), 2004; Knowledge Network for Biocomplexity (KNB), 2004*). The CENS scientists we are studying are not making much use of KNB as yet.

**Incentives to Use e-Learning and e-Research Technologies**

Both the ADEPT and CENS projects aim to facilitate inquiry learning, which is a method of involving students in scientific practices so that they gain a deeper epistemological understanding of science (*Enyedy & Goldberg, 2004; Sandoval & Reiser, 2003*). While a
laudable goal, scientists and teachers are very busy people. Few are interested in
dabbling with technology for its own sake. Rather, they will adopt a technology only if it
offers sufficient advantages to justify the investment in learning, in changing associated
practices, and in costs of the technology itself (Rogers, 1995). Research is a
collaborative activity in most scientific fields. Teaching is usually a solo activity. These
differences appear to influence incentives to use e-Learning and e-Research technologies
(Borgman, 2004d).

ADEPT Findings

While the overall ADEPT project was based on the premise that faculty would make
more use of primary data in teaching undergraduate geography courses if they had better
tools to mine digital libraries and to extract these data in forms useful for instruction, our
team treated that premise as a research question. We assessed incentives and criteria for
adoption of technology throughout the ADEPT research (D'Avolio et al., 2005).

Geography is a technology-intensive field, and we found participating ADEPT faculty to
be sophisticated users of technology in their research. Although most expressed interest
in experimenting with new instructional methods, few of them employed computer-based
technology in their teaching. The most common reasons given were that too much
advance planning was required for computer-based instruction and that too much
assistance would be required to install and support the equipment (Borgman et al., 2000;
Borgman et al., 2001; Leazer et al., 2000).
Having anticipated these barriers, we built substantial resources into the ADEPT grant to lower the effort required to use the technology. Our hypothesis was that if we could provide sufficient assistance in course development to trade for the instructors’ time in participating in the research, we could persuade faculty to teach with the ADEPT prototypes. Our investment of staff resources afforded the opportunity to conduct formative evaluation and to contribute iterative assessments to the design and implementation teams (Borgman et al., 2001; Gazan et al., 2003).

In the 2002-2003 academic year, we conducted an extensive assessment of a full prototype deployment of the ADEPT system in two sections of an introductory course in physical geography (Champeny et al., 2004). The course was taught in the fall and spring quarters by the same instructor; the system was refined during the interim winter term. The ADEPT “digital learning environment,” as implemented at that time, had three components that could be used in various combinations: the “object collection” of primary source modules (instructors could contribute their own or use those in the collection), the “lecture composer” to organize lecture outlines with these objects embedded, and the “knowledge base” of concepts and relationships (these were a form of ontology (Hovy, 2003)).

The instructor of this course used all three components, devoting most of his efforts to developing a knowledge base. He requested that approximately 1,000 concepts be created for the 10-week course. At an estimated one-hour of labor per concept, the ontology for
this one introductory course would have required the equivalent of 25 weeks of full-time labor (Champeny et al., 2004). As the course went on, the effort became unsustainable for the instructor and his graduate students and he did simplify his requirements. This is not the first, nor likely the last, project to become mired in ontology construction (Goble & Wroe, 2004; Ribes & Bowker, 2004).

When recruiting other faculty members to use ADEPT in their classrooms, we demonstrated the various options without offering judgments as to their usefulness. Two instructors implemented prototypes in 2003-04 at a different university campus, and were presumed to be unfamiliar with the experience of the instructor discussed above. These two faculty members used the tools to construct lectures and embed primary data resources; neither instructor chose to construct an ontology nor to use concepts already developed. The ADEPT ontology was intended for “serial collaboration:” each instructor could use the knowledge base concepts contributed by prior instructors and could add his or her own concepts to the database. The massive investment in knowledge base construction was justified by the potential for re-use. This aspect of ADEPT did not succeed, at least in the short time remaining in the project for other instructors to implement the system.

**CENS Findings**

Although we are at a much earlier stage in the CENS project, it is becoming clear that scientists’ interest in data management is associated with instrumented data collection.
The first two to three years of CENS were devoted to engineering work in developing sensor technology and networks. While scientists in application domains such as seismology, biology, habitat ecology, and environment have worked closely with the engineering teams since the beginning of the Center, only recently has the technology matured enough to produce a steady stream of scientific data. The scope of the impending data deluge is becoming apparent, lending urgency to improving capture and management mechanisms. The methods and research questions in ecology were changed substantially by the introduction of remote sensing technology via satellites in the 1980s and 1990s (Kwa, 2005). Our research in data management may provide insights to how these research areas will evolve with the introduction of embedded sensing networks.

Middle and high school teachers are users, rather than producers, of scientific data and thus have different incentives to use e-Research technologies than do scientists. A goal of CENS is to teach with the same primary data used by participating scientists rather than to use “canned” datasets with pre-defined questions and answers, as is the case with most science learning projects. Few teacher education programs cover inquiry learning or the use of primary data sources in their core curriculum. Accordingly, these approaches rarely are employed in teaching at the middle and high school levels. Given the overhead of training teachers in these methods, we sought participation in CENS by innovative teachers who already are familiar with the approach.

Better pedagogy alone is insufficient incentive for teachers to participate. Course content must be based on the California Science Standards. Teachers are required to teach to
these standards and students are tested on them; no incentives exist to teach topics that are not included in these standards. Because the environment is a central topic in these standards, we had little difficulty selecting appropriate modules in habitat biology and water quality, however.

Differences in Use of Information by Role

An unexpected finding in the ADEPT project was differences in the use of information by role of researcher or teacher. We are just beginning to explore these implications in CENS.

ADEPT Findings

In initial stages of the project we treated geographers as one sample population. As differences emerged in their use of information when researching and when teaching, we realized that we had begun the project with the naïve assumption that sharing primary scientific data between research and teaching would be largely a matter of providing good tools, because the same people are both the researchers and the teachers. However, it was in the transfer of data between research and teaching that we encountered the greatest disconnect in the ADEPT project.

The researcher-teacher role differences were manifested in three ways. One was in their use of information technology. As noted above, even the most technologically
sophisticated faculty members made little use of technology in their teaching. Their offices often contained two or more computer workstations, multiple hard drives, and other equipment such as scanners. Some of the faculty used supercomputers in their research. Yet most of them left these technologies behind in their offices, heading to class with chalk and overhead transparencies (Borgman, 2004d; Borgman et al., 2000; Borgman et al., 2001; Leazer et al., 2000). The second difference is in the use of data. They taught introductory courses from textbooks rather than from primary sources. Any research data used to illustrate their lectures usually came from their own research. These data usually were presented in synthesized forms (maps, images, tables) rather than as raw data for students to mine in course assignments (Borgman et al., 2001; Borgman et al., 2005; Gazan et al., 2003; Gilliland-Swetland & Leazer, 2001; Leazer et al., 2000).

The third comparison, which we examined most closely, was between information-seeking for research and teaching (Borgman, Leazer et al., 2004; Borgman et al., 2005; Borgman, Smart et al., 2004). Geographers sought information in support of their research in expected ways: they track the new literature in their fields, browse familiar sections of the library, bookmark favorite web sites, follow citation links, attend professional conferences, and receive sources and references from their scholarly peers. Searching for information in support of their teaching was more serendipitous. They may find useful items for teaching in the process of searching for research topics, and may also find research ideas or resources while gathering information for teaching.
**CENS Findings**

In our CENS studies of information and technology use, we have studied scientists only as researchers. In subsequent research, we may also look at how these scientists use their research data in teaching undergraduate and graduate courses. We are not yet studying the data and information uses of middle and high school teachers, but this also is a topic under consideration for future research. Teachers have far fewer skills than scientists in technology and in information management. They also have far less access to information technology. These differences are important considerations in making scientific data useful in e-Learning for middle and high school students.

**Selecting and Sharing Information**

Access to information and control of information are fundamental aspects of science. While “open science” drives the incentives to publish and to verify findings quickly through peer review (David, 2003), many disincentives also exist to sharing information, especially research data. Disincentives fall into four categories: (1) rewards for publication rather than for data management; (2) the amount of effort required to document data for use by others; (3) concerns for priority, including rights to control results or sources until publication of research; and (4) intellectual property, both control and ownership of one’s own information and access to information controlled or owned by others (Borgman, in press). Here I focus briefly on issues of priority and intellectual property that arose in the ADEPT and CENS projects, and how these factors influence collaboration in e-Research.
ADEPT Findings

We studied how faculty members select and use data and information for their research and for their teaching. We asked few specific questions about sharing information, but these issues arose throughout the project. Faculty members frequently copy materials from textbooks, journal articles, newspapers, and other copyrighted sources for use as illustrative examples in their teaching. When displayed in a classroom to a few dozen or a few hundred students, instructors commonly assume that use falls under educational provisions of U.S. copyright law. (Educational use provisions of copyright laws vary widely by country; these studies focused on use within the U.S.). When the same resources are stored on a website in digital form, even if access is restricted to enrolled students, narrower fair use guidelines associated with digital resources usually apply (The Digital Millennium Copyright Act of 1998). If instructors wish to make those same resources publicly available via a digital library, their use definitely is subject to copyright permission. Faculty members interviewed for ADEPT often felt that the effort required to manage the use of copyrighted resources in an e-Learning environment constrained their choice of teaching resources, compared to what they normally used with more traditional teaching methods (e.g., chalkboards, handouts, overhead displays, PowerPoint slides, maps, and objects such as rock samples). These constraints were a disincentive to using the ADEPT technology in teaching and to contributing resources to the collection for faculty.

The education and evaluation team strongly encouraged the builders of the ADEPT object collection to include metadata tags for copyright ownership on each object as it
was created, but the builders were inconsistent in doing so. If ownership of the object
collections were clearly identified, it would be possible to distribute the ADEPT software
with the public objects and restrict access to copyrighted materials. The lack of clear
distinction hampered the dissemination of the ADEPT collections.

Geography faculty members’ choices of data to use in teaching were influenced by
intellectual property considerations, by availability, by familiarity, and by cost (Borgman
et al., 2005). They draw upon their own data for a variety of reasons: these resources are
familiar, available, usually do not require copyright permissions from others, and use
does not incur additional monetary costs. Physical geographers often write grants to
purchase datasets for their research. They may be able to use these same data in their
teaching (or at least their own analyses of those data), but are unlikely to get instructional
funds to purchase data for teaching alone.

CENS Findings

Issues of data sharing and ownership are explicit research questions in CENS. We are
studying how scientists, teachers, and students determine their data requirements, their
criteria for selecting and preserving data, their use of scientific data and how that use
evolves over time, and incentives and disincentives to contribute data to repositories.
Our research methods include attending workgroup meetings of scientific teams and
analyzing their work products (datasets, websites, publications), interviewing individual
faculty and research groups, visiting research sites, and identifying appropriate data repositories, metadata standards, and structures.

Findings to date reveal that data such as meteorological measurements are considered non-proprietary and are made public immediately. The James Reserve, for example, posts data on local conditions every 15 minutes ([http://www.jamesreserve.edu/weather.html](http://www.jamesreserve.edu/weather.html)). They also have webcams on multiple observation points (e.g., bird feeders, nestboxes, moss growing) that Internet visitors can control remotely ([http://www.jamesreserve.edu/WebcamFiles/RoboCam.html](http://www.jamesreserve.edu/WebcamFiles/RoboCam.html)). Access to other data from research projects at the site varies. Individual investigators are using small local arrays to study braken ferns, for example. Multiple investigators are obtaining ecological data from the James Reserve and elsewhere via three-dimensional robotic sensor data collection from the NIMS technology (*NIMS: Networked Infomechanical Systems*, 2005; Batalin, Rahimi et al., 2004; Sutton, 2003). Data from individual projects are less likely to be made public until a sufficient portion of the data are analyzed and published (Borgman & Enyedy, 2005; Borgman et al., 2006).

Seismology, with its long history of common standards, community repositories, and collaboration has addressed access policies more explicitly. Data contributed to IRIS (*Incorporated Research Institutions for Seismology (IRIS), 2004*) are embargoed from public use for two years from the date of experiment before being released, although requests can be made to individual investigators for data to be shared sooner ([http://www.iris.edu/services/faq.htm#iris](http://www.iris.edu/services/faq.htm#iris)). The CENS seismology research team
contributes its data to IRIS in the standard SEED format (*Standard for the Exchange of Earthquake Data (SEED)*, 2004). However, their embedded networked sensors are generating data at a higher rate (500 samples/second) than IRIS currently accepts, raising questions about how data management practices will keep pace with advances in data collection methods.

**Functionality and Architecture Requirements**

The differences in use based on research specialty and on role, varying incentives to use technologies, and varying practices in selecting and sharing information all have implications for the functionality and architecture requirements of e-Research. In both ADEPT and CENS, the implications cluster into database and metadata issues. I discuss briefly the requirements identified in each of these projects, then return to implications for collaboration in the discussion and conclusions.

**ADEPT Findings**

ADEPT would not be successful either as a single shared collection, due to varying roles and incentives, nor as independent collections for each faculty member, as the potential for re-use would be undermined. A middle ground was identified early in the design process (Janee & Frew, 2002) and its efficacy confirmed by findings of the education and evaluation team (Borgman, Leazer et al., 2004; Borgman et al., 2005; Champeny et al., 2004). The ADEPT architecture addresses faculty’s reluctance to release their data by
enabling each instructor to gather his or her own resources into a “personal digital library.” Faculty members can choose to share, or not to share, their personal digital libraries with others and to make items visible or not visible in the shared collection. This approach resolves some problems of intellectual property rights, and enables faculty members to use their research data for teaching without necessarily contributing it to the common pool (Borgman, 2003b).

Metadata is the second architectural issue arising from differences in the use of geographic resources for teaching and research. The Alexandria Digital Library, on which ADEPT is based, includes sophisticated metadata and a gazetteer. These capabilities were extended greatly in the ADEPT project by the teams at University of California, Santa Barbara (Janee et al., 2004), providing extensive access by location (place name, latitude and longitude) and some access by concept. However, these access mechanisms proved insufficient for teaching purposes. Faculty, in their roles as teachers, asked for data, images, or simulations that would demonstrate concepts such as erosion or adiabatic processes, regardless of the physical location on earth. Further complicating matters, an instructor might use an image or dataset to illustrate multiple points in one or more lectures (Borgman et al., 2005). Anticipating all the ways that a document or object might be described is one of the classic problems of knowledge organization, and will not be solved by any single system (Svenonius, 2000).
CENS Findings

Similar divisions between public and private data are emerging in our CENS research. Some data always are public, some data are private initially and made public later, and some data remain private. The personal digital library model should be useful in CENS, but “personal” libraries often will be controlled by collaborative teams rather than by individuals. Teams could manage their own data and set criteria for which data, at what time, will be released to the community repository. This approach also may allow access to scientific data for educational applications sooner, especially if the data are provided at a higher degree of granularity than is required for research publications.

The mismatch of metadata structures between research and teaching applications is even more striking in CENS. Metadata models for the habitat biology community (e.g., Ecological Metadata Language (EML), 2004) describe the data (e.g., time, date, sensor location), while educational metadata models (e.g., ADEPT/DLESE/NASA metadata (ADN), 2001; IEEE Learning Object Metadata (LOM), 2004) describe the educational activity (e.g., grade, level, resources required for the activity, time to perform the activity, educational standards, etc.). We found no overlap in data elements between these scientific and educational metadata formats. The formats cannot be reconciled because they serve different purposes: metadata in scientific applications describe the data, while metadata in educational applications describe the pedagogy. A major thrust of our current work is to explore ways to bridge this gap via layered models, filtering tools, or other methods.
DISCUSSION AND CONCLUSIONS

E-Research is intended to facilitate collaboration through distributed access to content, tools, and services. *How* e-Research will facilitate collaboration is an open question.

Our research did not begin with a focus on collaborative work in either the Alexandria Digital Earth Prototype Project or in the Center for Embedded Networked Sensing project on data management. As collaborative issues became ever more prominent, we shifted our emphasis to explore them. I have drawn upon the findings of these two large, long-term research projects to suggest ways in which distributed access to content, tools, and services does and does not facilitate collaboration.

Two types of collaboration arose in these projects. One is the more traditional model, in which faculty work together on research projects or with teams from other disciplines (in this case, information studies, psychology, and education) to build new tools and services. The second is indirect or serial collaboration, in which faculty contribute or use contributed content. In the latter case, faculty members collaborate indirectly by building upon prior work of others whom they may or may not know. The shared content may be teaching resources or ontologies (ADEPT) or research data (CENS).

In both the ADEPT and CENS projects, we found that degree of collaboration varies by research specialty. Research in some specialties involves multiple investigators and in others research is accomplished solo. This variance is not surprising or atypical. What is notable is the relationship between degree of research collaboration and sharing of
content. Research collaboration usually requires sharing instruments and sharing data; solo researchers have fewer occasions or incentives to share. However, as solo research begins to rely more on instrumentation such as sensor networks, the incentives to use standardized methods of data capture and data management increase. Standards depend upon consensus within scientific communities, and thus result from collaborative activities. Once captured in standard formats, these data are more amenable to processing by off-the-shelf tools and services, and also are more amenable to being shared. Thus instrumented data collection can lead to more collaboration in sharing content and in the use of common tools and services.

The relationship between better tools and more collaboration is by no means direct, however. Making data, teaching resources, or other forms of content easier to share does not mean that faculty will share. Researchers are concerned about the priority of their claims and will protect data and sources until publication. Data that are ancillary to research findings, such as meteorological records, are more readily and immediately shared. Faculty members are concerned about managing their data as intellectual property, whether for research or teaching purposes. Making better tools available to manage data increases the likelihood that data are managed in consistent ways, documented, and preserved. Even if data are closely held by investigators, better tools get those data into the pipeline, and the investigators may be willing to release them at some later time. Without such tools, data may never be captured or preserved for future sharing.
Our initial hypothesis in ADEPT was that better tools would promote the use of primary data in teaching, especially if the overhead in constructing resources was lowered substantially through staff support. We found that lowering the overhead was necessary to get faculty to participate in the research project by deploying prototypes in their teaching. The tools were attractive, but for reasons other than anticipated. Geographers were more interested in these tools for the purposes of managing their own data than for using the data in the digital library provided. When they did use primary data in teaching introductory courses, it was their own data. The digital library at the core of our study received little use for teaching purposes.

Of the three sets of tools and services offered for use in teaching geography courses, those for organizing lecture content and illustrating lectures with maps, images, and other objects were the most attractive to the most faculty members. The knowledge base, or ontology, to which one faculty member had devoted most of his efforts, received the least interest in reuse by other instructors. The potential lack of ontology reuse was a concern of the education and evaluation team from the early design phases. Ontologies are most effective when built collaboratively because they represent a community’s collective understanding of concepts and relationships. No matter how sophisticated the ontology built by an individual, the community may not use it if they lack a sense of ownership.

Differences in the use of content, tools, and services by the same faculty when in the roles of researcher and teacher may have profound implications for the design of e-Research. In both the ADEPT and CENS projects, a key goal is to leverage the
investment in research data by making it useful for teaching purposes. Reuse and repurposing of content are proving to be even more complex than anticipated. The low level of technology use in teaching introductory undergraduate geography courses is not due to lack of technology expertise. Quite the contrary; these faculty make extensive use of technology in their research but choose not to use it in their teaching. We relieved disincentives of logistics and development time by providing staff support. Concerns remained for the unreliability of the technology, for the constraints imposed by intellectual property permissions, and the difficulty of identifying useful content for teaching.

The mismatch of metadata for research and teaching is an issue in both projects. Researchers search for content by concepts and, in geography, by location. Teachers search for examples that will illustrate concepts and processes. They often are less concerned with place or with specifics of the concept than with presentation criteria such as the clarity of the image and how well it will display in a classroom. Research materials rarely are described in these ways. Conversely, educational objects are described with pedagogical concepts and lack adequate description of the scientific content. Metadata standards for research and teaching are based on different epistemologies. They cannot be reconciled through the usual technique of “crosswalks” (Godby, Young & Childress, 2004) because minimal intersections exist.

Some promising directions for facilitating collaboration through e-Research have emerged from the ADEPT and CENS research projects. Personal digital libraries offer a
middle ground between private control and public release of content. Better tools and services to manage content will improve capture, management, and preservation. Making content more shareable increases the likelihood that it will be shared. We have identified important differences between research and teaching uses of content in distributed environments, which is a first step toward building tools and services to bridge the gap. We also are identifying interactions between degrees of collaboration in research, uses of instrumentation for data collection and analysis, and sharing of data. Many of the factors influencing collaboration are subtle, nuanced, and powerful. Much more research is needed to identify individual factors and the relationships amongst them. We are just beginning to understand how e-Research can facilitate collaboration. The next step is to understand why.
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