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Abstract: Translation of fluorescence imaging using molecularly targeted imaging agents for real-time assessment of surgical margins in the operating room requires a fast and reliable method to predict tumor depth from planar optical imaging. Here, we developed a dual-wavelength fluorescent molecular probe with distinct visible and near-infrared excitation and emission spectra for depth estimation in mice and a method to predict the optical properties of the imaging medium such that the technique is applicable to a range of medium types. Imaging was conducted at two wavelengths in a simulated blood vessel and an in vivo tumor model. Although the depth estimation method was insensitive to changes in the molecular probe concentration, it was responsive to the optical parameters of the medium. Results of the intra-tumor fluorescent probe injection showed that the average measured tumor sub-surface depths were 1.31 ± 0.442 mm, 1.07 ± 0.187 mm, and 1.42 ± 0.182 mm, and the average estimated sub-surface depths were 0.97 ± 0.308 mm, 1.11 ± 0.428 mm, 1.21 ± 0.492 mm, respectively. Intravenous injection of the molecular probe allowed for selective tumor accumulation, with measured tumor sub-surface depths of 1.28 ± 0.168 mm, and 1.50 ± 0.394 mm, and the estimated depths were 1.46 ± 0.314 mm, and 1.60 ± 0.409 mm, respectively. Expansion of our technique by using material optical properties and mouse skin optical parameters to estimate the sub-surface depth of a tumor demonstrated an agreement between measured and estimated depth within 0.38 mm and 0.63 mm for intra-tumor and intravenous dye injections, respectively. Our results demonstrate the feasibility of dual-wavelength imaging for determining the depth of blood vessels and characterizing the sub-surface depth of tumors in vivo.
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determine the extent of the pathology [6]. Many factors can impact the relative intensity of a
signal, including tissue optical properties, dye concentration, and depth of the overlying
tissue. The ability to assess the extent of a biological structure, such as a tumor or blood
vessels, using a fluorescent dye will improve disease detection and surveillance [7].

The challenge in determining the depth of a fluorescent signal from a planar image stems
from the ill-posed nature of the inverse problem. If the depth of a fluorescent object is known,
we can readily correlate the intensity of the signal with the depth. However, when the depth is
unknown, there are insufficient parameters available that can describe the system in order to
accurately calculate the depth based on the fluorescent signal. Approaches that have
demonstrated depth resolution include analyzing the point-spread function of light [8],
temporal based imaging [9], and structured illumination [10–12]. Currently, the mainstay of
depth profiling is fluorescence molecular tomography (FMT) [13–17]. FMT uses source-
detector pairs and solves the inverse problem based on relative changes in light intensity.
FMT has proven to be useful in depth profiling for both preclinical and clinical applications.
However, the complexity of solving the numerous equations makes it computationally
expensive and less practical for some imaging applications, particularly those that require
real-time feedback. Additionally, the spatial resolution of FMT is on the order of millimeters
often limiting the technology in applications requiring high spatial resolution.

In an attempt to measure the depth of a fluorescent object beneath a surface, rather than
the spatial distribution of the object itself, we investigated wide-field dual-wavelength
imaging. Previous studies have demonstrated depth-profiling capability in a turbid medium by
imaging at multiple wavelengths [18, 19]. The intensity of the fluorescence light detected
varies as a function of depth due to the attenuation of light at that wavelength in a specific
medium. Light attenuation is dependent on the optical properties of the medium, \( \mu_a \)
(absorption coefficient) and \( \mu_s' \) (reduced scattering coefficient). When imaging is conducted
in the same medium at two different wavelengths, the attenuation coefficients are constant for
each wavelength. The natural log of the ratio of the detected light at two wavelengths varies
linearly with depth [20].

Swartling et al. demonstrated the dual-wavelength technique using a point source and
detector pair in an imaging phantom [21]. The optical parameters were estimated by taking
measurements of the optical spectrum of a fluorescent molecular probe at different depths in
tissue and then using a Monte Carlo simulation to apply the parameters for depth estimation.
However, point source-detector measurements are time consuming, and the model could
produce significant errors at source-detector separations larger than 5 mm. To overcome these
impediments, Kolste et al. expanded the technique to planar fluorescence imaging
applications using a phantom mimicking brain tissue [18]. Both models relied on the
perturbation of the fluorescence spectra of a single fluorophore as a function of tissue depth.

In this study, we explored the translation of the dual wavelength ratiometric technique to
\textit{in vivo} imaging applications. We also developed a method to predict the optical properties of
the imaging medium such that the technique is applicable to a range of medium types. Instead
of relying on two emission points from the fluorescence spectrum of the same fluorophore,
we intentionally designed a dual fluorophore molecular system with two distinct emission
profiles. This molecular system allows us to select any two wavelengths of interest without
crosstalk for depth estimation in intact tissue. Our results demonstrate the feasibility of dual-
wavelength imaging for determining the sub-surface depth of biological structures including
blood vessels and tumors.

2. Methods and materials

2.1 Synthesis and spectral characterization of dual fluorescent imaging agents
The dual-wavelength fluorescent imaging agent LS903 was synthesized using cypate [22] and
fluorescein isothiocyanate (FITC isomer 1, Sigma). Briefly, an octapeptide with 6 proline
residues flanked by glycine and lysine residues was synthesized on a solid support using
standard Fmoc chemistry. The polyproline linker was used to create distance between the two fluorescent dyes and thus minimize effects due to any spectral overlap [23]. One of the free carboxylic acid groups on the dye cypate was conjugated to the free N-terminal amine on glycine. The product was cleaved from the resin, deprotected, and purified by high performance liquid chromatography (HPLC). Fluorescein isothiocyanate (FITC) was conjugated to the free epsilon amine on lysine. The resulting product (LS903; Fig. 1(a)) was purified by HPLC and characterized by ESI-MS: m/z for [M + H]+: 1781.6 (calculated), 1781 (observed); [M + 2H]2+: 891.3 (calculated), 891 (observed). To increase the water solubility and enhanced circulation in mice, PEG2000 (Laysan Bio, Inc.) was conjugated to the free carboxylic acid group of LS903, and the resulting product (LS904; Fig. 1(a)) was characterized by MALDI-TOF, which showed the expected uniform mass distribution around $M = 3763$.

For spectral characterization, the compounds were diluted in phosphate buffered saline (PBS, pH 7.4) containing 1% bovine serum albumin (BSA) to simulate the interaction of the molecules with proteins in vivo. Absorption spectra were measured on a DU 640 spectrophotometer (Beckman-Coulter, Brea, CA). Fluorescence emission spectra were recorded on a FluoroLog 3 spectrofluorometer (Horiba Jobin Yvon, Edison, NJ) using 475 nm/490-900 nm and 720 nm/735-900 nm as excitation/emission wavelength with 5 nm slits for FITC and cypate, respectively.

2.2 In vitro imaging

All dyes were formulated in a 1% BSA solution in PBS for use in in vitro imaging, which was conducted by layering various obscuring materials on top of LS903 sample. In our initial study, we used lunchmeat (turkey breast, Budding; 0.65 mm thick) to obscure a 32 μM LS903 sample in an Eppendorf tube. To obtain higher depth resolution we switched to silicone and plastic sheets of 0.254 mm and 0.13 mm thick, respectively (Mc. Master-Carr, Elmhurst, IL). Simulated vessels were created using polyurethane tubing 0.015” ID x 0.033” OD (Braintree Scientific, Braintree, MA), and LS903 was imaged at two different concentrations (25 and 50 μM) for vessel studies. All dual-wavelength imaging was conducted using the Optix MX3 system (ART Advanced Research Technologies, Montreal, CA) with excitation and emission wavelengths at 480/535 nm for the FITC channel, and 785/810 nm for the cypate channel. Normalized fluorescence was used for dual-wavelength image analysis, with the fluorescence signal normalized by the excitation power for each pixel. Image analysis was conducted using custom developed code in MATLAB (The Mathworks, Inc., Natick, MA).

2.3 In vivo imaging

All mouse studies were conducted in compliance with the Washington University Animal Welfare Committee’s requirements for the care and use of laboratory animals in research. Balb/c mice were injected with $1 \times 10^6$ 4T1 murine breast carcinoma cells on the flanks and the resulting subcutaneous orthotopic tumors were allowed to grow until they were approximately 10 mm in diameter. Mice were shaved prior to fluorescent dye injection and imaging. The Optix was used to acquire tumor fluorescence for dual-wavelength analysis, and the Pearl small animal imaging system (Licor, Lincoln, NE) for NIR-specific analysis. For intra-tumor injections ($n = 3$), LS903 was prepared in a 1% mouse serum albumin (MSA) solution in PBS, for a final dye concentration of 60 μM in 20 μL of solution per tumor. For intravenous injections ($n = 2$) LS904 was prepared in a 1% MSA solution in PBS, for a final dye concentration of 60 μM in 100 μL of solution per mouse. Animals were imaged both before and after injection for intra-tumor injections, and at 0, 2, and 4 hours post injection for intravenous injections. The maximum in vivo contrast was detected at 2 hours post injection, and images at this time point were used for depth analysis.
2.4 Optical parameter measurement

White silicone rubber sheets 0.010, 0.015, and 0.020 inches in thickness (86435K121, 86435K13, and 86435K15, respectively, McMaster-Carr, Elmhurst, IL) were divided into 2x2 inch sections. Three samples per thickness were measured using a custom integrating sphere setup (Beckman Laser Institute, University of California, Irvine, CA). By placement of the samples at the entrance or exit ports of an integrating sphere (4P-GPS-033-SL, Labsphere, North Sutton, NH), transmittance and reflectance values were measured using a broadband light source (HL2000 20W Quartz-Tunsten-Halogen lamp, Ocean Optics, Winter Park, FL), and spectrometer (Prime-X, B&W Tek, Newark, DE). Optical properties from 500 to 1000 nm were calculated with a MATLAB-based (MathWorks, Natick, MA) inverse adding-double algorithm (IAD) assuming a refractive index of 1.43, and anisotropy factor of 0.9. In brief, given transmittance and reflectance values, the IAD algorithm obtains absorption and scattering properties by iteratively solving the radiative transport equation until transmittance and reflectance values are matched [24].

3. Results

3.1 Structures and optical properties of dual fluorescent dyes

Figure 1(a) shows the structures of LS093 and LS904, with red and green colors representing the NIR and visible fluorescent dyes cypate and FITC, respectively. The absorption spectrum of LS903 showed the existence of both the cypate and FITC moieties (Fig. 1(b)). FITC peak emission was at 518 nm (Fig. 1(c)) and cypate peak emission was at 812 nm (Fig. 1(d)). The presence of two distinct fluorescent peaks allowed for imaging at dual-wavelengths, which was used to calculate the depth of the fluorescent signal.

3.2 Simulation of in vitro tissue depth estimation

Description of tumor depth involves multiple depths that are of clinical significance. In intraoperative imaging, the distance from the edge of the tumor to the edge of the non-tumor tissue is important in margin determination in the vertical direction. This distance is analogous to the sub surface depth (dss) when delineating the tumor margin in the z-direction (Fig. 2(a)), or locating the depth of a fluorescent vessel under a tissue surface. There is also a depth of the tumor itself (dobj), and the overall depth of the tumor from the surface of the tissue (dtotal). The dtotal depth is important in tumor staging for malignancies that invade deeper structures. We quantified the signal from dual-wavelengths as a function of depth to determine the dss for in vivo tumor margin estimation and in vitro simulated vessel depth determination.

Fig. 1. Properties of dual fluorescent dyes. (a) Molecular structure of LS903 and LS904; (b) absorption spectra of LS903; and emission spectra of LS903 at (c) 460 nm and (d) 720 nm excitation. All spectra were taken in a solution of 1% BSA in PBS, pH 7.4.
We obscured LS903 in a 1.5 ml Eppendorf tube under an increasing number of lunchmeat slices to represent the increasing depth of a fluorescent inclusion below the surface. Figure 2(b) shows that the NIR signal (cypate) is visible at greater depths than the signal in the green channel (FITC). We plotted the signal for each channel vs. depth (Fig. 2(c)). The natural log of the ratio was plotted as a function of depth (Fig. 2(d)) to obtain a linear equation of the relationship (slope = 3.44, y-int = −0.27).

Fig. 2. (a) Diagram showing depth configuration of fluorescent inclusion overlaid by a medium (lunchmeat, silicone, plastic, or skin). The layers represent the depth layers used for in vitro testing, the absolute number of layers varied depending on the test. (b) Images in both the cypate and FITC channels (rows) of an Eppendorf tube obscured by increasing layers of lunchmeat. No overlying lunchmeat in the left column, 1 layer of overlying lunchmeat in the middle column, and 2 layers of overlying lunchmeat in the right column. (c) Fluorescence signal vs. depth curve for the fluorescent ROI for LS903. (d) Natural log of the ratio of cypate-to-FITC for LS903.

3.3 In vitro vessel depth estimation

We simulated a vessel running beneath a layer of tissue by using silicone as our tissue phantom and polyurethane tubing as our vessel model. LS903 was allowed to flow through the vessel at varying concentrations (25 μM and 50 μM) and curves for the natural log of the ratios were generated (slope = 2.08, y-int = 0.43; slope = 2.10, y-int = 0.37). Next, we tested the performance of our method using a different material of unknown depth to obscure our vessel and imaged at both wavelengths (Fig. 3(a)). The predicted depth values for the vessel were mapped by using the ratio-curves previously generated (Fig. 3(b)). The average estimated depth was 0.40 mm and the measured depth was 0.52 mm.

Varying the optical properties, by changing the overlying material, impacted our depth estimate (Fig. 3(c)). Materials that attenuated light more produced a higher slope value than materials that attenuated light less. Ideally, this slope would be predictable prior to estimating the depth. We quantified the difference in accuracy of our depth estimates using average parameters from different materials and specific parameters using the same material (Fig. 3(d)). There was a significant difference when using the different values (p < 0.001), thus indicating the importance of calibration studies with the same material used to perform the depth estimate. To translate this approach to in vivo imaging, we needed to generate a curve
fit equation using the same material intended for the imaging study. To accomplish this goal, we layered mouse skin at varying depths to obtain a tissue-specific curve (slope = 3.08, y-int = 0.05) (Fig. 3(e)).

Fig. 3. (a) Dual-wavelength images of the fluorescent vessel under layers of plastic with unknown depth and optical properties. (b) Depth map of estimated depth of vessel below the surface. (c) Natural log of the ratio of dual signals vs. measured depth for different overlying materials and concentrations showing differing slopes depending on the medium. (d) Comparison of the method accuracy for estimating depth in when using the average slope parameters and the specific slope parameter for a given medium. (e) Calibration curve using the fluorescent vessel under ex vivo mouse skin to determine the curve fit parameters for skin.

3.4 In vivo tumor depth estimation

For in vivo depth estimation, we injected LS903 directly into 4T1 mouse flank tumors. Mouse 1 (M1) was injected bilaterally, and mouse 2 (M2) was only injected in the left flank tumor. The two mice were imaged using an NIR-specific imaging system, and a dual-wavelength imaging system. The NIR-specific imaging system shows the fluorescence distribution of LS903 in the mice (Fig. 4(b) and Fig. 4(c)). The dual-wavelength imaging system shows the fluorescence in the tumors in both the cypate and FITC channels (Figs. 4(d), 4(e), and 4(f)). The relative tumor signals were calculated in Fig. 4(g), and in both channels the treated tumors had higher fluorescence signal than the untreated control tumor (M2-RF – not shown).
The image processing method used to analyze the images is shown in Fig. 5. Briefly, to estimate the depth of the fluorescence in the tumors, regions of interest (ROIs) were generated that included only the tumor in both the cypate (Fig. 6(a)) and FITC channels (Fig. 6(b)). The cypate image was thresholded to create the tumor ROI by removing pixels with low signal (background) and leaving only the region containing high signal (tumor). In this case, we were able to use a simple threshold method to isolate our tumor region because there was a high signal-to-background ratio for the cypate signal in the tumor vs. the surrounding tissue. In cases where the distinction between the tumor and the surrounding tissue may be less apparent, automated approaches can be employed to isolate the tumor [25]. Our tumor ROI (defined by the pixels identified in the cypate image) was then applied to the FITC channel, and the auto-fluorescence was subtracted from the FITC image. A pre-injection image in the FITC channel was used to establish the amount of auto-fluorescence to subtract prior to ratiometric analysis. The ratio of the images obtained at two wavelengths was used to create a map of the tumor depths for each of the tumors (Fig. 6(c)).
Fig. 5. Overview of method for depth map generation from dual-wavelength imaging. Columns represent the (1) pre-injection image, (2) image immediately following the injection of the dye, and (3) image two hours following the injection of the dye. For intravenous probe administration, tumor accumulation of the dye was apparent at 2 hours post injection in the cypate channel (Row A, Column 3), so the 2 hour image was thresholded to determine the tumor ROI (Row B, Column 3). The FITC channel images contained high levels of auto-fluorescence from the hair and moderate levels in the skin (Row C). The tumor signal was not visible on a 0 – 255 grayscale until the high signal from the fur was removed. To remove the unwanted regions from the analysis, the pixels identified as the ROI using Cypate were applied to the FITC images (not shown). The remaining pixels were then compared to the average pre-injection FITC image values within the ROI. The pre-injection FITC image values were considered background and subtracted from the 2 hour FITC image, resulting in an FITC image that was of the ROI of interest with the pre-injection background values subtracted to remove auto-fluorescence (Row D, Column 3). The dual-wavelength images for cypate (Row B, Column 3) and FITC (Row D, Column 3) were used to calculate the depth estimate maps.

The depth values for each pixel were plotted in Fig. 6(d) showing the distribution throughout the ROI. The tumor was then excised and prepared for histological analysis. In the tissue sections, both cypate and FITC channels were imaged, and areas of co-localization were analyzed (Fig. 6(e)). The apparent outline of the co-localized fluorescence region was determined by visual analysis, then 10 measurements from this outline of the co-localized area to the surface were taken. The average measured tumor sub-surface depths were 1.31 ± 0.442 mm, 1.07 ± 0.187 mm, and 1.42 ± 0.182 mm, compared to the average estimated depths of 0.97 ± 0.308 mm, 1.11 ± 0.428 mm, 1.21 ± 0.492 mm, respectively (Fig. 6(f)).
Fig. 6. In vivo tumor images used for post processing. (a) Cypate images (top row), and (b) FITC images (bottom row) of the tumor region. The FITC image has the pre-injected auto-fluorescence subtracted from the tumor ROI. (c) Depth estimate maps for each of the tumors. (d) Pixel-by-pixel depth estimates for each tumor ROI. (e) Representative tumor histology (M2-LF) showing cypate fluorescence (top left), FITC fluorescence (bottom left), overlay of both channels (top right), and bright field image (bottom right). (f) Comparison of average measured depth vs. average estimated depth for each tumor.

Fig. 7. (a) NIR image of LS904 distribution using the cypate channel. Dual-wavelength images of the tumor ROI in the (b) cypate, and (c) FITC channel. (d) Cypate ex vivo bio-distribution showing organ distribution of the dye, with (e) quantification. (f) Ex vivo tumor images of a mouse that was not injected with dye (left) and injected with LS904 (right). (g) Quantification of the ex vivo image signals for cypate and FITC.

To evaluate if the dual-wavelength fluorescent dye could be used to estimate depth when administered systemically, we increased the water solubility of LS903 by conjugating it to PEG2000 to obtain LS904. The signals were measured in both channels as a function of depth.
and the natural log of the ratios for LS903 and LS904 were comparable. A 4T1 tumor bearing mouse was injected via the tail vein with LS904 and then imaged using the NIR-specific and dual-wavelength imaging systems. The cypate image shows that LS904 was present in the tumor region, as well as at the injection site in the tail. Dorsal view of the non-invasive image shows accumulation of the agents in the kidneys (Fig. 7(a)). The dual-wavelength images show that sufficient signal was present in the tumor ROI in both channels (Fig. 7(b) and Fig. 7(c)). The kidney was likely not visible in the FITC channel because it was deeper in the tissue than the green light could penetrate. Ex vivo imaging of major organs and tissues showed the compound was primarily in the tumor, as well as the clearance organs, the kidney and liver (Fig. 7(d)). Fluorescence from different tissues was quantified (Fig. 7(e)). Similarly, the ex vivo signals were measured in both channels for a control and the injected tumors (Fig. 7(f)), and the signals were quantified in Fig. 7(g).

Depth maps were created for two tumors using the dual-wavelength images shown in Fig. 7. Figure 8(a) shows the cypate images, with the FITC images of the tumor ROIs in Fig. 8(b). Depth maps were created using our dual-wavelength images (Fig. 8(c)). Figure 8(d) shows a pixel-by-pixel representation of the depth estimates, and Fig. 8(e) shows the dual-wavelength histological analysis used for validation. The average measured depth values vs. the average estimated depth values for each of the tumors are shown in Fig. 8(f). The measured tumor sub-surface depths were $1.28 \pm 0.168$ mm, and $1.50 \pm 0.394$ mm, and the estimated depths were $1.46 \pm 0.314$ mm, and $1.60 \pm 0.409$ mm, respectively (Fig. 8(e)).

In previous trials, we assigned the slope of our curve based on empirical data. To lay the translational framework for this dual-wavelength approach, we next focused on a method for estimating the slope given the optical parameters of the material. We used an integrated sphere approach to calculate the absorption and scattering properties of silicone sections [24]. Figure 9(a) shows the silicone sections tested. Materials A, B, and C were white silicone sections of different thicknesses and durometers, and Material D was a gray silicone section.
Because the materials were each of different durometers, and therefore had different material properties, they each had different absorption and scattering coefficients that could be measured. Figures 9(b) and 9(c) show the absorption and reduced scattering coefficients as a function of wavelength. Material D did not allow enough light to pass through to calculate the optical parameters and was therefore excluded from subsequent analysis. We then measured the cypate and FITC signals obtained at both wavelengths of interest for each material and used these values to calculate the coefficients of a transformation matrix. The coefficients of this matrix represented the transformation that could be used to determine the slope when the optical parameters were known. Equation (1) was used to represent the linear system of equations.

\[ \Phi x = m \]  

where \( \Phi \) is a matrix of measured optical parameters for materials A, B and C at the wavelengths of interest, and \( m \) is a vector of the desired slopes for an optimized depth estimate. In expanding Eq. (1), the individual optical parameter values for \( \Phi \) were entered for each material (A, B and C), and the series of equations represented by Eq. (2) was solved for each coefficient \( x \).

\[ \mu a_{518} x_{\text{FITC}_{ab}} + \mu a_{812} x_{\text{Cyp}_{ab}} + \mu s_{518} x_{\text{FITC}_{rs}} + \mu s_{812} x_{\text{Cyp}_{rs}} = m \]  

Table 1 outlines the individual optical parameter values used to solve the system of linear equations represented by Eq. (2).

<table>
<thead>
<tr>
<th>Material</th>
<th>(\text{mm}^{-1})</th>
<th>\mu a_{518}</th>
<th>\mu a_{812}</th>
<th>\mu s_{518}</th>
<th>\mu s_{812}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material A</td>
<td>0.09</td>
<td>0.080</td>
<td>6.20</td>
<td>4.40</td>
<td></td>
</tr>
<tr>
<td>Material B</td>
<td>0.07</td>
<td>0.058</td>
<td>7.05</td>
<td>5.15</td>
<td></td>
</tr>
<tr>
<td>Material C</td>
<td>0.05</td>
<td>0.041</td>
<td>6.20</td>
<td>4.60</td>
<td></td>
</tr>
</tbody>
</table>

In solving the system of linear equations in the form of Eq. (1), we found each \( x \) value (transform matrix coefficients). These coefficients allowed us to calculate the slopes in systems with known or measured optical parameters: \( x_{\text{FITC}_{ab}} = 0 \); \( x_{\text{Cyp}_{ab}} = 336.51 \); \( x_{\text{FITC}_{rs}} = -26.56 \); \( x_{\text{Cyp}_{rs}} = 33.37 \). The depth of the simulated vessel was estimated using only the optical parameters and linear transform to calculate the slope [Eq. (2)]. The silicone slices were stacked above our dye and the depths for the various materials were estimated (Fig. 9(d)). The deviations in depth estimation for each material are shown in Fig. 9(e), with each material falling within 0.1 mm error. Table 2 shows a summary of the results.

<table>
<thead>
<tr>
<th>Material</th>
<th>Estimated Depth (mm)</th>
<th>StDev (mm)</th>
<th>Measured Depth (mm)</th>
<th>Deviation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>Estimated Depth (mm)</td>
<td>0.318</td>
<td>0.302</td>
<td>0.695</td>
<td>0.481</td>
</tr>
<tr>
<td>StDev (mm)</td>
<td>0.116</td>
<td>0.269</td>
<td>0.394</td>
<td>0.350</td>
</tr>
<tr>
<td>Measured Depth (mm)</td>
<td>0.254</td>
<td>0.381</td>
<td>0.762</td>
<td>0.508</td>
</tr>
<tr>
<td>Deviation (mm)</td>
<td>0.064</td>
<td>-0.079</td>
<td>-0.067</td>
<td>-0.027</td>
</tr>
</tbody>
</table>

The approach was then repeated using our previously obtained mouse tumor images along with optical parameter values reported in the literature for mouse skin. Mouse skin values at
518 nm and 812 nm were used to conduct this analysis with the absorption coefficients at approximately 0.175 and 0.070 mm\(^{-1}\), and the reduced scattering coefficients at approximately 1.65 and 0.70 mm\(^{-1}\), respectively [26]. Using these optical parameter values, and our calculated transform coefficients, we calculated a slope of 3.09 to use for the fluorescence depth estimates. The results obtained using this slope are shown in Fig. 9(f), and the deviations from the depths obtained using histology are shown in Fig. 9(g).

Using the forward model of optical parameters to estimate depth yielded results within 0.38 mm for the intra-tumor injections, and 0.63 mm for the intravenous injections. A summary of the results is shown in Table 3.

**Table 3. Summary of estimated depths of tumor fluorescence in vivo obtained using the slope calculated from literature optical parameters.**

<table>
<thead>
<tr>
<th>Tumor</th>
<th>M1 - LF</th>
<th>M1 - RF</th>
<th>M2 - LF</th>
<th>T1</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated Depth (mm)</td>
<td>1.271</td>
<td>1.448</td>
<td>1.578</td>
<td>1.913</td>
<td>2.085</td>
</tr>
<tr>
<td>StDev (mm)</td>
<td>0.401</td>
<td>0.557</td>
<td>0.641</td>
<td>0.408</td>
<td>0.532</td>
</tr>
<tr>
<td>Measured Depth (mm)</td>
<td>1.310</td>
<td>1.070</td>
<td>1.420</td>
<td>1.280</td>
<td>1.500</td>
</tr>
<tr>
<td>Deviation (mm)</td>
<td>−0.039</td>
<td>0.378</td>
<td>0.158</td>
<td>0.633</td>
<td>0.585</td>
</tr>
</tbody>
</table>
4. Discussion

Fluorescence image guided surgery (FIGS) using molecularly targeted imaging agents has surged recently because of the real-time feedback of information for rapid assessment of surgical margins and the identification of microscopic lesions. To achieve these goals, most FIGS utilize planar fluorescence imaging technique. Depending on the tumor type such as ductal carcinoma in situ, a clear margin of healthy tissue up to 2 mm is required to prevent a second surgery. Unfortunately, a method for a simple tumor-depth estimation in the operating room using data from planar imaging systems is not readily available. Our dual wavelength excitation and emission approach is designed to estimate tissue depth by harnessing the shallow penetration of visible and the deeper penetration of NIR light for depth estimation. Although a loss of visible light signal will indicate a tumor is several microns away from the surface, calibrating the fluorescence intensity ratio with NIR fluorescence will reliably predict the tumor depth. We have outlined a method for determining the sub-surface depth of a fluorescent inclusion obscured by a scattering medium for the applications of depth determination of blood vessels and tumors. Using a monomolecular dual-wavelength probe eliminates errors caused by the difficulty in accurately determining the concentration of different dyes because the dyes are present in equimolar quantities. As such, the ratio of the signal obtained from each dye is predictable and can be used to calculate the depth. Because our green light signal attenuates rapidly in the tissue, we were only able to apply this technique to determine the sub-surface depth when the fluorescent inclusion was near the surface. Our custom fluorescent probe was used to validate the concept of a dual-emission fluorescent probe and serves as a platform for the creation of additional dual-emission probes. These probes can be custom designed for depth imaging. For example, by conjugating a red dye to cypate, we would be able to obtain deeper tissue imaging. Further optimization of this method would allow for estimating depths optically down to centimeters within the tissue.

The dual-wavelength approach for sub-surface depth estimation is impacted by tissue optical properties. As such, a priori knowledge of the type of tissue can be applied in a feed-forward manner for translational imaging. Our method allows for predicting tissue optical properties in a variety of tissue types such that they can be used for depth estimation. In Fig. 9 we demonstrated that the tissue optical parameters could be used to generate a slope value which could in turn be used to estimate depth. Previous works relied on Monte Carlo simulation to determine the optical parameters to input into their depth estimation. We used a linear equation based estimation method that adequately predicted our optical parameters. This method was sufficiently robust for the expansion of dual-wavelength imaging to in vivo applications.

Other researchers have developed methods for estimating tissue optical properties including parameterized mathematical models [27] and in vivo spatial-frequency domain imaging [28]. By combining these techniques with a dual-wavelength probe, accurate depth-resolved tissue imaging may be achievable in many different tissue types. Because our approach relies on the localization of the fluorescence signal for depth determination, the targeting moiety must be specific to the structure of interest. We employed the EPR effect to deliver our probe and demonstrated higher tumor signal compared to surrounding tissue Fig. 7. Many tumor targeting probes under development have the potential to improve the accuracy of the method.

Our method is beneficial because it is non-invasive, and it can be used in situations where a physical measurement is not possible. In the case of tumors containing fluorescence, the distance of the fluorescence below the surface could not be measured using a manual method such as calipers because there was no defined physical surface to measure from. Assessing the tumor sub-surface depth using calipers would require perturbing the tissue, and would be difficult to execute since skin and subcutaneous tissue deform when physically contacted. We attempted this procedure, but we were only able to obtain measurements of the skin itself (which was also distorted). This measurement was not representative of the system because
the fluorescence in the tumors was localized to tissue deeper than just the skin layer. Because a physical measurement was not possible, we relied on fluorescence histology to validate our approach. We conducted 10 measurements from the co-localized signal to the surface. However, additional measurements over a larger area would be needed to determine the robustness of the method. We used a relatively high concentration of the imaging agents in this study to obtain an adequate signal for the calculation of depth estimates. Replacing the green with a red dye will increase the imaging depth using lower dye concentration. The effective dye concentration in tumors could be increased by using a more tumor specific targeting fluorescent agents.

We have demonstrated the feasibility of using a dual-wavelength custom developed fluorescent probe to determine the sub-surface depth of structures in tissue. An advantage of using an optical probe over auto-fluorescence spectral data alone is that dyes also can be readily targeted to specific biologic structures using cellular receptors. The specificity of optical imaging allows for flexibility in the approach for different preclinical and clinical uses, such as when a physical depth measurement would disrupt the tissue or be difficult to obtain. The simplicity of real-time planar optical imaging is advantageous for applications such as intraoperative imaging; allowing for the same fluorescent probe to be used for both the identification and depth characterization of structures in tissues. By understanding the sub-surface depth of a tumor, positive margins in the z-direction may be reduced. Further, once a gross pathological specimen is removed from the body, real-time margin assessment can be performed via imaging prior to histological evaluation.
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