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Abstract—The throughput of a large network of wireless routers critically depends on the design of distributed medium access control (MAC). In this paper, a distributed MAC scheme called opportunistic synchronous array method (SAM) is presented and analyzed. The opportunistic SAM combines multiuser diversity and interference suppression in a distributed fashion. Depending on the choice of two control parameters, the opportunistic SAM may reduce to three specializations: multiuser SAM, switching SAM or deterministic SAM. The network throughput of the opportunistic SAM is analyzed, and its throughput gain over its specializations is illustrated.

Index Terms—Large network of wireless routers, medium access control, synchronous array method, network throughput.

I. INTRODUCTION

There are situations where the mobility of an entire communication infrastructure is desirable. A large mobile communication infrastructure inevitably involves a large network of wireless routers. Each wireless router can serve as a virtual base station for many conventional mobile clients. To reduce networking and routing overheads, wireless routers can be designed to be much less mobile than mobile clients. A network of wireless routers is also called a mesh network, which corresponds to the second tier of a three-tier architecture of large ad hoc networks [1]. In this paper, we will focus on the mesh network, ignoring the mobile clients (the first tier) and the possible backbone access points (the third tier). The routers in the mesh network will also be referred to as nodes in this paper. We are interested in intra-network traffic, which is different from inter-network traffic via backbone access points.

The maximum per-node throughput of a large network of wireless routers is important especially when the network is heavily loaded. It has been argued that the maximum per-node throughput in bits-hops/s/Hz/node of a large network is upper bounded by a finite number as the number of nodes in the network increases [1], [2], [3] and [4]. The throughput unit bits-hops/s/Hz/node measures the number of bits times the number of hops travelled by the bits per second per Hertz from each source node. Note that each node in the network may act as both a source node (that transmits its own data) and a relay node (that relays data for other nodes). This throughput unit is fundamentally important since the maximal achievable value $c$ in this unit does not depend on the node density nor the number of hops between a source node and its destination node. This value also corresponds to the pre-constant of the transport capacity in bits-meters/s/Hz/node of a large network in a unit disk [2]. Yet, the value $c$ critically depends on the design of medium access control (MAC) schemes in addition to the properties of antennas and the conditions of wireless channels. In this paper, we present some of our efforts in searching for the best MAC scheme to maximize the value $c$.

In [5], the throughput of a large network based on a MAC scheme called ALOHA was analyzed. In [1], a MAC scheme called synchronous array method (SAM) was proposed and analyzed. The SAM has been shown to yield a much higher throughput than ALOHA for both omni-directional antennas and directional antennas [1], [6], [7]. Although applicable to fading channels, the SAM shown in [1] does not exploit the channel state information (CSI) of fading channels. The SAM in [1] will be referred to as deterministic SAM.

Channel fading is known to be a useful resource that can be opportunistically exploited for traffic scheduling in cellular networks. In [8] and [9], the CSI of all mobile users is exploited at a central base station through user selection and power control. In [10] and [11], the CSI of mobile users is exploited in a decentralized fashion through a MAC scheme called channel aware ALOHA. The channel aware ALOHA combines random access with a probabilistic traffic controller that maps CSI into a transmission probability. It is shown in [11] that the performance loss of the decentralized scheme, compared to its centralized counterpart, is only fractional.

In this paper, we introduce a distributed MAC scheme for a large network of wireless routers without any central processor. This scheme will be called opportunistic synchronous array method. The opportunistic SAM integrates the channel-aware opportunistic approach into the deterministic SAM. Yet, our work is different from [8], [9], [10], [11] in that their studies focus on cellular networks where co-channel interferences from adjacent cells is lumped into a noise term of fixed variance while ours is in the context of a large-scale multi-hop network where co-channel interferences cannot be treated as noise of fixed variance. Like the channel aware ALOHA, the opportunistic SAM employs a probabilistic control function to reduce co-channel interference in a decentralized fashion. It will be shown that the optimal probabilistic control function
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Fig. 1. A large network on square grid which is partitioned into subnets during a time slot of the synchronous array method (SAM). The black nodes denote the center (receiving) nodes, the gray nodes active neighboring nodes, and the white nodes idle neighboring nodes. Here, the center nodes are separated from each other with vertical spacing $p = 2$ and horizontal spacing $q = 3$.

is simply a step function. An important part of this paper is an analysis of the network throughput of the opportunistic SAM. Our analysis and numerical results demonstrate a significant improvement in network throughput of the opportunistic SAM over its specializations.

The rest of the paper is organized as follows. Section II describes the network model. Section III introduces the opportunistic SAM and its three specializations: multiuser SAM, switching SAM and deterministic SAM. Also shown in section III is the throughput analysis of the opportunistic SAM. Section IV illustrates the throughput analysis of the opportunistic SAM for a large network of wireless routers located on a square grid. The final conclusion is provided in section V.

II. NETWORK MODEL UNDER SAM

Consider a large network of wireless routers where time is slotted with equal duration. During each time slot, the entire network is virtually partitioned into $S + 1$ disjoint subnets $\{C_j\}_{j=0}^{S}$. Each subnet $C_j$ contains a center (receiving) node $Z_j^0$, $n_j$ active neighboring (potentially transmitting) nodes $\{Z_j^i, 1 \leq i \leq n_j\}$, and $m_j$ idle nodes.

Fig. 1 shows an example of a large network on a square grid where the black disks denote the center nodes, the gray disks the active neighbors, and the white disks the idle neighbors. In this example, each subnet is identical with $n_j = 3$ and $m_j = 2$. The center nodes are separated from each other with vertical spacing $p = 2$ and horizontal spacing $q = 3$. For different time slots, the pattern of the subnets is the same except for a relative relocation of the center nodes. With $p = 2$ and $q = 3$, it takes (at least) 6 time slots for each node on the network to become a center node.

During each time slot, the MAC scheme, opportunistic SAM, is applied at each subnet, where only one packet is possibly scheduled for transmission from one of the active neighbors to their center node. The details of the opportunistic SAM will be given in section III.

The channel between two arbitrary nodes is modeled as a single input and single output channel. The channel coefficient experiences a large scale path-loss and a small scale Rayleigh fading. The signal $y_0$ received by the center node in the subnet $C_0$ can be expressed as

$$y_0 = \sum_{j=0}^{S} h_{0,j} x_j + w_0$$  \hspace{1cm} (1)

Here, $x_0$ is transmitted from one of the active neighbors in $C_0$ which is the desired signal component for $y_0$, and $x_j$ for $j \neq 0$ is transmitted from $C_j$ for $j \neq 0$ which is the interference for $y_0$. The term $w_0$ denotes white Gaussian noise with zero mean and variance $\sigma^2$. The factor $h_{0,j}$ is the channel coefficient between the transmitter in $C_j$ and the receiver in $C_0$, which is assumed to be complex Gaussian with zero mean and the variance $E[|h_{0,j}|^2] = \alpha_j^2$, where $\alpha$ is the path loss exponent and $d_{0,j}$ the distance between the transmitter in $C_j$ and the receiver in $C_0$. For convenience of throughput analysis, we assume that all transmitting nodes transmit with the same power $P$, i.e. $E\{|x_j|^2\} = P$ although this assumption is not necessary for the scheme.

Given (1), the instantaneous signal to interference and noise ratio (SINR) at the receiver in $C_0$ is

$$SINR = \frac{\nu_{0,0} P}{\sigma^2 + \sum_{j \neq 0} \nu_{0,j} P}$$  \hspace{1cm} (2)

where $\nu_{0,0} = |h_{0,0}|^2$ and $\nu_{0,j} = |h_{0,j}|^2$, which will also be referred to as channel gains. Unlike a cellular network problem, successive interference cancellation is difficult (if not impossible) to apply here, and thus all interferences are treated like noise. The instantaneous SINR at the receiver in $C_0$ in a large network is generally unknown at the (desired) transmitter in $C_0$. But we assume that the CSI in a local neighborhood (i.e. the channel gain $\nu_{0,0} = |h_{0,0}|^2$ between a center node and each of its neighbors) is available locally.

It then follows that the throughput of a large network in bits-hops/s/Hz/node is

$$c = \frac{1}{L} R_{\xi} P_d$$  \hspace{1cm} (3)

where $R_{\xi}$ is the packet spectral efficiency in bits/s/Hz with the (ideal) detection SINR threshold $\xi = \frac{2 R_{\xi}}{\alpha - 1}$, and $P_d = P r\{SINR \geq \xi\}$ the packet delivery probability, and $L = n_j + m_j + 1$ is the number of nodes in each subnet. (For convenience of computing the throughput, we will assume that $n_j$ and $m_j$ are independent of $j$ unless specified otherwise.) Strictly speaking, the throughput (3) measures the throughput of nodes in the center of the network, which is a lower bound of the throughput of the entire network. But when the network is very large, almost all of the nodes experience the same level of interference as the nodes in the center of the network, and hence (3) is a valid network throughput.

Different MAC schemes affect differently the distribution of SINR and hence the throughput $c$. In the next section, we introduce the opportunistic SAM.

III. OPPORTUNISTIC SAM

For the deterministic SAM [1], a pre-determined neighbor is scheduled to transmit a packet to the center node in each subnet during each time slot. This scheme is suitable when the channel state information (CSI) of each subnet is not available. But if the CSI of each subnet is available to some or all of the...
nodes in the subnet, an opportunistic scheduling can be applied to select the best transmitter in each subnet during each time slot. Furthermore, if the channel gain of the best transmitter in a subnet is still not large enough, then the transmission in the subnet during that time slot can be aborted to reduce the interference to other subnets.

A. The Scheme

We now describe the details of the MAC scheme: opportunistic SAM. For convenience, we will refer to the subnet where is determined by $A$. The Scheme interferences to other subnets. The subnet during that time slot can be aborted to reduce the amount of data waiting to be transmitted from node $b_i$ is the amount of data that have been transmitted from node $i$ within the previous time window $T_b$. Both $T_a$ and $T_b$ should be application dependent. For throughput analysis, we will only consider the case where $a_i$ dominates $b_i$ such that $f_i = 1$.

Given (4), the duty cycle $p$ of each subnet can be found as

$$p = \int_0^\infty s(x)f_{\nu_{\text{max}}}(x)dx$$

where $\nu_{\text{max}} = \nu(i_{\text{max}}) = \max_i \{\nu(i), 1 \leq i \leq n\}$, and $f_{\nu_{\text{max}}}(x)$ denotes the probability density function (p.d.f.) of $\nu_{\text{max}}$. The opportunistic SAM exploits a multiuser diversity when $n > 1$, and an interference suppression when $s(\bullet) \neq 1$.

In section III-C, we will prove that given a duty cycle $p$, the optimal form of $s(\bullet)$ is a step function, i.e. $s(x) = U(x - \theta)$ with $p = \int_0^\infty f_{\nu_{\text{max}}}(x)dx$. Therefore, the opportunistic SAM for the subnet $C_0$ can be further expressed as

$$k_0 = \begin{cases} i_{\text{max}} & \text{if } \nu_{0,0}(i_{\text{max}}) > \theta \\ \{0\} & \text{otherwise} \end{cases}$$

where $i_{\text{max}} = \arg \max_i \{\nu_{0,0}(i), 1 \leq i \leq n\}$. This scheme says that if and only if the largest channel gain for a subnet is larger than a threshold, there is a transmission in that subnet. Notice that the threshold $\theta$ can be different for different subnet although we will be interested to examine the throughput of a homogenous network for which $\theta$ is invariant from subnet to subnet.

It is clear that any abortion of transmission in a subnet reduces its interference to other subnets. Raising the threshold $\theta$ in each subnet reduces the total network co-channel interference. However it does not necessarily improve the network throughput since the average duty cycle $p$ of each subnet is also reduced. One way to compensate such a throughput loss is to adjust the packet spectral efficiency $R_\xi$. In general, both the packet detection threshold $\xi$ and the packet transmission threshold $\theta$ affect the network throughput. The optimal combinations of $\xi$ and $\theta$ depend on various factors including the network topology and the channel fading statistics. In section IV, we will discuss the optimal combinations of $\xi$ and $\theta$ for a large network on the square grid with block Rayleigh fading.

Before closing this subsection, we introduce three specializations of the opportunistic SAM:

- Multiuser SAM where $n > 1$ and $\theta = 0$. It only exploits “multi-user” spatial diversity in the subnet.
- Switching SAM where $n = 1$ and $\theta > 0$. It only exploits interference suppression.
- Deterministic SAM where $n = 1$ and $\theta = 0$. It is an extreme case of the opportunistic SAM where neither multiuser diversity nor interference suppression is exploited.

B. Channel Estimation

For the opportunistic SAM, the estimation of the channel gains $\{\nu(i), 1 \leq i \leq n\}$ within each subnet and each time slot is required. For the opportunistic SAM to be beneficial, this overhead measured in time must be much smaller than each time slot. Naturally, the coherence time of the channel gains must be no less than each time slot for data transmission.

The channel estimation of a large network requires a proper scheduling as well. Because of mutual interference between subnets, there should be sufficient distances between concurrent co-channel transmitters of training packets. Assume that it takes $g$ cycles of channel training for each subnet to obtain a single channel estimation. Since each subnet has $n$ potential transmitters, we need $ng$ cycles of channel training. Clearly, we require that the $ng$ cycles of channel training be much smaller than a single time slot or the channel coherence time. A cycle of channel training could be in the order of a few micro seconds. But the channel coherence time could be in the order of many mini seconds.

For stationary networks, the above assumption is reasonable. However, for opportunistic SAM, we also require that the channel gains change randomly from one time slot to another. For stationary network, this condition may be difficult to realize naturally. Yet, one can induce such random fluctuations of channel gains by randomly changing the phases of multiple transmitting antennas of each transmitting node. In this paper, we use the simple input single output (SISO) channel model. In the case of multiple transmitting antennas, each SISO channel gain should absorb the transmitter beam vector.

The delay caused by the opportunistic SAM for each link is assumed to be tolerable.

C. Optimal Transmission Control

We show next that given a duty cycle $p$, the optimal form of the probabilistic control function $s(\nu)$ for any given subnet is a step function. Given $s(\nu)$ for an arbitrary subnet, the throughput of the subnet in bits-hops/s/Hz/node is now given by

$$c = \int_0^\infty c(x)s(x)f_{\nu_{0,0}}(x)dx$$
where \( c(x) = \frac{1}{L} R_{\xi} P_r \{ \nu_{0,0} \geq \xi (\sigma^2 / P + \nu_t)|\nu_{0,0} = x \} \) with \( \nu_t = \sum_{j \neq 0} \nu_{0,j} \). Here, \( c(x) \) denotes the instantaneous throughput conditioned on the channel gain \( \nu_{0,0} = x \), and \( f_{\nu_{0,0}}(x) \) denotes the p.d.f. of \( \nu_{0,0} \).

Note that given the same noise power \( \sigma^2 \) and the same statistics of the interference \( \nu_t \) from other subnets, it is obvious that the packet delivery rate \( P_r \{ \nu_{0,0} \geq \xi (\sigma^2 / P + \nu_t)|\nu_{0,0} = x \} \) is an increasing function of \( x \), and hence so is \( c(x) \).

The optimal form of the probability function \( s(\nu) \) is a solution to the following problem:

\[
\max_{s(\nu)} \int_0^\infty c(\nu)s(\nu)f_{\nu_{0,0}}(\nu)d\nu, \\
\text{subject to } p = \int_0^\infty s(\nu)f_{\nu_{0,0}}(\nu)d\nu, \\
\text{and } 0 \leq s(\nu) \leq 1 
\]

\[(8)\]

**Lemma:** If \( f_{\nu_{0,0}}(\nu) \) is differentiable and \( c(\nu) \) is a differentiable increasing function of \( \nu \), then the step function \( s(\nu) = U(\nu - \theta) \) is the solution to (8) where \( \theta \) satisfies \( p = \int_0^\infty f_{\nu_{0,0}}(\nu)d\nu \).

**Proof:** Since both \( f_{\nu_{0,0}}(\nu) \) and \( c(\nu) \) are differentiable functions, (8) can be rewritten into the following discrete form with an arbitrarily small \( \Delta \):

\[
\max_{Q_j} \sum_{j=0}^\infty c_j Q_j \Delta, \\
\text{subject to } p = \sum_{j=0}^\infty Q_j \Delta, \\
\text{and } 0 \leq Q_j \leq f_j 
\]

\[(9)\]

where \( c_j = c(j\Delta) \), \( Q_j = s_j f_j \), \( s_j = s(j\Delta) \), and \( f_j = f_{\nu_{0,0}}(j\Delta) \). Since \( c_j \) increases with \( j \), the solution to (9) must be such that each \( Q_j \) takes its maximum possible value \( f_j \) for all largest values of \( j \) until the sum of these values of \( Q_j \) multiplied by \( \Delta \) equals \( p \). Equivalently, the optimal form of \( s_j \) is a step function. This simple solution is illustrated in Fig. 2. Since \( \Delta \) is arbitrarily small, this solution is the same as that given in the lemma.

**D. Throughput Analysis**

We now derive the throughput \( c \), in bits-hops/s/Hz/node, of the opportunistic SAM (6) under the assumption of block Rayleigh fading channels. Recall (3) that \( c = \frac{1}{L} R_{\xi} P_d \) where \( L \) is the node population in each subnet, \( R_{\xi} \) the packet spectral efficiency, and \( P_d \) the probability of packet detection. The derivation of an expression of \( P_d \) is a main task in this subsection. To keep the analysis general, we will treat each subnet with a unique index.

We first write \( P_d \) into the following form (for packet reception in the subnet \( C_0 \)):

\[
P_d = \Pr \left\{ \nu_{0,0} \geq \xi \left( \frac{\sigma^2}{P} + \sum_{j \neq 0} \nu_{0,j} \right), \nu_{0,0} \geq \theta_0 \right\} \\
= \Pr \left\{ \sum_{j \neq 0} \nu_{0,j} \leq \frac{\nu_{0,0}}{\xi} - \frac{\sigma^2}{P} \nu_{0,0} \geq \theta_0 \right\} 
\]

**Fig. 2.** Illustration of the proof of the Lemma.

\[
= \int_0^\infty \int_0^\infty \int_{-\pi}^\pi \mathcal{Q}(\nu) \mathcal{L}(\nu - \theta) \mathcal{F}(\nu - \theta) \, \nu \, d\nu 
\]

where \( f_{\nu_{0,0}}(y) \) is the pdf of \( \nu_{0,0} \), and \( f_{\nu_t}(x) \) the pdf of \( \nu_t = \sum_{j \neq 0} \nu_{0,j} \). The detailed expressions of \( f_{\nu_{0,0}}(y) \) and \( f_{\nu_t}(x) \) are shown next.

Since \( \nu_{0,0} = \max_j \{ |h_{0,0}(m)|^2, 1 \leq m \leq n_0 \} \), where \( |h_{0,0}(m)|^2 \) is exponentially distributed with the mean \( \Gamma_{0,0}(m) \), it follows that

\[
Pr\{ \nu_{0,0} \leq y \} = \prod_{m=1}^{n_0} Pr\{|h_{0,0}(m)|^2 \leq y\} \\
= \prod_{m=1}^{n_0} (1 - \exp \{-y/\Gamma_{0,0}(m)\}) 
\]

\[(11)\]

Therefore,

\[
f_{\nu_{0,0}}(y) = \frac{\partial}{\partial y} Pr\{ \nu_{0,0} \leq y \} \\
= \sum_{m \in \Omega_0, \nu_{0,0} \neq 0} (-1)^{|\omega_0|+1} \left( \sum_{m \in \omega_0} 1/\Gamma_{0,0}(m) \right) \cdot \exp \{-y \sum_{m \in \omega_0} 1/\Gamma_{0,0}(m)\} 
\]

\[(12)\]

where \( \Omega_0 = \{1, 2, \ldots, n_0\}, \omega_0 \) denotes a subset of \( \Omega_0 \), and \( |\omega_0| \) the cardinality of \( \omega_0 \).

To derive an expression of \( f_{\nu_t}(x) \), we will use the Laplace transform (characteristic function) \( \mathcal{F}_{\nu_t}(U) \) of \( f_{\nu_t}(x) \):

\[
\mathcal{F}_{\nu_t}(U) = E[\nu_t e^{-U\nu_t}] = E[e^{-U \sum_{j=1}^{S} \nu_{0,j}}] \\
= \prod_{j=1}^{S} E[e^{-U \nu_{0,j}}] = \prod_{j=1}^{S} \mathcal{F}_{\nu_{0,j}}(U) 
\]

where \( S \) denotes the total number of interfering subnets, and \( \mathcal{F}_{\nu_{0,j}}(U) \) the Laplace transform of \( f_{\nu_{0,j}}(\nu) \). Based on the schedule in subnet \( C_j \) where \( |h_{j,j}(l^*)|^2 = \)}
max_m \{ |h_{j,j}(m)|^2, 1 \leq m \leq n_j \}, it follows that

\[ P \{ v_{0,j} \leq x \} = \frac{Pr \{ |h_{j,j}(\nu)|^2 < \theta_j \}}{p_j} + \sum_{l=1}^{n_j} \frac{Pr \{ \nu^* = l, |h_{j,j}(\nu)|^2 \geq \theta_j \} Pr \{ |h_{0,j}(\nu)|^2 \leq x \}}{p_j} \]

\[ = \left[ \frac{1}{p_j} + \sum_{l=1}^{n_j} \frac{p_j^l}{p_j} \left( 1 - e^{-x/\Gamma_{0,j}(l)} \right) \right] U(x) \quad (13) \]

where \( h_{j,j}(l) \) denotes the channel coefficient between the center node in \( C_j \) and the \( l^{th} \) neighboring node in \( C_j \) with \( E\{ |h_{j,j}(l)|^2 \} = \Gamma_{i,j}(l) \). By definition, it follows that

\[ p_j = \prod_{l=1}^{n_j} \left( 1 - e^{-\theta_j/\Gamma_{j,j}(l)} \right) \]

\[ p_j^l = \int_{\theta_j}^\infty \frac{1}{\Gamma_{j,j}(l)} e^{-x/\Gamma_{j,j}(l)} \prod_{k \neq l} (1 - e^{-x/\Gamma_{j,j}(k)}) \, dx \quad (14) \]

The pdf of \( v_{0,j} \) is the derivative of (13), i.e.

\[ f_{v_{0,j}}(x) = \frac{\partial}{\partial x} Pr \{ v_{0,j} \leq x \} = p_j \delta(x) + \sum_{l=1}^{n_j} \frac{p_j^l}{\Gamma_{0,j}(l)} e^{-x/\Gamma_{0,j}(l)} U(x) \quad (15) \]

Then, it follows that

\[ F_{v_i}(\mathcal{U}) = \prod_{j=1}^S F_{v_{0,j}}(\mathcal{U}) \]

\[ = \prod_{j=1}^S \left[ \frac{1}{p_j} + \sum_{l=1}^{n_j} \frac{p_j^l}{p_j} \left( 1 - e^{-x/\Gamma_{0,j}(l)} \right) \right] U(x) \]

\[ = B + \sum_{j=1}^S \sum_{l=1}^{n_j} A_j^l \quad (16) \]

where \( B = \prod_{j \neq 0} p_j \) and

\[ A_j^l = \frac{p_j^l}{\Gamma_{0,j}(l)} \prod_{k \neq 0, j} \left( p_k + \sum_{m=1}^{n_k} \frac{p_k^m}{1/\Gamma_{0,k}(m) - 1/\Gamma_{0,j}(l)} \right) \]

The last step in (16) follows from the fractional decomposition where the roots of the common denominator are assumed to be distinct, i.e., \( \Gamma_{i,j}(l) \neq \Gamma_{k,l}(m), \forall j \neq k, \forall m \neq l \). The cases of common roots would be too tedious to consider. (The above assumption of distinct roots can cause numerical problems in computations. For our numerical results shown in the next section, we added a random perturbation to the location of each node on the square grid to reduce the probability of common roots.)

Taking the inverse Laplace transform of (16), we have the pdf of \( \nu_i^l \):

\[ f_{\nu_i^l}(x) = \mathcal{L}^{-1} \{ F_{\nu_i^l}(\mathcal{U}) \} = B \delta(x) + \sum_{j=1}^S \sum_{l=1}^{n_j} A_j^l \exp \{-x/\Gamma_{0,j}(l)\} \quad (17) \]

Since \( \int_0^\infty f_x(x) dx = 1 \), it holds that \( B + \sum_{j=1}^S \sum_{l=1}^{n_j} A_j^l \Gamma_{0,j}(l) = 1 \). Also note that if \( \theta_j = 0, \forall j \neq 0 \), then \( B = 0 \).

Since both \( f_{v_{0,j}}(y) \) and \( f_{\nu_i}(x) \) are exponential functions, it is straightforward (although with some work) to verify from (10), (12) and (17) that \( P_d \) is given by (18) where \( \mu_{i,j}(l) = 1/\Gamma_{i,j}(l) \).

Note that for a uniform network, both \( n_j \) and \( \theta_j \) used in this subsection should be independent of \( j \). For the multiuser SAM, switching SAM and deterministic SAM, the corresponding expression of \( P_d \) can be obtained from (18) by setting the values of \( n \) and \( \theta \) properly.

IV. A CASE STUDY

To illustrate the throughput of the opportunistic SAM, we now focus on a large network on a square grid as shown in Fig. 1. During each time slot of the opportunistic SAM, the network can be viewed as a set of contiguous subnets. Each subnet has a center (receiving) node, \( n \) active neighboring nodes and \( L - n - 1 \) idle neighboring nodes. The size of each subnet is governed by the vertical spacing \( p \) of adjacent center nodes and the horizontal spacing \( q \) of adjacent center nodes. It follows that \( L = pq \). In Fig. 1, \( (p, q) = (2, 3) \). Note that \( (p, q) \) is not equivalent to \( (q, p) \). This is because \( p \) is the vertical spacing between two adjacent center nodes that are aligned vertically while \( q \) is the horizontal spacing between two adjacent center nodes that are not aligned horizontally. For convenience, we assume that the distance between adjacent nodes is \( d = 1 \) meter. For other values of \( d \), the discussions to be shown also apply if the corresponding power \( P \) is replaced by \( P/d^\alpha \) where \( \alpha \) is the path loss exponent. We will choose \( \alpha = 4 \) in the following discussions.
\[ P_d = 1 - \prod_{m=1}^{n_0} \left( 1 - e^{-\max\left( \frac{\sigma^2}{\theta}, \varphi \right) \mu_{0,0}(m)} \right) - \sum_{j=1}^{S} \sum_{i=1}^{n_i} A_i \left( 1 - e^{-\max\left( \frac{\sigma^2}{\theta}, \varphi \right) \mu_{0,j}(l)} \right) \left( \sum_{\forall \omega_0 \subseteq \Omega_0} \sum_{\omega_0 \in \Theta} e^{-\max\left( \frac{\sigma^2}{\theta}, \varphi \right) \sum_{m \in \omega_0} \mu_{0,0}(m)} \right) e^{-\max\left( \frac{\sigma^2}{\theta}, \varphi \right) \sum_{m \in \omega_0} \mu_{0,0}(m)} \right) \]

(18)

Each subnet is governed by the three integers \((p, q, n)\). In Fig. 3, four subnets (a), (b), (c) and (d), corresponding to \((p, q, n) = (2, 3, 1), (2, 3, 2), (2, 3, 3), (2, 3, 5)\), are respectively illustrated. Also shown in Fig. 3 are two subnets (e) and (f), corresponding to \((p, q, n) = (3, 2, 1), (3, 2, 4)\), respectively. Based on our computations, choices other than \((p, q) = (2, 3)\) and \((p, q) = (3, 2)\) lead to significantly smaller network throughput in bits-hops/s/Hz/node. Therefore, those values other than \((p, q) = (2, 3)\) and \((p, q) = (3, 2)\) will not be discussed. Also note that for both \((p, q) = (2, 3)\) and \((p, q) = (3, 2)\), the product \(pq\) is the same.

A. Effect of \(n\)

The effect of \(n > 1\) on the network throughput is illustrated by Figures 4, 5 and 6, where \(P/\sigma^2\) is the nominal signal-to-noise ratio (SNR) and \(\xi\) is the detection SINR threshold. The three figures correspond to \(P/\sigma^2 = 0dB\), \(P/\sigma^2 = 10dB\) and \(P/\sigma^2 = 50dB\), respectively.

In all these figures, the transmission threshold \(\theta\) on each local channel gain is set to \(\theta = 0\). Therefore, each curve in these figures corresponds to either the deterministic SAM (with \(n = 1\)) or the multiuser SAM (with \(n > 1\)). From these figures, we can make the following observations:

First, for the deterministic SAM, \((p, q) = (2, 3)\) is better than \((p, q) = (3, 2)\). This is consistent with the non-fading channel results shown in [1]. (A more detailed analysis of the deterministic SAM for non-square topologies is available in [6] and [7]).

Second, when \(P/\sigma^2\) is high and \(\xi\) is low, \((p, q, n) = (2, 3, 2)\) may yield a higher throughput than \((p, q, n) = (2, 3, 3)\). This is because under \((p, q, n) = (2, 3, 3)\), the active node just above its center node is located immediately next to the center node in another subnet, which causes a high interference when \(P/\sigma^2\) is high and \(\xi\) is low.

Third, between the two choices \((p, q, n) = (2, 3, 3)\) and \((p, q, n) = (2, 3, 5)\), the difference in network throughput is small. This is because under \((p, q, n) = (2, 3, 5)\), the two
active nodes at the corners are farther away from their center node than the other three active nodes. With the factor $\sqrt{2}$ on the distance for the two corner nodes, the Rayleigh fading and the path loss exponent $\alpha = 4$, it can be shown that the probability for one of the two corner nodes to have a larger channel gain (with respect to their center node) than the other three nodes is only about 5%. This explains why $(p, q, n) = (2, 3, 3)$ and $(p, q, n) = (2, 3, 5)$ have essentially the same throughput.

Fourth, under $(p, q, n) = (3, 2, 4)$, the center node of each subnet has four equal-distance neighbors, instead of three under $(p, q, n) = (2, 3, 3)$. Furthermore, under $(p, q, n) = (3, 2, 4)$, the shortest distance between an active node in one subnet and the center node in another subnet is $\sqrt{2}$, instead of 1 under $(p, q, n) = (2, 3, 3)$. This explains why the throughput under $(p, q, n) = (3, 2, 4)$ is the highest among all cases considered in these figures.

### B. Effect of $\theta$

The effect of $\theta > 0$ is illustrated in Fig. 7 where $(p, q, n) = (3, 2, 1)$ and $P/\sigma^2 = 10dB$ and also in Fig. 8 where $(p, q, n) = (3, 2, 4)$ and $P/\sigma^2 = 10dB$. In each figure, three dash-line curves with fixed values of $\theta$ are shown, and also shown is a solid-line curve corresponding to the optimal $\theta$ at any $\xi$. These figures indicate the importance of the optimal choice of $\theta$ at each $\xi$.

### C. Optimal $\theta$ versus $\xi$

The optimal $\theta$ versus $\xi$ is illustrated in Fig. 9 where $P/\sigma^2 = 0dB$ and $P/\sigma^2 = 10dB$, and also in Fig. 10 where $P/\sigma^2 = 50dB$.

For each choice of $P/\sigma^2$, the four subnets $(p, q, n) = (2, 3, 1), (2, 3, 3), (3, 2, 1), (3, 2, 4)$ are considered. We see that at $P/\sigma^2 = 0dB$, the relationship between the optimal $\theta$ and the choice of $\xi$ is basically linear. In fact, it is easy to show that if either $P/\sigma^2$ is low or $\xi$ is high, then $\theta_{opt} = \xi \sigma^2 / P$. Indeed, if $P/\sigma^2$ is low, then the interference is negligible comparing to noise and hence the optimal $\theta$ on the local channel gain $\nu$.
We also see that if peak throughput is increased significantly by using optimal opportunistic SAM. This essentially shows the maximum possible throughput under the optimal channel gain cannot meet the required threshold for successful packet detection and hence with a high probability there is no transmission in any given subnet. In this case, there is little interference in the network, and hence the optimal $\theta$ is still given by $\theta_{opt} = \frac{\xi^2}{\sigma^2}$.

In general, it is obvious that $\theta_{opt} \geq \frac{\xi^2}{\sigma^2}$. The more interference there is, the more deviated is $\theta_{opt}$ from $\frac{\xi^2}{\sigma^2}$. Fig. 9 and Fig. 10 support this conclusion. It is also important to note here that for maximal network throughput, $P/\sigma^2$ should be chosen as large as possible. In this case, $\theta_{opt}$ should significantly deviate from $\frac{\xi^2}{\sigma^2}$.

D. Effect of Optimal $\theta$

In each of Fig. 11 (where $P/\sigma^2 = 10dB$) and Fig. 12 (where $P/\sigma^2 = 50dB$), we compare the throughput between $\theta = 0$ and $\theta = \theta_{opt}$ under $(p, q, n) = (2, 3, 1), (2, 3, 3), (3, 2, 1), (3, 2, 4)$.

The dash-line curves are for $\theta = \theta_{opt}$, and the solid-line curves are for $\theta = 0$. We see that for small $n$ (i.e., $n = 1$) the peak throughput is increased significantly by using optimal $\theta$. We also see that if $n$ is large (i.e., $n = 3$ or $n = 4$) then the optimal $\theta$ does not yield a major increase in peak throughput but provides a robustness of the throughput versus $\xi$.

Finally, it is important to note that by further increasing $P/\sigma^2$, the network throughput stays about the same. Fig. 12 essentially shows the maximum possible throughput under the opportunistic SAM.

V. CONCLUSION

In this paper, we have introduced a distributed medium access control (MAC) scheme called opportunistic synchronous array method (opportunistic SAM) for a large network of wireless routers. We assume that the network is relatively stationary so that the estimation of channel responses only causes a relatively minor overhead. We also assume that the channel responses change randomly over a time scale much larger than the time spent for channel estimation. We have provided an analysis of the intra-network throughput (as opposed to inter-network throughput via gateways) of the opportunistic SAM under a uniform traffic demand. This statistical analysis is based on many channel coherence intervals. The results have shown that the opportunistic SAM yields a significant improvement in network throughput over non-opportunistic SAM.

SAM is a topology dependent MAC scheme. There are topology independent MAC schemes such as ALOHA and CSMA [12]. But the network throughput of these schemes is known to be lower than that of SAM. For a throughput comparison between SAM and ALOHA, see [6]. CSMA causes a large sparseness between concurrent co-channel transmissions, and such a large sparseness is known to cause a much reduced network throughput [1], [6].

For the throughput analysis in this paper, the traffic loading is assumed to be uniform. For non-uniform traffic, the opportunistic SAM can be integrated with the fairness mechanism proposed in Section 3.1. But a thorough analysis of its convergence behavior remains an important task for future research.
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