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CHAPTER 1
INTRODUCTION

Statement of the Problem

Significant demand is placed on service-providing organizations to demonstrate effectiveness. Program operators, recipients, funders, and the general public are all interested in knowing if an intervention works—if it is accomplishing its intended goals, and is a worthwhile investment. Myriad decisions go into addressing these issues: What questions should be asked? What information is necessary to answer those questions? Who should be responsible for collecting the relevant data? Which stakeholders should be involved in the process? How and to whom should findings be reported? The answers to these questions and more are frequently guided by evaluation policy.

Trochim (2009) defines evaluation policy as “any rule or principle that a group or organization uses to guide its decisions and actions when doing evaluation” (p.16). While it is easy to call to mind examples of formal and explicit evaluation policies, they frequently manifest in informal ways (Trochim, 2009). Most likely, an organization’s evaluation policy represents a combination of both. The knowledge about how evaluations are conducted may range widely—from tacit and unwritten to explicit and directive. This makes documenting and describing evaluation policies at an organization somewhat difficult. Regardless of the degree of formality an evaluation policy exhibits, it has the potential to play an important role both in determining an organization’s evaluation priorities, and communicating those priorities to a broad audience. More importantly, evaluation policy can greatly influence the quality of information generated through evaluations, and the usefulness of that information to inform both internal and external high-stakes decision-making about programs.
Clarifying and understanding evaluation policies within an organization is further complicated when that organization is large and hierarchical. Evaluation policies must be communicated, monitored, translated, interpreted, enforced, and enacted across a variety of offices and people. There is great potential for any policy to be added on to, subtracted from, revised, or otherwise altered (intentionally or not).

The present study addresses these issues through a case study investigation of the evaluation policies at the Robert Wood Johnson Foundation (RWJF)—a large private Foundation based on the east coast that grants money to fund interventions aimed at addressing problems related to the nation’s public health. This study uses record analysis, interviews, and an instrumental, multiple case study to explore the relationship between evaluation policies and practice.

**Conceptual Framework**

A concept common in the evaluation literature is describing a program’s theory of action—the logic that underlies the causal connections between a program’s activities and desired outcomes (Alkin, 2011; Chen, 2004). For the purposes of the current study, this theory of action concept will be altered to fit a model in which the evaluation policy is substituted for a program.

An important distinction must be drawn between theory of action, and theory as it is often referred to in the social sciences. Often, rather than being based on a body of literature informed through hypothesis testing, theories of action represent hunches or notions about how a program is supposed to work (Bickman, 1987). A theory of action presents a plausible rationale that explains why the prescribed activities are expected to result in the stated outcomes. These theories may be informed in part by a body of literature, but they are often developed experientially among program staff and operators.

While theory of action is most commonly used when describing programs, it can be applied in this case to the evaluation policy at RWJF. The Foundation describes its evaluation policy with
particular goals in mind. While it is not necessarily expressly articulated, a theory of action underlies the choices of particular evaluative activities. In its research and evaluation framing document, the Foundation indicates that the goal of its evaluation practice is to “build an evidence base around a strategy—not to prove that our ideas work” (Robert Wood Johnson Foundation, 2010, p.1). The document also indicates that researchers will be independent, and further states, “The Foundation does not interfere with the research or evaluation it funds to alter or suppress findings in any way” (p.1). The connection between this statement about activities and the goal statement is part of a theory of action. Here, Foundation staff believe that contracting evaluations that are independent increases their objectivity, which in turn provides more reliable and convincing evidence about particular strategies.

This connection between two statements offers one example of the many possible ideas that might support the causal links between the various activities and goals articulated in RWJF’s evaluation policy documents. Making these connections explicit is an important step toward assessing the policy’s rationale (Alkin, 2011). Bickman (1987) outlines several things developing a theory of action can accomplish. The most relevant to this particular study are: clarifying the problem that is the impetus for the activities; detailing both the program components and their relative importance; and the relationship between the activities and desired outcomes (including how those might be mediated by intervening variables).

Within the context of an evaluation, a common way to depict program theory is through the development of a logic model. Logic models are graphic representations of the relationship between features common to all programs: inputs, activities, and outputs (Taylor-Powell & Henert, 2008; Wholey, 1979). An example of a basic model is presented in Figure 1.
Figure 1
W.K. Kellogg Basic Logic Model

In this model, the arrows that connect the model elements depict the theory of action. The arrows show the expected causal relationships between the elements on the model, therefore conveying the logic of how the program is supposed to work. The model is read from left to right, and can be read as a series of “If… then…” statements. Examining the evaluation policies in light of this framework will promote understanding of not only the particular polices, but the ways in which they interact with one another.

Study Purpose & Research Questions

The purposes of this research are two-fold: (1) to explore the evaluation policies that exist in an organization, and (2) examine the ways in which evaluation policies are implemented in real-world settings. To elaborate on these topics, the study is guided by the following research questions:

1. What are the evaluation policies of the Robert Wood Johnson Foundation?
   a. What do the policies communicate about various aspects of evaluation practice?
   b. Through what means are the evaluation policies communicated to those responsible for carrying them out?
   c. How are the evaluation policies developed and determined?

2. What is the extent to which evaluations are implemented as described by the policies?
   a. How do those responsible for enacting the evaluations interpret the evaluations?
   b. What are the barriers to implementing evaluation policies?
c. What are the conditions that support successful implementation of evaluation policies?

**Study Significance and Implications**

While the field of evaluation has engaged in considerable speculation about the importance of evaluation policy as it relates to evaluation practice, there is not yet any empirical evidence to support these ideas. To date, there has not been an intensive study about how evaluation policies are operationalized in an organization. This research investigates evaluation policy as it is described and enacted *in situ*. Specifically, it examines the creation and enactment of evaluation policy at an organization that has made a strong commitment to evaluation, and has developed and articulated an evaluation policy. It provides an empirical compliment to the theoretical work that has been done thus far about evaluation policy. The research has both local and global implications. First, and most directly, it informs the Foundation where the research took place about the fidelity with which its policies are implemented. More broadly, it speaks to evaluation efforts of nonprofits. Finally, it contributes empirically to the conversations generally about evaluation policies.

This study has immediate relevance to RWJF, where the research was conducted. According to RWJF’s President and CEO, a primary goal of its research and evaluation efforts is to “produce[e] evidence that both policy makers and practitioners in the field can use” (Robert Wood Johnson Foundation, 2012). Significant resources are devoted in this regard; approximately 20% of the monies spent on grant allocations are dedicated to research and evaluation efforts (Robert Wood Johnson Foundation, 2010). Furthermore, RWJF has been intentional and deliberate about developing evaluation policies. From the perspective of the Foundation, the information presented in this study helps to answer underlying questions about the value and results of having such policies. These answers may be transferable to other foundations, nonprofit organizations and/or public agencies that conduct or contract evaluations.
Beyond organizations and agencies that commission evaluation, this study sheds light on the ways in which evaluation policies interact with one another and relate to evaluation activities. Furthermore, the ways in which evaluation policies contribute to organizational learning and the practice of evaluation more generally are explored.

**Manuscript Organization**

There are five chapters that make up the remainder of this manuscript. In Chapter 2, a review of the relevant literature that helps frame this investigation is presented. Chapter 3 offers information about the study’s methods and procedures for collecting data as well as the analysis procedures. The study findings appear across two chapters, each of which answers one of the main research questions. Chapter 4 includes information describing and detailing the Foundation’s evaluation policies and Chapter 5 describes the implementation of those policies in practice. In the final Chapter (6), conclusions from the analysis of this study in addition to its implications, limitations, and possible directions for future research are shared.
CHAPTER 2
REVIEW OF RELEVANT LITERATURE

Introduction

Evaluation policy has only recently been explored by evaluation scholars (Mark, Cooksy, & Trochim, 2009). Despite its relatively new emergence in the literature, it is touted as one of the most critical issues facing the field today (Datta, 2009; Mark et al., 2009; Trochim, 2009). Discussions of evaluation policy are often undergirded by federal legislation aimed at increasing the accountability of government programs and demonstrating program effects. These principles have spread into the nonprofit sector, which struggles to keep up with growing evaluation demands. Private Foundations, because of their perceived potential to advance knowledge, experience pressure to demonstrate value (Porter & Kramer, 1999).

Evaluation in the Nonprofit Sector

Evaluation in the nonprofit sector has evolved over the years against a backdrop of federal legislation aimed at increasing accountability and demonstrating effectiveness. Nonprofits over the past several decades have made strides to become more systematic about describing the effects of what they do, but there is still significant work to be done (Flynn & Hodgkinson, 2001).

Private foundations, such as the one that is the subject of this investigation, comprise one of the 30 different distinctions of nonprofit status according to the U.S. tax code. There are an estimated 2.3 million nonprofit organizations operating in the U.S.1, of which nearly 99,000 are private foundations (National Center for Charitable Statistics, 2012). Nonprofits are incredibly diverse in scope of services provided (some examples include arts, culture, and humanities;  

---

1 This figure is approximate because it includes an estimate of the number of organizations that do not have to register with the IRS (those with less than $5,000 in yearly revenue and religious congregations and their auxiliary groups). In 2010, 1.6 million nonprofit organizations registered with the IRS.
education and research; health services; environment and animals; and religion). Despite the wide range of nonprofit organizations, they share some common characteristics, including:

- They are formally organized with a legal identity
- They are private (separate from government)
- If profits are generated, they must be redistributed to the mission of the organization (rather than distributed to the organization’s founders)
- They are self-governing (internally managed)
- They involve some degree of voluntary participation (e.g. a voluntary board of directors, or volunteer corps that are responsible for carrying out activities)
- They are of benefit to the public (National Center for Charitable Statistics, 2012)

This last point is particularly important. Organizations in the nonprofit sector are designed to provide some sort of public good or service, often to fill in gaps left by the inherent limitations of the government and the market as such providers (Salamon, 2001). The pace at which government is able to mobilize in response to a need can sometimes be extremely slow due to the necessity of reaching a majority in support of any action. Furthermore, even when a majority is reached, the bureaucracy that may accompany the action could prove too cumbersome for effective operations. The market, on the other hand, while unencumbered by some of the operational struggles associated with government, is best suited to providing individual goods (e.g. shoes) rather than collective ones (e.g. clean air) (Salamon, 2001). Nonprofits, therefore, are able to mobilize common interests quickly and to meet public needs unattended to by government or the free market.

Foundations play an intermediary role in this system. The majority of private foundations do not provide direct services; rather they support (financially and otherwise) the efforts of other
nonprofits. In 2012, foundations gave approximately $50.9 billion in grants to other organizations (The Foundation Center, 2013). Prior to the 1980s, one of the primary perceived benefits of foundations was that they served as a breeding ground for new ideas with flexibility to experiment with new approaches (Behrens & Kelly, 2008). In order for this to be effective—for foundations to be able to disseminate accurate information about best practices to a wide audience—they need a somewhat sophisticated system for determining which models work and which do not.

The nonprofit sector in general faces external pressure from a variety of sources to demonstrate effectiveness of their operations. While many people agree that nonprofits play a critical role in providing necessary public services that otherwise could not be delivered, the public has very little data that speaks to the results of the programs and interventions (Flynn & Hodgkinson, 2001). This is concerning considering that nonprofits contribute over 800 billion to the U.S. economy yearly (5.5% of the country’s Gross Domestic Product) and account for a little over 9% of all wages and salaries paid (Roeger, Blackwood, & Pettijohn, 2012). The general measure of success for any organization is whether or not it creates more value than it consumes. However, unlike in the for-profit realm, which can count profits and losses in dollar amounts, the value created through nonprofit organizations is benefit to the public. This is much more difficult to measure—benefits may be intangible, and any effects might be distal and/or widely dispersed (Oberfield & Dees, 1992).

The expectation that nonprofits demonstrate effectiveness has coincided with the passage of federal legislation aimed at similar ends for government-run programs (Carman, Fredericks, & Introcaso, 2008). Notably the National Performance Review and the Government Performance and Results Act (GPRA) of 1993 were designed to limit bureaucracy and increase accountability among

---

2 An exception to this is the small number of operating Foundations that provide direct services.

3 Data is from 2010.
government programs. In 2004, the Bush administration developed and started promoting the Program Assessment Rating Tool (PART)—a questionnaire designed to assess and improve program performance (Carman et al., 2008). These tools and legislative actions are a part of an era of accountability that has seeped into all parts of the public sector.

Despite increasing calls for accountability, transparency, and demonstrating effectiveness, many foundations have been slow to adopt evaluation practices. In 1990, few foundations demonstrated understanding of evaluation methods, let alone use of them (Behrens & Kelly, 2008). This has changed in the intervening years—a 2004 study indicated that 31% of small foundations and 88% of larger foundations engage in some sort of formal evaluation process (Ostrower, 2004). Despite increased attention paid to evaluation, foundations are criticized (largely from trustees and executives) for the lack of useful evaluation results (Behrens & Kelly, 2008).

These criticisms are partially magnified because of the role foundations play as brokers of funds to those that provide social services. Porter and Kramer (1999) argue that to compensate for their position as expensive middle men, foundations should work to create benefit in ways that extend beyond their purchasing power including: (1) selecting the best grantees; (2) signaling other funders; (3) improving the performance of grant recipients; and (4) advancing the state of knowledge and practice (p. 123-125).

The third and fourth points are directly related to evaluation. In order to act on either, a foundation needs reliable information about the performance of interventions in the field. This information is gathered through evaluations. For those foundations that do participate in formal evaluations, these investigations are likely not haphazard. Studies are often commissioned through a request for proposal (RFP) process, which formalizes many elements of the evaluation (Alkin, 2011). Often, what is communicated in an RFP, deliberately or not, is information that reflects an evaluation policy. RFPs may signal preferred methods, levels of stakeholder involvement, available
resources, and information about project management. All of these things will impact the type and quality of data received, and are informed by an evaluation policy (Trochim, 2009). This policy, however, might be designed or unintentional, and may be understood, rather than explicitly articulated. The idea of evaluation policy is a relatively new, but important area of research. Evaluation policies are potentially very powerful, but all too often, too little attention is paid to them (Mark et al., 2009).

**Evaluation Policy**

An important distinction must be made between evaluation policies and broader substantive policies. An example of the latter (drawn from education) is the No Child Left Behind Act of 2001, which sought to close the achievement gap in schools and ensure that all children reach proficiency levels by 2014 in basic subjects taught in K-12 education (*No Child Left Behind Act of 2001*, 2002). This is a policy because it has a definable outcome, clear time frame, and offers a general statement, but lacks specifics, about how the goal will be achieved (Trochim, 2009). Evaluation policy, on the other hand, has been defined as “… any rule or principle that a group or organization uses to guide its decisions and actions when doing evaluation” (Trochim, 2009, p. 16). This is not to say that evaluation policy and substantive policies are unrelated. Evaluation policies ultimately shape evaluation practice, which influence programs and interventions, and subsequently the substantive policies that overarch them (Trochim, 2009).

The definition that Trochim offers leaves room for both implicit and informal guidance, and explicit and formal guidance about performing evaluations (Mark et al., 2009). Regardless of how specifically and intentionally they are articulated, every group that engages in evaluation has evaluation policies, and all evaluations are in some way influenced by those policies (Trochim, 2009).

Given that evaluation policy, even when invisible, guides how all evaluations are conducted, it is of critical importance, both “enabling and constraining the potential contributions evaluations
can make” (Mark et al., 2009, p.3). It can communicate what an organization values in terms of evaluation. It can signal the amount of resources devoted to evaluation efforts, the theoretical predispositions toward evaluation, and how evaluation findings should be used (Trochim, 2009). Furthermore, when evaluation policies are explicitly articulated, they can be subjected to a democratic process. When something is stated, it can be contradicted and challenged, or expanded and elaborated (Trochim, 2009). A dialogue can ensue, the end result of which might be a stronger policy.

Trochim (2009) further argues that evaluation policy is the most important matter facing the field of evaluation today because it encompasses all other aspects of evaluation practice that are often topics of debate among practitioners and scholars (methods, stakeholder involvement, use, dissemination of information, validity, etc.). Beyond the implications for the field, evaluation policies have direct impact on what social programs are funded, and their perceived value (Datta, 2009).

As a complement to the broad considerations of defining evaluation policy and describing its importance, there has been some consideration of the specific components that might make up an evaluation policy. Mark et al. (2009) point out that while methods are the most obvious candidate for evaluation policy elaboration, evaluation policy can describe myriad evaluation features. Some of these include funding, contracting, evaluator qualifications, stakeholder involvement, contextual considerations, dissemination of findings, and use.

Some work has been done in the field to further explicate the idea of evaluation policy, and discuss it in terms of its specific aims and components. Specifically, in 2007 the American Evaluation Association commissioned a task force to focus on issues of evaluation policy (American Evaluation Association, 2007), and Trochim (2009) contributed a framework for describing evaluation policy.
The American Evaluation Association’s Evaluation Policy Task Force (EPTF) outlines seven areas of evaluation policy:

- **Evaluation definition.** How, if at all, is evaluation defined in an agency or in legislation? In such contexts, how is evaluation formally distinguished from or related to other functions such as program planning, monitoring, performance measurement or implementation?

- **Requirements of evaluation.** When are evaluations required? What programs or entities are required to have evaluations? How often are evaluations scheduled? What procedures are used to determine when or whether evaluation takes place?

- **Evaluation methods.** What approaches or methods of evaluation are recommended or required by legislation or regulation, for what types of programs or initiatives?

- **Human resources regarding evaluation.** What requirements exist for people who conduct evaluations? What types of training, experience or background are required?

- **Evaluation budgets.** What are the standards for budgeting for evaluation work?

- **Evaluation implementation.** What types of evaluation implementation issues are guided by policies? For instance, when are internal versus external evaluations required and how are these defined?

- **Evaluation ethics.** What are the policies for addressing ethical issues in evaluation?

  (American Evaluation Association, 2007)

Trochim’s (2009) evaluation policy framework includes eight complementary, yet slightly different elements than those presented by the EPTF. These include: (1) evaluation goals and policies that indicate the desired outcomes of evaluations; (2) evaluation participation policies that detail who is involved in evaluations, when, and under what circumstances; (3) evaluation capacity building policies that describe the intention of the organization to build its capacity to conduct
evaluations; (4) evaluation management policies that inform the allocation of resources (financial and otherwise) and oversight; (5) evaluation roles policies that outline the varying responsibilities of actors involved in conducting evaluations; (6) evaluation process and methods policies that govern the procedures of conducting evaluations; (7) evaluation use policies that describe how evaluation results will be communicated and acted upon; and (8) meta-evaluation policies that indicate how organizations might periodically assess the quality of their evaluations.

These two frameworks were generated from a theoretical, rather than empirical standpoint. The frameworks played an essential role in informing the analysis for the present study. In addition to exploring how the observed evaluation policies of RWJF map onto these existing frameworks, this study also explores the ways in which these domains interact with one another—a factor that is not present in the extant discussions about evaluation policies.

**The Current Study**

In sum, despite assertions that evaluation policy is a critical issue facing the field today, there has been no empirical investigation of these issues to date. Thus far, the scholarship in this area consists of theoretical explorations of evaluation policies and well-informed speculations about the factors of evaluation practice that evaluation policies may influence. The present study provides more of an in-depth, field-based exploration of evaluation policies both in terms of their content, and the ways in which they interact with one another. Furthermore, the implementation of these policies during evaluations is examined. These issues are explored through a qualitative study including record analysis, interviews, and case studies. Data were analyzed such that the theories of evaluation policies detailed here can be expanded. The UCLA Institutional Review Board (IRB) approved all data collection activities (UCLA IRB# 13-00456).
CHAPTER 3
RESEARCH METHODS

Introduction

This chapter presents the methods used to address the research questions of this study: What are the evaluation policies of the Robert Wood Johnson Foundation? What do the policies communicate about stakeholder involvement, evaluation methods, evaluation goals, etc.? Through what means are the evaluation policies communicated to those responsible for carrying them out? How are the evaluation policies developed and determined? What is the extent to which evaluations are implemented as described by the policy? How do those responsible for enacting the evaluations interpret the policies? What are the barriers to implementing evaluation policies? What are the conditions that support successful implementation of evaluation policies? This chapter begins with an overview of the study procedures. Then, the setting for the study, the participants and instruments, and specific data collection procedures are described. Finally, the analytic procedures are explained.

Overview of the Study Procedures

To address the research questions, this study was conducted in two stages. First, record analysis and interviews were conducted to explore the first set of research questions about developing an understanding of the evaluation policies of the Robert Wood Johnson Foundation. These data collection activities then informed the second phase of the study: an instrumental multiple case study designed to explore the implementation of those policies in real world settings.

Study Setting

This study was conducted at the Robert Wood Johnson Foundation (RWJF) located in Princeton, New Jersey. The Foundation has been in operation for more than 40 years, and focuses
on health issues in the U.S. and U.S. territories. The Foundation’s assets place it among the top 10 Foundations in the United States, and it is the largest philanthropy dedicated solely to the nation’s health. RWJF has been long committed to evaluation efforts and is considered a leader among its peer organizations (Hall, 2004). The Foundation specifically articulates many broad policies that govern its work in evaluation through specific framing documents, instructional materials, and webpages. Furthermore, RWJF dedicates significant funds—approximately twenty percent of its granted dollars—to its research and evaluation efforts.

**Foundation Organization**

The Foundation is structured in a way that supports reaching several strategic objectives. The main mission of the Foundation (to improve public health) has remained the same over its decades-long history; however, the specific areas of interest and mechanisms identified for change have shifted over time as the context and Foundation leadership undergo changes. During the time in which this study was conducted (starting in the spring of 2013), the foundation was undergoing a comprehensive strategic planning effort, which somewhat altered its structure. This description pertains to the organization and operations that were in place at the beginning of data collection processes.

The Foundation uses a matrix model of management, under the direction of a Board of Trustees. There are two primary distinctions upon which the Foundation derives its organizational structure. The first is programmatic and the second is by task. Programmatically, there are two primary groups that oversee the work of seven teams, each with a specific strategic area of focus. The tasks of the Foundation are divided into departments, some of which primarily function along program lines (for example, research and evaluation, and communications) and others provide a broader base of general Foundation support (for example, human resources and information technology).
Of interest to this study is the programmatic work. At the time of this study, the Foundation had set objectives and indicators for each of its seven targeted teams; those objectives and indicators were used to measure its progress. The teams fund specific programs that vary widely in size, scope, and objective, but that the foundation believes will contribute to moving these indicators. Each funded program is overseen by a program staff team that includes one program officer, one evaluation officer, and one communications officer that work together. As this study focuses on the evaluation policies of the foundation, the primary unit of focus is the Research and Evaluation (R&E) department. R&E officers are assigned to work on multiple programs and as such, their work may cross multiple teams.

**Phase I: Record Analysis and Interviews**

The first set of research questions seek to define and describe the evaluation policies of RWJF and the various aspects of evaluation practice that the policies overarch. Many of these questions can be answered through analysis of records, both public and internal, written by and about the Foundation. However, evaluation policies can exist both formally and informally, be tacit or explicit, articulated or inherited. Complexities arise in trying to illuminate those policies that are not explicitly written, and in locating their origins. In these cases, the analysis of RWJF records was supplemented by interviews of key Foundation staff in the Research and Evaluation Unit.

The next research question seeks to understand how these policies are communicated by RWJF. Evaluation policies are intended to translate into action, but the journey between the paper and the field has many obstacles, one of which is the communication of the policies among the various actors in the system. The Foundation makes deliberate choices about the message it sends about evaluation policy, and the means through which that message is delivered. The record analysis and interviews in this phase of the investigation help illuminate the ways in which the evaluation policies are communicated.
Record Analysis

RWJF creates a wide array of records\(^4\), both publicly and internally that describe its philosophies, activities, and accomplishments. These take the form of reports, meeting minutes, anthologies, framing documents, videos, interviews, etc. Beyond those items that the Foundation produces and maintains on its own, there are numerous publications in academic and practitioner journals, press coverage items, and studies conducted externally about Foundation practices.

The journey that policies take through inception, articulation, interpretation and enactment might not be linear or intentional. While some policies are clearly developed in top-down fashion, it is conceivable that some emerge from best practices discovered in the field. Furthermore, while evidence of evaluation policies will appear in documents designed for that express purpose, it might also be embedded in documents seemingly unrelated to evaluation, and be discussed in internal communications. There are several possible trajectories an evaluation policy may follow, and multiple paths through which it might be expressed. To ensure sufficient exploration of the available avenues for discovering evidence of evaluation policy, two different techniques to construct the sample and complete the analysis were employed. The first sampling technique is a top-down approach that attempts to gather the comprehensive and official description of the Evaluation policies of RWJF; the second technique used was staff interviews.

**Top-down sampling.** The collection of documents for review and analysis began with the Research and Evaluation framing document (Robert Wood Johnson Foundation, 2010). This is the primary document used to communicate information about the research and evaluation policies at the Foundation. Included in the document are references to other documents and sources relevant to the Foundation's evaluation policy that were subsequently added to the sample. This procedure can be considered a form of snowball sampling, the traditional conception of which involves

\(^{4}\) The term record is used, rather than the more familiar term, document, because the items in this selection refer to a variety of media including videos.
accessing informants through contact information provided by other informants (Noy, 2008). For the purposes of this study, rather than informants, the origin of the sample is the research and evaluation framing document. The references contained therein served as second-level sources.

**Interview sampling.** Documents were also added to the sample based on conversations that occurred over the course of the interviews. Key RWJF personnel were asked to provide examples of evaluations that they considered to be particularly useful for the Foundation’s aims, and those they felt fell short of the Foundation’s standards. These exemplars were added to the sample. Including these types of documents affords an opportunity to examine the relationship between R&E staff perceptions of quality to the consistency with which evaluations adhere to policies.

**Description of Foundation evaluation policy records.** The pool of records generated through the above-described procedures was extensive. Different sources assisted in informing different aspects of the study. Many of the records were useful in facilitating contextual understanding of the Foundation’s structure and practices. Ultimately, some sources or records did not prove useful in enhancing understanding of the Foundation's evaluation policies. For this reason, the sample of records used for analysis was ultimately restricted to those produced by the Foundation that specifically include explicit articulations of evaluation policies based on preliminary coding (Table 1). The titles of the records are not included in the table; rather, they are lettered A through T. The final sample includes twelve videos and eight documents.
Table 1

Record Descriptive Information

<table>
<thead>
<tr>
<th>Record</th>
<th>Excerpts</th>
<th>Codes</th>
<th>Audience</th>
<th>Type</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>112</td>
<td>158</td>
<td>Evaluators</td>
<td>Document</td>
<td>Stakeholders</td>
</tr>
<tr>
<td>B</td>
<td>63</td>
<td>109</td>
<td>Public</td>
<td>Document</td>
<td>Operations</td>
</tr>
<tr>
<td>C</td>
<td>34</td>
<td>46</td>
<td>Public</td>
<td>Document</td>
<td>Policy</td>
</tr>
<tr>
<td>D</td>
<td>17</td>
<td>22</td>
<td>Public</td>
<td>Document</td>
<td>Policy</td>
</tr>
<tr>
<td>E</td>
<td>12</td>
<td>15</td>
<td>Grantees</td>
<td>Document</td>
<td>Policy</td>
</tr>
<tr>
<td>F</td>
<td>8</td>
<td>9</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>G</td>
<td>8</td>
<td>10</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>H</td>
<td>7</td>
<td>7</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>I</td>
<td>7</td>
<td>8</td>
<td>Evaluators</td>
<td>Document</td>
<td>Reporting</td>
</tr>
<tr>
<td>J</td>
<td>6</td>
<td>6</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>K</td>
<td>4</td>
<td>3</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>L</td>
<td>4</td>
<td>7</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>M</td>
<td>4</td>
<td>5</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>N</td>
<td>3</td>
<td>5</td>
<td>Internal</td>
<td>Document</td>
<td>Operations</td>
</tr>
<tr>
<td>O</td>
<td>3</td>
<td>2</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>P</td>
<td>3</td>
<td>3</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>Q</td>
<td>3</td>
<td>4</td>
<td>Internal</td>
<td>Video</td>
<td>Reporting</td>
</tr>
<tr>
<td>R</td>
<td>2</td>
<td>1</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>4</td>
<td>Internal</td>
<td>Document</td>
<td>Operations</td>
</tr>
<tr>
<td>T</td>
<td>1</td>
<td>1</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>Total:</td>
<td>302</td>
<td>425</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The table indicates the number of selected excerpts and codes applied to each document. For the purposes here, a code is “a word or short phrase that symbolically assigns a summative, salient, essence-capturing, and/or evocative attribute for a portion of language-based or visual data” (Saldaña, 2009, p. 3). The specific coding scheme is discussed later in this chapter (p. 42). The numbers in the columns differ because in some cases several codes were applied to the same excerpt (425 codes are applied to 302 excerpts). The table shows that some topic areas are more represented in the coding scheme than others. The greatest number of codes appear in the one document that pertains to stakeholders (37% of excerpts, and 37% of codes overall). This is followed by policy documents, which include 32% of excerpts and 29% of codes. The category of operations closely follows these totals with 28% of the excerpts and 31% of the codes. Finally, records that reference
reporting contain three percent of the excerpts and three percent of the codes. The differential application of codes according to topical area is explored further in the chapter that follows.

**Interviews**

Interviews play a key role in furthering understanding of the evaluation policies of the Foundation and the ways in which they are developed and communicated. Interviews serve as an excellent complement to the record review because they help illuminate evaluation policies that are held more informally and not articulated as explicitly. Two key RWJF informants helped facilitate the interview process by: providing general background knowledge of the Foundation, determining who best to interview, refining interview questions, and scheduling staff interviews. Each of these processes is described further below.

**Participants.** Initial interviews occurred with several members of the Research and Evaluation staff at RWJF, and with Foundation leadership members in-person at the Foundation headquarters. At the time this study began, there were 16 staff members working in the Research & Evaluation Unit. Interview requests were sent to all 16 R&E staff via the key Foundation informants using the Foundation’s internal calendar and meeting request system. An introductory letter, co-authored by the researcher and one of the key informants, and a consent form were sent to the prospective participants to explain to them the nature and scope of the investigation (Appendices A and B). The content of the consent form was informed by guidelines and requirements mandated by the Institutional Review Board at the University of California, Los Angeles. Signed consent forms were obtained via email prior to the start of each interview.

Of the 16 individuals from the R&E unit contacted for an interview, 13 participated. In the other three cases, conflicts prohibited scheduling of an in-person interview. In addition to the R&E staff, requests for interviews were sent to five Foundation leadership members, all of whom participated in an interview. The majority of the interviews were conducted in May of 2013 at the
Foundation offices. Three follow up interviews took place at the Foundation in March of 2014.

Table 2 displays basic information about the interview participants. Each interview ranged in duration from 30 minutes to an hour. In some cases, participants were interviewed more than once. The total time spent speaking with each participant is indicated in the interview duration column. All interviews were conducted in person with the exception of the interview with Participant 6, which was conducted over the phone.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Department</th>
<th>Title</th>
<th>Foundation Tenure (Years)</th>
<th>Interview Duration (Minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Foundation</td>
<td>Chief of Staff</td>
<td>14</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>Foundation</td>
<td>President and CEO</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>Program Leadership</td>
<td>Associate Vice President</td>
<td>16</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>Program Leadership</td>
<td>Assistant Vice President</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>Program Services</td>
<td>Services Coordinator</td>
<td>12</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>R&amp;E</td>
<td>Vice President</td>
<td>15</td>
<td>60</td>
</tr>
<tr>
<td>7</td>
<td>R&amp;E</td>
<td>Web Editor</td>
<td>13</td>
<td>30</td>
</tr>
<tr>
<td>8</td>
<td>R&amp;E</td>
<td>Assistant Vice President</td>
<td>9</td>
<td>60</td>
</tr>
<tr>
<td>9</td>
<td>R&amp;E</td>
<td>Program Officer</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>10</td>
<td>R&amp;E</td>
<td>Senior Program Officer</td>
<td>11</td>
<td>30</td>
</tr>
<tr>
<td>11</td>
<td>R&amp;E</td>
<td>Senior Advisor</td>
<td>14</td>
<td>150</td>
</tr>
<tr>
<td>12</td>
<td>R&amp;E</td>
<td>Senior Program Officer</td>
<td>5</td>
<td>60</td>
</tr>
<tr>
<td>13</td>
<td>R&amp;E</td>
<td>Program Officer</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>14</td>
<td>R&amp;E</td>
<td>Senior Officer</td>
<td>15</td>
<td>120</td>
</tr>
<tr>
<td>15</td>
<td>R&amp;E</td>
<td>Senior Program Officer</td>
<td>16</td>
<td>30</td>
</tr>
<tr>
<td>16</td>
<td>R&amp;E</td>
<td>Research Assistant</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>17</td>
<td>R&amp;E</td>
<td>Senior Program Officer</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td>18</td>
<td>R&amp;E</td>
<td>Senior Program Officer</td>
<td>1</td>
<td>45</td>
</tr>
</tbody>
</table>

Most participants were R&E program officers and general staff. Several other interviews were conducted with Foundation leadership, including the CEO, Chief of Staff, and the Associate Vice Presidents responsible for the two major strategic initiatives of the Foundation. For information gathering purposes, interviews were conducted with non-R&E staff; those interviews were not
included in this part of the analysis. Participants had widely varying years of experience at the Foundation, ranging from just under 1 year to nearly 17.

**Procedures.** Interviews were semi-structured, and explored topics that spanned the majority of the aforementioned research questions. Each interview began with a review of the consent form. Protocols differed slightly based on the participant's job within the Foundation. For those with more leadership responsibilities (Appendices C and D), interview topics covered elements of the evaluation policies, the history of how they are developed and determined, the communication strategy for policies, evaluation report exemplars, and programmatic changes and advocacy efforts that have been informed by the results of evaluations. Some sample questions about broad RWJF functions as they relate to evaluation policy include: Who is responsible for determining evaluation policy at RWJF? In what ways is evaluation policy communicated? When an evaluation is contracted by the Foundation, how do staff members in the Research and Evaluation unit ensure that the evaluation is carried out in ways consistent with the Foundations policies? Will you share an example of when this worked particularly well? Will you offer an example of an evaluation report that did not meet the Foundation's standards for evaluation quality? How do you determine what information to share and with whom to share it? How often are the evaluation policies revisited? What factors influence any policy changes that are made?

For R&E program officers who directly oversee evaluation activities, questions included information about the processes of supervising evaluation work in addition to some of the higher-level questions described above (the full protocol can be found in Appendix E). Specific questions included: How do you decide whom to contract for an evaluation? What is the process for determining research questions? How do you identify key stakeholders? How are stakeholders engaged in the evaluation process? How often and in what ways do you communicate with
evaluators during an evaluation? How do you decide on final deliverables from a project? In what ways are evaluation findings used?

All interview participants were offered the interview questions in advance if they wished to be afforded time to prepare their responses. The same interview protocol was used for each interviewee, but the questions were slightly tweaked based on participant experience.

Follow-up in-person interviews occurred in March of 2014. These interviews were informed by preliminary analysis of the records and first-round interviews, and primarily served a clarification purpose. Furthermore, the interviews helped ensure data saturation. There are two considerations to take into account for data saturation: appropriateness and adequacy (Fossey, Harvey, McDermott, & Davidson, 2002). Appropriateness was assured given the ability to interview a significant portion of the small number of potential interviewees. The second round of interviews afforded opportunities for discovering recurring patterns of themes, thus meeting the criteria of adequacy (Fossey et al., 2002).

**Phase II: Case Studies**

The second set of research questions explores the implementation of the evaluation policies. The alignment of conducted evaluations to the intentions outlined in the policies provides an interesting starting point for investigating the conditions that support successful policy enactment, and the barriers to proper implementation.

While RWJF makes specific and deliberate efforts to explicitly communicate its policies to evaluators, the policies are flexible enough that evaluators have room to adapt evaluations to meet the needs of particular contexts and situations. This part of the research explores how evaluators fill in the blanks, so to speak. Aside from what is explicitly written, R&E program officers and evaluators make inferences about the intentions of the policies, and develop proposals believed to best match the interpretation of those policies. Alternately, evaluators may disagree with the dictates
of a policy and carry out an evaluation that does not exactly match what is prescribed.

An instrumental, multiple case study is employed to explore these questions. Three RWJF-funded evaluations were selected to explore the implementation of evaluation policies. According to Stake (1995), a case study is instrumental when it is used in order to further understanding of something else. In this study, the cases of Foundation-funded evaluations are used to reflect back on the practices of the Foundation as a whole.

Case Studies

Three RWJF funded evaluations were selected for close examination to address the second set of research questions about the field implementation of the evaluation policies. These cases were purposely sampled (Patton, 2002) with assistance from foundation staff. To facilitate comparisons, a successful evaluation (Case 1) and a challenging evaluation (Case 2) were selected. The third case was selected based on the assumption that because of its prominence, it is the best representation of evaluation policies in the field given that it is one of the most expansive, complex, and resource-demanding programs and evaluations currently operating under the auspices of the foundation. This section summarizes the selection of cases and the case study procedures and includes a descriptive write-up of each case.

Sample of Cases

Case selection was facilitated through the key Foundation informants and initial interviews. Each interview participant (from the original interviews in May of 2013) was asked to share examples of evaluations that they considered to have gone well, and others that they thought were not successful. Key informants were consulted to gather more information about these particular programs and their attendant evaluations. Ultimately, cases were selected as the focus of this part of the investigation based on consensus of their strengths and challenges according to Foundation personnel, and the availability of information about each case.
Procedures

Each case was explored through a combination of document analysis and interviews. According to Yin (2009), these data sources represent two of the most commonly selected for case studies. Each source has strengths and weaknesses associated with its inclusion in a case study. Documents are the most commonly included data source for case studies, considered desirable because they are stable, unobtrusive, exact, and broad. The potential drawbacks associated with using documents most relevant to this study include biased selectivity and reporting bias (from the author) (Yin, 2009). However, neither of these is significantly detrimental to the study at hand. Even though not every document produced as a part of these evaluations was incorporated into the analysis, their selection represented all phases of the evaluation. The potential for reporting bias is also limited because many of the documents were subject to a peer-review process, or a less-formal, but still rigorous vetting process within the Foundation.

Interviews are commonly included in case study research because they are considered targeted and insightful means to gather information. Inaccuracies due to poor recall are of a concern in this study because in some cases, participants were asked to answer questions about things that happened several years ago. For this reason, interview protocols were shared with participants in advance. Many participants indicated through the conversations that they had reviewed notes and files in preparation for the calls.

**Document sample.** Documents were selected throughout the history of each case through a combination of foundation assistance (for the internal documents) and web searches. The foundation maintains an internal program information and management system, which tracks each of its funded programs and the records produced under its auspices. The main documents selected for inclusion in this case were drawn from this list. These include requests for proposals, responses
to those requests, contracts or agreements for the scope of work (called a précis in the language of the foundation), interim and final reports, and published products for the foundation.

**Interview participants.** Interviews were conducted with key parties associated with each evaluation: Foundation program staff (i.e., those who managed the program being evaluated), R&E staff (i.e., those responsible for overseeing the evaluation) and external evaluators (contracted by the Foundation to conduct the evaluations). Additionally, some Foundation leadership personnel were consulted for their opinions and experiences. Finally, program operators were asked to participate. Initial recruitment emails were sent by the Foundation, and they included the study consent form, as per UCLA IRB’s standard procedure. Interview protocols were developed based on the research questions of interest, and the findings from the first phase of analysis. Protocols differed slightly based on the particular role that the person had in the evaluation. Appendix F is the full interview protocol for program personnel; Appendix G is the interview protocol for the Foundation program officer; and Appendices H and I share the interview protocols for the Foundation R&E Officers and the evaluator, respectively.

With few exceptions, all interviews were 60-minutes in length and were conducted via telephone. Interview protocols were emailed to participants two days in advance of the scheduled interview. The next section of this document includes descriptive write-ups of each case. The number of documents and respondents is included in each of the case write-ups.

**Case 1: Success case.** This first case was selected with assistance from the Foundation as an example of what it considers to be an exemplary evaluation. This program was subject to two separate evaluations. The first was an implementation study, which was followed a year later by an impact study. It was described as having a rigorous design, but the Foundation noted such a design is “actually a departure from our usual practice.” Table 3 shows the data sources consulted in developing this case study. This section includes a brief overall summary of the history and
background of this program followed by an overview of the evaluation activities associated with it. Finally, the processes of both evaluations are presented more in-depth.

Table 3

<table>
<thead>
<tr>
<th>Data Sources for Success Case</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Documents</strong></td>
</tr>
<tr>
<td>Program theory of change</td>
</tr>
<tr>
<td>Implementation study proposal</td>
</tr>
<tr>
<td>Implementation study contract summary</td>
</tr>
<tr>
<td>Implementation study annual narrative</td>
</tr>
<tr>
<td>Implementation study final report</td>
</tr>
<tr>
<td>Implementation study final narrative</td>
</tr>
<tr>
<td>Peer-reviewed article based on implementation study</td>
</tr>
<tr>
<td>Impact study successful proposal</td>
</tr>
<tr>
<td>Impact study unsuccessful proposal</td>
</tr>
<tr>
<td>Impact study contract agreement</td>
</tr>
<tr>
<td>Impact study annual narratives (years 1-4)</td>
</tr>
<tr>
<td>Impact study executive summary</td>
</tr>
<tr>
<td>Impact study issue brief</td>
</tr>
<tr>
<td><strong>Interviews</strong></td>
</tr>
<tr>
<td>Impact study lead evaluator</td>
</tr>
<tr>
<td>Implementation study lead evaluator</td>
</tr>
<tr>
<td>Foundation program officer</td>
</tr>
<tr>
<td>Foundation research and evaluation program officer</td>
</tr>
<tr>
<td>Program founder</td>
</tr>
<tr>
<td>Foundation senior vice president</td>
</tr>
</tbody>
</table>

**Program history and description.** The Fun and Games program is a school-based initiative designed to positively affect student- and school-level outcomes. It is a sports program delivered by coaches that focuses on inclusive play. The program was founded in 1996 in response to a challenge the founder observed at school sites. Essentially, the founder thought there was a way to make time outside the classroom more productive for students and schools. The founder developed this program, and implemented it in two schools in New Jersey City. Ultimately, the program sought to increase student engagement and improve school climate. During the next several years, the program expanded within the initial community, and by 2003, the program had reached several additional schools in a neighboring city.

---

5 All of the names and some identifying details of this and all the other cases have been redacted and/or changed for confidentiality purposes.
It was around this time when the Foundation became aware of the Fun and Games program. A Foundation program officer heard about Fun and Games from a trusted and respected colleague while attending a conference. The officer became intrigued and sent a consultant to observe the program. The consultant highly recommended the program, and the Foundation program officer approached the founder with a question, “what would [you] want to do with funding from a Foundation?” The founder’s initial reaction was to request $200,000 to write a book. This was not exactly what the Foundation program officer had in mind.

At that time, the Foundation was developing a model whereby it supported its strategic initiatives through the identification of a small, seemingly successful program, “developing its evidence base and then scaling it nationwide.” Rather than funding the writing of a book, the Foundation program officer was more interested in applying this scaling strategy to Fun and Games. After more discussion and back-and-forth, it was eventually agreed that the program would receive several million dollars to replicate in 4 different cities nationwide in the following three years.

This demand for replication proved to be an “upheaval” for the program. The shift necessitated dramatic staffing expansion, which proved challenging for the Fun and Games program. These challenges led to a situation in which the program ran considerably over budget due to problems with timely payment from the schools where the program was operating. The Foundation struggled to support them through this time because “we [the Foundation] didn’t have many grantees in this situation where they actually have a revenue stream coming in to help them grow … We [the Foundation] were evolving our strategy of scaling and hadn’t really factored in cash flow would be an issue for scaling at least a partially self-sustaining model.”

Eventually, the issues were resolved, and Fun and Games became more adept at operating on a larger scale. During this time period, the program was engaging in self-evaluation that relied heavily on satisfaction surveys and anecdotal evidence. The Foundation had not yet attached an
evaluation to this particular project. After the initial 3-year period, the Foundation decided to expand the program to 27 large- and mid-sized cities through a considerable grant. It was at this point that the program became a significant enough investment to warrant an evaluation.

**Program evaluations.** Initially, the Foundation was interested in conducting a randomized control trial (RCT). A Research and Evaluation program officer at the Foundation approached colleagues at a research center with close ties to a prestigious research university to discuss their potential involvement in the project. RCTs are not, however, part of the work done at this particular research center, so the center “sort of convinced [the Foundation] that before it could even start a randomized control trial, it needed to do an implementation study because [the Foundation doesn’t] have any idea even what it should be looking for in terms of outcomes unless it understands how the program is implemented.”

After several conversations between the R&E program officer and the implementation evaluator at the research center, an agreement was reached whereby the center would conduct an implementation study across one academic school year. This mixed-methods study relied on “interviews, observations, teacher and student surveys and focus groups, and reviews of school records” to assess and compare the implementation procedures at 8 schools that were newly implementing the program, and 4 schools with more extensive Fun and Games experience. Additionally, the study was designed to gather information about potential impacts on students, school personnel, and school climate (more information about this evaluation is discussed in the section that follows).

Interim findings from this study were reported to the Foundation, after which the Foundation “decided it wanted to move ahead and do a randomized control trial.” The R&E program officer worked closely with the implementation evaluator “to help develop the RFP [request for proposals] and the outcome measures that we were going to be looking at.” An
interesting feature of the RFP was a requirement that the selected evaluators would work in partnership with the research center involved in the implementation evaluation. According to the implementation evaluator this was “because we were so familiar with the program already, [the Foundation] wanted to keep us in there.” Additionally, the implementation evaluator was “a part of the selection process” to determine which evaluation firm would conduct the impact study. This process included inviting particular evaluation firms to submit formal proposals, and then conducting interviews with them over the phone.

Four firms were asked to submit proposals to address two factors of the Fun and Games program. The first was an expanded examination of the program implementation across sites, and the second was an investigation of program impacts. Two firms submitted proposals, and one firm was selected to conduct this evaluation. To assess implementation, the impact evaluator developed and utilized measures including interview protocols for program staff and observation protocols. The impact assessment was a randomized control trial with such measures as teacher and student surveys, physical activity trackers, and school records. In his/her proposal, the implementation evaluator also submitted a list of anticipated deliverables for the project, including policy briefs and final reports to the Foundation, study participants, and publicly available data repositories.

At this time, the project is still ongoing and continues to expand. Information from evaluations is shared via the web, and several journal articles are being prepared for publication.

**Case 2: Challenging case.** The Foundation again assisted in the selection of this second case. During initial interviews at the Foundation, it became clear that this program and the evaluation of it are perceived to be a disappointment. Similar to the success case, this program was developed in a pilot phase that was subject to an implementation evaluation. Following the pilot phase, the program was scaled up to a demonstration phase that included an impact evaluation.
Table 4 shows the data sources consulted to describe this case. There were fewer data sources available to describe this case. This is due partly to the time that has passed since the program completion, and partly because of a lack of response in some instances. It is important to note that the national program director was invited to participate in an interview but never responded to the interview requests. Instead, the program director’s perspective is represented through a report that s/he filed with the Foundation, and through interviews with some of the Foundation personnel that worked with him/her throughout this project.

<table>
<thead>
<tr>
<th>Documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program Call for Proposals</td>
</tr>
<tr>
<td>Implementation Evaluation Design</td>
</tr>
<tr>
<td>Implementation Evaluation Final Report</td>
</tr>
<tr>
<td>Demonstration Site reports</td>
</tr>
<tr>
<td>Grantmaking Lessons (internal)</td>
</tr>
<tr>
<td>Program Office Final Report</td>
</tr>
<tr>
<td>Program Results Report</td>
</tr>
<tr>
<td>Impact Evaluation Final Report</td>
</tr>
<tr>
<td>Peer-reviewed journal article discussing impact</td>
</tr>
<tr>
<td>Annual Reports</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foundation Research &amp; Evaluation Program Officer</td>
</tr>
<tr>
<td>Foundation Senior Vice President</td>
</tr>
<tr>
<td>Lead Impact Evaluator</td>
</tr>
<tr>
<td>Foundation Program Officer</td>
</tr>
<tr>
<td>Foundation Research &amp; Evaluation Advisor</td>
</tr>
</tbody>
</table>

This section includes a brief overall summary of the history and background of this program, followed by an overview of the evaluation activities associated with it. Finally, the processes of both evaluations are presented in-depth.

**Program history and description.** The Drug Free Families program sought to prevent substance abuse by strengthening at-risk communities and reducing risk factors. The program was delivered through early childhood centers to target high-risk families with low-income preschool age children. The goal was to reduce young children’s vulnerability to substance abuse through strengthening their families and neighborhood environments. As described by a senior program
officer, the program used, “early care and education centers in various high risk communities as a change agent for the community environment in order to reduce some of the factors that are in play within the community that put the children at risk.”

This theory of action tied into the Foundation’s strategic objectives at the time surrounding substance abuse, and its prior support of programs that focused on investing in environmental factors as a means of preventing substance abuse. The national program director of Drug Free Families had a strong and significant background in working on issues related to children and poverty and substance abuse. S/he was the Foundation’s first choice to serve as program director, and played a significant role in shaping the program. The national program director was described by Foundation personnel as passionate and hard-working with deep commitment to, and belief in, the Drug Free Families program.

Due to the fact that the goals of the program were community-wide, the targeted recipients extended beyond those families enrolled in the child care centers to other community members with un-enrolled children. Funded sites built “partnerships with local service organizations, schools, police, and other government agencies, which would work together to implement strategies based on nationally recognized best and promising practices, to strengthen families and the community.”

The focus on community-level factors was motivated by several factors. First, during the pilot phase, the belief was that the partners would provide more expertise than the childcare centers about substance-abuse prevention, and would thus be able to strengthen the intervention. Second, building community partnerships was anticipated to increase the chance that program services would reach children and families even after funding concluded.

Primary program activities were divided among community, family, and partnership focuses. Families received case management (including assessment), peer mentoring (individual and in support groups), and counseling. Community efforts included advocacy, forums, and community
action projects. Partnership-focused strategies involved neighborhood revitalization and developing agreements with substance abuse organizations to treat referrals from the program.

The program began in 1992 as a pilot in five geographically diverse sites. The national program director was heavily involved in selection of sites through an open competition managed by the Foundation. The demonstration and evaluation phase began in 2001 as the program was expanded to 15 sites. The program concluded in 2005.

The work of the Drug Free Families program was overseen by two advisory committees. The first, populated with experts in related substantive fields, provided general guidance to the program and assisted inside selection. The second was an Evaluation Advisory Panel, commissioned in 2000 to guide the research and evaluation of the demonstration phase of the program. According to a program officer, the members of the advisory committees “were picked by a combination of the Foundation and the program office, and they were picked to be people who were knowledgeable and influential … [The advisory committees] were stalwart leaders” in the area of substance abuse prevention.

Both the pilot phase and demonstration phase were the subject of evaluations conducted by different evaluation groups. As with the Fun and Games program, the pilot phase evaluation focused on implementation, and the demonstration evaluation focused both on implementation and impact. Each of the evaluation efforts is described in greater detail below.

**Pilot and implementation study phase.** The same firm that conducted the impact evaluation for the Fun and Games program was contracted to conduct the implementation study. The evaluation “was designed to document the model development and implementation process and to derive lessons that would help shape a full-scale demonstration of the Drug Free Families approach.” The evaluation carefully detailed community and family risk and protective factors, program context, site characteristics, program strategies, and perceived community and family
changes. The report went on to offer suggestions for ways to enhance the success of a larger roll-out by isolating particular strategies that seemed to be most effective.

Overall, the implementation study suggested that there were some promising aspects of the Drug Free Families program, but that it was implemented inconsistently across sites despite the initial strength of the selected locations. During interviews, several people suggested that the program was still struggling to define its activities and develop a concrete model. Part of the work of the evaluator during this phase was to “look at the work that had been done in the pilot phase and kind of characterize what it was. [The evaluator] had to help operationalize it; his/her role was to operationalize pilot phase results to a large part, to categorize them according to these general types of interventions.”

In hindsight, the Foundation staff agreed that the program was not ready for a large-scale roll out or an impact study. The positive findings from the implementation study centered around participant’s perceptions of the program’s relationship with desired impacts and the idea that incorporating this model of substance abuse prevention into early child care centers was feasible. At this point, there was very limited evidence to suggest the program was efficacious in reaching the desired impacts. The evaluation report documented satisfaction and perceptions from parents, teachers, and community partners. Despite the lack of information available to draw conclusions about the impact of the program, the Foundation staff and program director felt that the findings gave enough of an indication that the program had potential for strengthening communities.

An additional factor weighing on the decision to scale up was interest expressed by the federal government in investing in similar types of programs. The feeling among the program director and Foundation personnel was that there was an important political moment ripe with potential for a significant federal investment. If positive impacts could be demonstrated during the
evaluation of the demonstration, perhaps these efforts could play an important role in shaping federal policy.

Looking back on this, Foundation staff realize that political will and timing were insufficient to assist the program in realizing its potential. One Foundation staff member explained, “But we didn't have the interventions nailed.” Furthermore, the evaluator’s recommendations were “weak.” However, “[The national program director] was an advocate, and s/he thought we had this one chance with the federal government to get appropriations now before it goes into kind of the cookie cutter mold.” The staff member went on to further say, “I would never develop an implementation program around these feeble findings … [the Foundation] had four models that had no effectiveness, and we were going to model a whole program on replicating those models and fourteen communities with fourteen comparison sites.” Despite some reservations, the Foundation went on with the demonstration phase and attendant evaluation.

**Demonstration and impact study.** In 2000, an open call for proposals was issued by the Foundation to select the demonstration sites. Initially, the Foundation presented four successful pilot models (identified through the implementation study). However, early on in the application process, the Foundation changed these guidelines to be more explicit about the approach and subsequent activities that should be adopted by each site. This change was made at the urging of the Evaluation Advisory Panel because the members believed that having a more uniform intervention in place across sites would allow for a more rigorous investigation into the program’s impacts.

The Evaluation Advisory Panel was commissioned in 2000 to advise and oversee both the program and evaluation designs. The evaluator from the implementation evaluation was also involved in discussions, offering recommendations from the implementation study to inform both the demonstration program and evaluation. Proposals for the impact evaluation were solicited in 2001. The Foundation received three proposals. These were reviewed by the national program
director, the Foundation research and evaluation staff, and the chair of the Evaluation Advisory Panel. Ultimately, a proposal from a prominent research university was selected “as the strongest and most appropriate proposal.”

Despite the change in applications that was designed to promote more implementation uniformity across sites, the transition from the pilot to the demonstration phase proved challenging. Ultimately, program implementation varied widely from site to site. According to one report, “The sites sought, and were permitted to adapt the model to local conditions. The program therefore lacked a uniform appearance from site to site.” A request for proposals for evaluators went out to select firms following the selection of demonstration sites through a competitive open call process, “so the evaluators knew more or less (and mostly less) what was going to be evaluated, that’s when the evaluation was formed; it was around these sites.”

During the demonstration phase, the program was met with numerous challenges. The national political context surrounding the childcare centers changed drastically (including a shift in focus and a significant decrease in funding), and there was a lack of experience with and capacity for developing large-scale programs among site staff. As these challenges played out, the staff at each of the program sites needed to shift their attention from Drug Free Families implementation in order to address the other changing demands.

Fourteen of the fifteen sites participated in the impact evaluation. These were matched to 14 comparison sites to facilitate a quasi-experimental design. The evaluation measured both process and outcome indicators and documented several challenges. In addition to the inconsistent program implementation mentioned above, the challenges were overarched by the fundamental problem that the desired program effects were very distal from the intervention and incredibly complicated to measure. Ultimately, the program activities were not well-aligned to the stated goals.
These measurement challenges were further complicated by the ambitious scope of the program and the multiple and complex contextual factors that influenced implementation and the potential for impact. These challenges spawned multiple disagreements and tensions between the program personnel and the evaluators. The program was concerned that the evaluation failed to capture the “program’s real-world impacts” because it was a “pure academic research model.” The evaluator and the Evaluation Advisory Panel, however, felt that the research design was rigorous and appropriate, but that the inconsistencies across implementation “made it difficult for the evaluators to evaluate the conceptual model uniformly.”

The evaluation suggested that even though implementation varied widely, most of the programs were able to implement various strategies with some degree of success, and that the program did contribute to establishing community partnerships between target organizations and participating childcare centers. However, on measures of impact, there was little or no evidence that treatment sites were more able than comparison sites to bring about changes to families.

Ultimately, the findings were inconclusive. One Foundation staff member summarized this idea, saying, “We can’t say that family and community strengthening didn’t work. All we can say is that in this particular demonstration we didn’t show clear effects, and few sites fully implemented the model. This doesn’t nullify the idea.” The program was unable to demonstrate effectiveness to the government such that they could influence appropriations. The program closed in 2005.

**Case 3: Complex case.** This case is one of the Foundation’s largest programs and evaluations currently in operation. Unlike in the other two cases, there was one evaluation team commissioned for the duration of the program. Implementation and impact studies were integrated, and the evaluation had to continually evolve to match the changing and expanding program. Both the program and evaluation are ongoing. Because of its size and long tenure with the Foundation,
many different Foundation staff members have been involved with the project. Table 5 shows the

data sources consulted in developing this case.

<table>
<thead>
<tr>
<th>Documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation Request for Proposals</td>
</tr>
<tr>
<td>Evaluation Contract Summary</td>
</tr>
<tr>
<td>Letter of Agreement between Foundation and Evaluator</td>
</tr>
<tr>
<td>Evaluation Timeline</td>
</tr>
<tr>
<td>Evaluation Plan</td>
</tr>
<tr>
<td>Community Snapshot Reports</td>
</tr>
<tr>
<td>Various &quot;Lessons Learned&quot; Reports from Evaluator</td>
</tr>
<tr>
<td>Various Peer-Reviewed Journal Publications</td>
</tr>
<tr>
<td>Special Issue of a Journal Devoted to Evaluation Findings</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foundation Program Officer</td>
</tr>
<tr>
<td>Foundation Program Officer</td>
</tr>
<tr>
<td>Foundation Research &amp; Evaluation Program Officer</td>
</tr>
<tr>
<td>Foundation Research &amp; Evaluation Program Officer</td>
</tr>
<tr>
<td>Foundation Research &amp; Evaluation Program Officer</td>
</tr>
<tr>
<td>Foundation Research &amp; Evaluation Program Officer</td>
</tr>
<tr>
<td>Foundation Senior Vice President</td>
</tr>
<tr>
<td>Lead Evaluator</td>
</tr>
</tbody>
</table>

Program history and description. In an effort to build more coordinated, collaborative, and
effective healthcare systems in communities, the Holistic Health program “builds multi-stakeholder
partnerships—among insurers, providers, purchasers, and consumers—for the purpose of
improving patient health and health care.” The program began in 2006, and will continue in its
current form until 2015. According to Foundation leadership, the program efforts represented an
effort to take, “a place-based approach towards improving quality with the rationale that healthcare
is local, and healthcare problems can’t be addressed by having a program that impacts one hospital
in one place and a floor of another hospital in another place. What [the Foundation] needed to do
was to move across the market and have an impact that would move the quality needle in a
measurable way across the entire market.”
The program initially began in four markets. Locations were selected based on the Foundation’s initial scans of communities according to pre-set criteria. The Foundation was interested in building on current systems and gathering information that would inform a regional approach. After less than a year had passed, the Foundation decided to scale-up and asked communities to submit proposals for the expansion. The evaluator of the program explained, “initially the program was meant to start off as a pilot and then maybe eventually moved to scale. [The Foundation] chose four initial grantees that were supposed to be pilots, but didn’t really follow that process. [The Foundation] basically said we are going to scale this up before there was ever an opportunity to even learn from the pilots.”

Throughout the years the program has been in operation, there has been some fluctuation in the number of funded communities. Eventually, it settled at 16, all still in operation. This strategy was explained by a Foundation employee, “I think the first phase was sort of trying to decide what was important so that we could do the selection, so we could look at characteristics and the pilots the communities (and identify) what we think were important characteristics that helped frame the call for proposals for the next phase.”

The specific program activities span five areas: 1) measuring and publicly reporting healthcare quality; 2) engaging consumers as partners in their own care; 3) spreading effective quality improvement strategies; 4) ensuring healthcare equity; and 5) integrating these activities with payment reform. Ultimately, the goal of the program is to “improve quality of healthcare and healthcare delivery as well as value for healthcare services.”

The evaluation team was involved in various ways throughout the process. One Foundation staff member explained, “we wanted to get the evaluators involved as we were deciding the program so that we could think through the metrics. So the evaluation really began before the group first
group were selected and was continuous throughout, giving feedback as we were making programmatic decisions.”

**Evaluation.** The primary evaluator is a faculty member at large, prestigious state university, directly identified by the Foundation and invited to submit a proposal based on his/her previous research and evaluation work in the same content area. This happened before any of the individual sites were funded, so the ideas for how the program would operate were still nascent. The program officer responsible for the contract recalls, “I remember at the time it was very hard to explain what the program was because it was constantly changing. So the RFP was particularly challenging to explain what exactly [the evaluators] were going to be evaluating and what kind of role they were going to play.” Because the program was so large, the evaluator assembled a team of experts to work on it. The evaluator estimates that as many as 40 people have worked in some capacity on the evaluation.

According to one research and evaluation officer, the goal of the evaluation is “to find out the extent to which communities publicly reported their quality measures. And at a later point in time, to look and see whether this has an effect on consumer decision-making and on quality improvement in healthcare institutions and medical decision care making in general.”

Given that the Foundation decided to scale up almost immediately after the program began, the evaluation team had to adapt quickly. The evaluator was praised by many at the Foundation for his/her flexibility and responsiveness to the changing program and climate. Program and evaluation activities are ongoing, so there are not yet final findings to share. However, the evaluation team has been prolific in sharing portions of the data and stories of the evaluation process. The evaluator estimates that around 60 peer-reviewed articles have been published in addition to multiple issue briefs.
Analytic Procedures

Analysis of the data collected in this study occurred in iterative phases both during and after data collection activities. This section provides information about the deductive and inductive data analysis procedures used to answer the study’s research questions. This study relied heavily on a coding framework developed in the early phases of the research. The process for its creation is described first in this section. This is followed by the specific analysis procedures applied to each of the different data sources: records, interviews, and case studies.

Coding Framework

Three previously existing frameworks informed the coding scheme. Two of these were developed specifically to describe different facets of evaluation policy (American Evaluation Association, 2007; Trochim, 2009), and the other was used in a study that created logic models describing contrasting theories of evaluation (Hansen, Alkin, & Wallace, 2013). The last framework was used to inform the overall structure and organization of the present coding scheme, and the first two were called upon to fill in the critical content of evaluation policies. The coding framework was drafted, then piloted with several raters during a process devised to refine it. The following paragraphs describe this process in greater detail.

The Hansen et al. (2013) framework was developed for the purpose of using logic models to depict various evaluation theories or approaches. As defined in the first chapter, a logic model (most often employed to facilitate understanding of a particular program or intervention) depicts the components of a program (inputs, activities, and outputs) and the logical connections that tie those components to desired outcomes. Even though this application does not directly match the goals of the present study, the broad categories—contexts/inputs, activities, outcomes, and assumptions—are also applicable to this investigation of evaluation policy. For the purposes of this study, the researcher is conceptualizing evaluation policy in these terms commonly associated with logic.
models. That is to say that the broad definition of evaluation policy guiding this research includes guidelines for determining the inputs, activities, and desired outcomes of evaluation.

As further explanation, evaluation policies, like programs, are designed with particular desired outcomes in mind. These outcomes are supported by particular activities, the links between which are supported by a theory of action that makes the logical connections more explicit. Specifically, the inputs of evaluation policy include the guidelines describing evaluators (their skills, knowledge, competencies, values, etc.), evaluations (determining evaluands, timing evaluations, and defining the practice), resources (financial, human, and otherwise), and stakeholders (their identity and the rules that determine their inclusion). Activities describe the evaluation policies related to planning and preparing the evaluation (understanding the program, designing the evaluation, and designating roles, etc.), conducting the evaluation (data collection, data analysis, communication, and developing conclusions, etc.), and reporting (content, format, and audience). Evaluation policy outputs include the goals of the evaluation policy, findings, and use of evaluation results. Finally, assumptions speak to the beliefs about program, evaluation, epistemology, stakeholders, methods, etc. that underlie evaluation policy.

Two other sources were consulted in the development of the framework. The first was the American Evaluation Association Evaluation Policy Task Force. This body was commissioned in 2007 and charged with assisting the American Evaluation Association with identification of, and influence over, evaluation policies that influence evaluation practice (American Evaluation Association, 2007). This charge included developing a definition of evaluation policy that outlined the broad areas that might be included in evaluation policies. These are: evaluation definition, requirements of evaluation, evaluation methods, human resources regarding evaluation, evaluation budgets, evaluation implementation, and evaluation ethics.
These broad categories of evaluation policy were introduced when appropriate into the coding framework. For example, evaluation definition was not present in the initial Hansen framework, but seemed appropriate for this study. In these cases, the codes from the EPTF were added to the framework. The same process was introduced with the evaluation policy framework presented by Trochim (2009). As a reminder, the categories he presented in his evaluation policy wheel are: evaluation goals, evaluation participation, evaluation capacity building, evaluation management, evaluation roles, evaluation process and methods, evaluation use, and meta-evaluation policies. These categories were introduced into the framework where appropriate. The mapping of the additions to the evaluation theory framework is presented in Figure 2.
Several areas of both consistency and inconsistency are evident across these three frameworks. Additional work was required to combine, refine, and further flesh out these coding frameworks. This process was largely derived from the researcher’s experiential knowledge working as a program evaluator. Scholars and practitioners of evaluation were consulted to further refine the final version of the framework, which will henceforth be called the Evaluation Policy Coding Framework, or EPCF.

The next step in the process was piloting the EPCF with real data from the study. With the assistance of four raters, the EPCF was utilized in a preliminary examination of the Foundation’s
policy records. The raters were assigned different documents to code. Decisions were made about which codes to delete and which to add at in-person meetings between the raters and the researcher over a six-week period in the spring of 2013. The final framework, presented in Figure 3 (with definitions in Appendix J), served as the basis for the rest of the analysis in this study.

**Figure 3**
*Final Evaluation Policy Coding Framework*

<table>
<thead>
<tr>
<th>Evaluation Policy Assumptions</th>
<th>Evaluation Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program</td>
<td>Capacity building</td>
</tr>
<tr>
<td>Epistemology</td>
<td>Planning/Preparation</td>
</tr>
<tr>
<td>Stakeholders</td>
<td>Contracts</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Understanding the Program</td>
</tr>
<tr>
<td>Methods</td>
<td>Designing the Evaluation</td>
</tr>
<tr>
<td>Results</td>
<td>Roles</td>
</tr>
<tr>
<td>Reporting</td>
<td>Conducting the Evaluation</td>
</tr>
<tr>
<td>Use</td>
<td>Methods</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaluation Context/Inputs</th>
<th>Evaluation Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program</td>
<td>Evaluator’s Role</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Foundation’s Role</td>
</tr>
<tr>
<td>Definition</td>
<td>Program’s Role</td>
</tr>
<tr>
<td>Schedule</td>
<td>Administration</td>
</tr>
<tr>
<td>Evaluator</td>
<td>Communication</td>
</tr>
<tr>
<td>Selection</td>
<td>Managing Relationships</td>
</tr>
<tr>
<td>Technical Expertise</td>
<td>Stakeholder Participation</td>
</tr>
<tr>
<td>Content Knowledge</td>
<td>Data Collection</td>
</tr>
<tr>
<td>Interpersonal Skills</td>
<td>Data Analysis</td>
</tr>
<tr>
<td>Values</td>
<td>Developing Conclusions</td>
</tr>
<tr>
<td>Stakeholders</td>
<td>Findings</td>
</tr>
<tr>
<td>Identifying Stakeholders</td>
<td>Reporting</td>
</tr>
<tr>
<td>Stakeholder Inclusion Reason</td>
<td>Format</td>
</tr>
<tr>
<td>Resources</td>
<td>Contents</td>
</tr>
<tr>
<td>Time</td>
<td>Audience</td>
</tr>
<tr>
<td>Financial</td>
<td>Metaevaluation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Personnel</th>
<th>Evaluation Effects/Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Goals</td>
</tr>
<tr>
<td></td>
<td>Findings</td>
</tr>
<tr>
<td></td>
<td>Use</td>
</tr>
<tr>
<td></td>
<td>External Factors</td>
</tr>
</tbody>
</table>

**Record and Interview Analysis**
This study began with analysis of the documents and videos collected to describe the evaluation policies of the Robert Wood Johnson Foundation and the initial interviews conducted in May of 2013. These materials were analyzed with the assistance of Dedoose, software designed to support the management and analysis of qualitative data. Three phases of coding were employed to analyze the data. Each of the techniques is described below.

**Attribute coding.** The process began with attribute coding (Saldaña, 2009) to note basic descriptive information about each record. In the case of the records, notations included author, year of creation, intended audience, and overall topic. For the interviews, information about department, title, and length of service at the Foundation was noted. This was an essential step in the analysis process because it provides information and contexts that support further analysis.

**Provisional coding.** The first substantive phase of coding was provisional coding, which began with application of codes from the EPCF. Provisional coding initiates with a predetermined ‘start list’ of codes before data collection (Miles & Huberman, 1994). The process for generating this list was detailed in the description of the development of EPCF above. An important note about provisional coding is that “as qualitative data are collected, coded, and analyzed, Provisional Codes can be revised, modified, deleted, or expanded to include new codes” (Saldaña, 2009, p. 144) The records were loaded into Dedoose and information about their attributes was indicated. Then, excerpts were selected and tagged with provisional codes.

**Elaborative coding.** Once provisional coding was complete, the second stage coding technique, elaborative coding, was employed. This process of analyzing the data contextually facilitated further development of the theory. Saldaña (2009) indicates that this style of coding is appropriate for qualitative studies that work to build on previous research and investigations in an effort to “support, strengthen, modify, or disconfirm the findings from previous research” (p. 229).
These two coding stages were instructive in finalizing the EPCF, which is presented in the findings chapter. When the applications of codes to excerpts were finalized for this phase of the research, data from the case studies was analyzed.

**Case Study Analysis**

The general analytic strategy used for the case studies relied on theoretical propositions that guided the research questions which led to this case study (Yin, 2009). The first step in the analysis was descriptive in order to present a comprehensive account of the relevant features in these cases. This was followed by theoretical analysis, which applied the general coding categories from the Evaluation Policy Coding Framework to excerpts from both the documents and interviews. Establishing these categories allowed for a cross-case synthesis according to different evaluation policy domains. This facilitates a robust discussion of the implementation of various Foundation evaluation policies.
CHAPTER 4

DESCRIBING THE FOUNDATION EVALUATION POLICIES

Introduction

In this chapter, the findings from Phase I of this study are presented. First, a brief overview of the data collection methods is reviewed, followed by a discussion of the analysis procedures. Finally, the findings from the document analysis and key staff interviews are presented. Specifically, the findings in this chapter address the following research questions:

- What are the evaluation policies of the Robert Wood Johnson Foundation?
  - What do the policies communicate about stakeholder involvement, evaluation methods, evaluation goals, etc.?
  - Through what means are the evaluation policies communicated to those responsible for carrying them out?
  - How are the evaluation policies developed and determined?

Answering these questions is far from simple. The Foundation does not have one document to consult that unequivocally outlines its evaluation policies; it does not approach evaluation policies in this direct sort of way. Rather, policies emerge through careful consultation of a variety of sources—the history and culture of the organization, published and internal records that describe practices, and in the minds of the employees. This chapter presents a consultation of each of these sources in an attempt to draw out the Foundation policies that guide the research and evaluation work that takes place. Together, the records and interviews afford a variety of perspectives and insights into the evaluation policies of the Robert Wood Johnson Foundation. What follows is analysis of this data to address the first four research questions in this study.
The Evaluation Policies of the Robert Wood Johnson Foundation

As a reminder, this study is guided by an extremely broad definition of policy: an evaluation policy is “any rule or principle that a group or organization uses to guide its decisions and actions when doing evaluation” (Trochim, 2009, p. 18). Another important aspect of Trochim’s definition is that policies can manifest in a variety of formal and informal ways—in order to be a policy, it does not have to be explicitly presented as such. This is largely the case regarding the Foundation’s evaluation policies. A sense of the policies can be gained by consulting a variety of sources and people, in order to draw inferences. An overall trend that emerges from consulting the data is that there are two different categories of policies: those that are goal statements and those that are operationalized activities. Both satisfy Trochim’s (2009) definition, but play out in very different ways in practice.

Evaluation policy goal statements broadly refer to what evaluations are supposed to accomplish. For example, a phrase repeated commonly in the records is that evaluations are supposed to “build an evidence base around a strategy.” Statements like these describe the Foundation policies’ ultimate objectives. In theory, the specific evaluation activities should be undertaken in ways that contribute to this goal. The specific activities, then, are the operationalized policies. Some examples (that will be discussed further in this chapter) are about stakeholder involvement and report writing. In both cases the Foundation has produced explicit guides that document what evaluators should do in particular situations. Sometimes operationalizations connect to the goals in explicit ways; however, this isn’t always the case.

This distinction between policy goal statements and policy operationalizations might be further clarified by an example of a well-known education public policy—The No Child Left Behind Act (No Child Left Behind [NCLB], 2002). Like many other policies of its kind, NCLB is described in terms of its broad goals—that by 2014 the achievement gap between minority students and their
White classmates would be eliminated, and all children would score proficient or above on standardized testing measures. The operationalization of this policy—the specific means by which these goals are supposed to be achieved is left up to the states and school districts. This process is mirrored somewhat at the Foundation. While there is tremendous alignment between the records and among the interviewed staff about the goals of the policies, their operationalization is left up to each program officer resulting in variable understanding, adherence, and enactment of any existing operational policies.

I can offer another analogy to help clarify the distinction between goal statements and operationalizations: the relationship between them should mirror relationships between activities and outcomes of programs. A program’s activities are shaped by the outcomes that the program is trying to accomplish. Ultimately, there should be a clearly defined and logical connection between the activities encouraged by the policies and the desired outcomes. As the data show, there is variability as this plays out in practice in the Foundation’s evaluation policies. A more in-depth exploration of these different types of policies helps to answer the next research question, “What do the policies communicate about various aspects of evaluation practice?”

**What the Evaluation Policies Communicate about Various Aspects of Evaluation Practice**

One of the first steps in this study was to develop a coding framework to assist with this portion of the analysis (the process entailed in this is described in the methods chapter). A deductive approach to analyzing the data was purposely chosen in order to link this empirical investigation to the theoretical work that has previously been done. Deriving a codebook in advance also affords an opportunity to discuss aspects of the Foundation’s evaluation policies that are “missing.”

While the most granular level of coding still holds up, during the analysis, the organizational framework for the codes proved not to be a great match to the ways in which the Foundation’s policies are structured. Rather, several aspects of evaluation processes emerge. These aspects
include: (1) evaluation goals; (2) evaluation assumptions; (3) determining what to evaluate and when evaluations should be conducted; (4) selecting and contracting evaluators; (5) designing and conducting the evaluation; (6) administration; (7) stakeholder involvement in evaluations; and (8) reporting evaluation findings. Table 6 presents the reorganized coding framework based on these domains in addition to the number of codes that appear in the document analysis.

Table 6
**Codes Nested in Process Categories**

<table>
<thead>
<tr>
<th>Coding Categories</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Outcomes</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Meta Evaluation</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Subtotal:</strong></td>
<td>36</td>
<td>8%</td>
</tr>
<tr>
<td><strong>Assumptions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluation</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Reporting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epistemology</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Program</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Stakeholders</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Results</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>External Factors</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Subtotal:</strong></td>
<td>34</td>
<td>8%</td>
</tr>
<tr>
<td><strong>Deciding what and when to evaluate</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identification of programs to evaluate</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Schedule of evaluations</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Definition of evaluation</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td><strong>Subtotal:</strong></td>
<td>31</td>
<td>7%</td>
</tr>
<tr>
<td><strong>Selecting and contracting evaluators</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contracts and Proposals</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Personnel</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Financial Resources</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Evaluator values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluator selection</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Evaluator technical expertise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluator interpersonal skills</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluator content knowledge</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Subtotal:</strong></td>
<td>35</td>
<td>8%</td>
</tr>
<tr>
<td><strong>Designing and conducting the evaluation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understanding the program</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Designing the evaluation</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>Methods</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Data collection</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Data analysis</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>
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The division between evaluation policy goal statements and evaluation policy operationalizations will frame the discussion of the data presented in this chapter. It begins with a description of the evaluation policy goals as they are evidenced in the records and interviews. Then, the assumptions held by the Foundation that underlie these policies are discussed. Next, the above-mentioned evaluation processes governed by policies are explored. The chapter concludes with discussions about how these evaluation policies are developed and communicated to people within and outside the Foundation.
Evaluation Policy Goals

The goals of the evaluation policies are a critical place to begin the discussion detailing evaluation policies. What the Foundation hopes to accomplish through its evaluation activities provide the basis for setting policies and rules that guide evaluation practice. Table 7 displays the various codes that exist in the record analysis. Specific descriptions of the desired qualities of the information gathered through evaluation activities and the ways in which the information should be used are detailed in these excerpts.

Table 7

<table>
<thead>
<tr>
<th>Codes Pertaining to Evaluation Policy Goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goals</td>
</tr>
<tr>
<td>Use                                24</td>
</tr>
<tr>
<td>Outcomes                              12</td>
</tr>
<tr>
<td>Meta Evaluation                       0</td>
</tr>
<tr>
<td>Total:                                36</td>
</tr>
</tbody>
</table>

*Note. The codes in this domain represent 8% of the overall coding framework.*

Of primary importance to the Foundation is the use of evaluation findings. This is evidenced by the fact that two-thirds of the codes applied in this category describe various aspects of use. The Foundation’s chief interest when it comes to evaluations is that findings are produced and used to inform its grantmaking practice and the field in general. Given that it is the nation’s largest Foundation dedicated to public health, it takes very seriously its responsibility to advance high-quality practice. The Foundation holds a firm belief that evaluation is a key part of that strategy. Repeated multiple times in interviews and the documents is the idea that all findings from evaluations are useful in some way, regardless of whether or not they are positive or negative. More specific information about the excerpts contained in this section is examined below.

**Use of evaluation findings.** The Foundation devotes a significant amount of attention to the concept of use of evaluation findings. The most common themes to emerge in this set of...
excerpts are the concepts of “learning” or “informing.” Some specific quotes that support these ideas include:

We design [evaluations] to capitalize on the greatest opportunity for learning, given the nature of the program and strategy being examined.

The purpose of Foundation evaluations is to learn from a program’s policies or strategies.

The Foundation does evaluations for learning.

The concept of learning is described as the primary objective of evaluations. This seems the highest level of outcome, the most vague, and least able to be operationalized. As the Foundation moves to discuss greater levels of specificity, the talk of “learning” moves to talk of “informing.”

The chief difference between the two is that informing has a particular audience in mind. Specifically, in these excerpts, the subjects of informing are the field, practice, and policy. Many of these are mentioned in conjunction with one another in the same excerpt. Informing the field and informing policy appear in four of the excerpts, and informing practice appears in five excerpts. Three of these excerpts include references to informing both policy and practice. Informing the field, however, never appears concurrently with either informing policy or informing practice.

Though “policy,” “practice,” and “the field” appear multiple times in the excerpts, the terms are never specifically defined. The terms most likely represent people in some way—policy makers are those who hold office or work in some federal capacity, and practitioners are people engaging in the work implementing and executing programs or services. The field, on the other hand, is more ambiguous. The Foundation might be using it to refer to the combined ideas of policy and practice (particularly because it is never mentioned in addition to either of those two things), but it could also include academics, researchers, the general public, consumers of similar services, etc. Some examples of references to the field include, “The goal is to learn and to inform the field,” and, “[The objective is] to inform the field of work we are trying to help build.”
The ideas surrounding use of evaluation findings are strongly echoed in the interviews conducted with Research and Evaluation staff and Foundation leadership. During the interviews, a question asking participants to describe the Foundation’s policies was posed. Frequently, the initial responses were that the Foundation “doesn’t have an evaluation policy.” However, when prompted to explore this topic further, most of the participants (89%) made reference to some sort of learning or informing—it is very consistent with how use of evaluation findings are described within the documents.

Something that emerged in the interviews that was not apparent in the document analysis is the idea of organizational culture and how the history of the Foundation influences the attitudes towards the goals of the evaluation policies. Evaluation has been woven into the fabric of the organization since its inception. The original founders and staff members placed high value and emphasis on evaluation, and that persists culturally within the organization to date. As one Foundation leadership member explains, “I think a broad level we’ve always operated [on is that] we’ve seen ourselves as a learning organization. We’ve been dedicated to understanding the implications of what we’ve done, and using that as an additional way to guide our future steps. So from the very start, the Foundation has seen evaluation as important, for several reasons: (1) to guide our future efforts; and (2) to provide this information to the field.”

The Foundation’s attitude towards the use of evaluation findings is clearly informed by this culture and history. It is upon this basis that the Foundation’s evaluation practices are built. The other excerpts tagged with codes in this category describe in more specific detail the characteristics of evaluation outcomes, and the Foundation actions they support.

Outcomes. Excerpts in this category also describe the desired outcomes from practicing evaluation. Although use of findings, as described above, is clearly an important outcome, the excerpts tagged with “outcomes” differ somewhat. Specifically, these excerpts describe more in
detail what the Foundation will be able to do differently as a result of engaging in evaluation. The general themes encompassed within this section include the Foundation’s ability to assess the strengths and weaknesses of the strategies it employs, to understand its impact, to spread effective approaches, to ensure its own credibility, and to promote social change. Some excerpts that further explain these concepts, include:

Well, evaluations are really an important part of our national reputation for credibility. When you ask outsiders what makes us credible, research and evaluation is a big part of that. When evaluation works well, it provides information to a wide range of audiences that can be used to make better decisions, develop greater appreciation and understanding, and gain insights for action.

Since RWJF represents a public trust, it is essential that it understands the perceived impact of its work on all of the affected parties.

These provide a link between general attitudes and philosophy about use of evaluation findings to what the evaluation hopes to do with the information that it gathers.

Metaevaluation. The final subcategory in this section is metaevaluation—the evaluation of evaluation. This is an area in which the Foundation does not have any specific policies represented in the documents consulted for this section of the analysis.

Assumptions

Assumptions shed light on the underlying beliefs that explain how the goals of the evaluation policies are going to be accomplished. In the program evaluation literature, this is oftentimes referred to as a theory of action (Alkin, 2011). When considering a particular intervention, this generally represents the mechanisms by which a program is expected to accomplish its goals. The theory of action is what undergirds “If… then…” statements. For example, consider a teacher professional development program utilizing an observation-based
coaching model. The program’s long-term goal is to improve student test scores. The statement would be, “If teachers receive individualized expert coaching, then student outcomes will improve.” Two assumptions underlie this statement: (1) coaching teachers will lead to improved pedagogical practices; and (2) improved pedagogy relates to better student outcomes.

For the investigation at hand, assumptions explain the link between the Foundation’s evaluation policy goals, and the operationalized activities. Assumptions are discussed in depth in the text that follows, but an example upfront might help clarify. As mentioned previously, the Foundation is very interested in promoting different types of use of evaluation findings. The Foundation believes that one way to enhance use is to involve program stakeholders in the process. A related theory of action statement would read, “If stakeholders play a role in designing the evaluation, then they will be more likely to use findings.” Several assumptions underlie this statement. The first is that program personnel (stakeholders) are in a position to use evaluation findings. The second is that stakeholder involvement in the process will increase their buy-in, and the credibility of the eventual findings. Finally, these factors will ultimately lead to the stakeholders’ desire to use the evaluation results.

Assumptions are rarely written or stated directly. More often, ascertaining assumptions relies on inference based on statements that convey the theory of action. This section begins with an exploration of the assumptions as they are conveyed through the records analyzed in the first phase of the research. This lays the groundwork for the discussion of the more specific process operationalizations that follows.

Table 8 shows the number of excerpts tagged with codes that represent beliefs held about various evaluation components that inform the policy decisions. This part of the coding represents 8% of the overall framework and includes several categories. One of the categories in this domain is evaluation. While it is obvious that assumptions about evaluation will influence the evaluation
policies, beliefs about evaluation use, epistemology, stakeholders, results, program, methods, and
reporting also bear importantly on evaluation activities. Each of these categories of assumptions are
explored further in the text that follows.

Table 8
Codes Pertaining to Evaluation Policy Assumptions

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>Codes</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td>8</td>
<td>24%</td>
</tr>
<tr>
<td>Epistemology</td>
<td>5</td>
<td>15%</td>
</tr>
<tr>
<td>Use</td>
<td>6</td>
<td>18%</td>
</tr>
<tr>
<td>Stakeholders</td>
<td>4</td>
<td>12%</td>
</tr>
<tr>
<td>Results</td>
<td>3</td>
<td>9%</td>
</tr>
<tr>
<td>Program</td>
<td>1</td>
<td>3%</td>
</tr>
<tr>
<td>Methods</td>
<td>1</td>
<td>3%</td>
</tr>
<tr>
<td>Reporting</td>
<td>1</td>
<td>3%</td>
</tr>
<tr>
<td>External Factors</td>
<td>5</td>
<td>15%</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>6%</td>
</tr>
<tr>
<td><strong>Subtotal:</strong></td>
<td>34</td>
<td></td>
</tr>
</tbody>
</table>

*Note. The codes in this domain represent 8% of the overall coding framework.*

**Evaluation.** Evaluation is consistently described in the excerpts here as an activity that
supports learning. The assumption being that evaluation, when properly conducted, assists in
promoting new understandings about programs. A related assumption indicated in these excerpts is
that the new learning generated through evaluation activities will promote better decision-making,
“develop greater appreciation and understanding, and gain insights for action.” Another assumption
indicated among these excerpts is that evaluation is a challenging activity and that many obstacles are
likely to be encountered as the work unfolds.

These assumptions describe fundamental beliefs that the Foundation holds about the
practice of evaluation. These beliefs primarily inform evaluation design aspects—the Foundation’s
assumption about what evaluation will accomplish influences what information is gathered through
evaluation practice. This is more specifically informed through the Foundation’s assumptions about
epistemology.
Epistemology. The excerpts tagged with this code reflect the Foundation’s beliefs about how knowledge is acquired. This has an important relationship with evaluation because it relates to potential judgments about credibility issued to evaluations based on how and what information the evaluation acquires. In several instances, these excerpts describe the Foundation’s views on research. Specifically, the Foundation believes that, “Research provides our society with new road maps and paths to address our most pressing problems.” Furthermore, the process of research is explained as, “a process of narrowing broad conceptual inquiries into concrete questions that can be explored, if not answered, through gathering and analyzing data.”

Another theme that emerges prominently among these excerpts is the assumption held by the Foundation that research and evaluation are very challenging activities. This appears three times out of the five excerpts. Specifically, the assumption is that research frequently veers off course; however, “Detours may yield unexpected but important insights and lessons.” Finally, the Foundation notes that, “few discoveries take place on schedule—innovation by its nature pushes researchers into unknown territory.” These are important assumptions relating to evaluation activities because they convey an expectation that activities will not go according to plan. In fact, deviations from the plan may yield more valuable information. This stance should convey to evaluators the importance of anticipating problems and developing contingency plans—a policy that is made explicit in the evaluation activities section.

Taken together, assumptions about evaluation and epistemology provide guidelines that instruct evaluators about the designs they should employ in the service of evaluating Foundation-funded programs. Some of these guidelines are more explicitly articulated as design issues are operationalized.

---

6 In this section, research and evaluation are treated synonymously. While they are different activities, the fundamental epistemological beliefs that underlie them represent a general inquiry philosophy.
Use and stakeholders. As indicated above, the concepts of stakeholder involvement and use of evaluation findings are interrelated. The Foundation sees a clear tie between the two ideas—all of the excerpts tagged with the use code are also tagged with a stakeholder code. The key basic assumption here is that when stakeholders are involved in the evaluation process (particularly in the development of evaluation questions), findings are more likely to be used. This assumption undergirds many of the operational policies that play out regarding stakeholders. Essentially, the belief that stakeholder involvement enhances use of evaluation findings informs the selection of stakeholders and the ways in which they are involved in evaluation practice.

There is tremendous emphasis on both of these concepts (stakeholder involvement and use of evaluation findings) separately, which buttresses the importance of the connection between these two themes. These ideas are elaborated in a later section. In the above codes, there is only one instance when the stakeholder code was applied without a use code. This excerpt communicated an assumption about stakeholders and why they might be motivated to participate, namely because, “they are interested in the issue and would like to have their voices heard.”

Results. The assumptions relating to findings or results seem to serve as a mediating concept between the above pair of stakeholders and use. Many of the same themes are echoed here, but it further adds explanation for how stakeholder involvement contributes to use of evaluation findings. Specifically, when stakeholders are involved in the evaluation design, an assumption is that the results will be more meaningful, and therefore, suggested changes will be implemented with less resistance. Another assumption evident in these excerpts is that results will be perceived as more credible when the process for obtaining them is made transparent.

Program. One excerpt was tagged with a program assumption code. In it, the Foundation explains fundamental beliefs about how programs come to be, indicating, “All programs and initiatives are the result of political decisions—a belief that resources should be allocated to solving a
particular problem, or seizing a unique opportunity.” This assumption has an important relationship to evaluation activities because it represents acknowledgement of the particular milieu surrounding the interventions that are the targets of evaluations. If evaluators take this position, they will likely be attentive to this political context in their designs.

**Methods and reporting.** In the document analysis, there are no instances in which assumptions about methods or reporting are identified. However, it is likely unreasonable to conclude that this means there are no assumptions widely held by the Foundation that underlie these aspects of evaluation practice. For example, despite no direct statements indicating assumptions related to reporting, some statements in some of the other sections of this coding framework seem to imply an assumption. As illustration, given the emphasis placed on reports being understandable, it might be reasonable to infer that the Foundation holds an underlying belief that when reports are more understandable, they are more likely to be used. This inference also relies on other statements included in this coding framework that suggest the Foundation’s commitment to evaluation use. This logic of this interpretation may be somewhat tenuous, but it does call into question what unstated assumptions may be inferred from careful reading of the other policies indicated here.

**External factors.** Aside from the assumptions that underlie the evaluation policies, the Foundation also notes that external factors may contribute to evaluation practice. These factors surround and influence the evaluation activities, but are things over which the Foundation has no control. Fundamentally, evaluations always exist in a political context and the Foundation reminds its evaluators of the political nature of all evaluation activities. Aside from this general statement, the records offer a host of potential factors that might derail an evaluation, and suggestions to evaluators for attempting to anticipate some of these problems and building contingency plans into their evaluation design. This attitude was also prevalent in interviews as program officers frequently
mentioned how common it is that plans must change in response to some factor that did not proceed as anticipated.

Other. The two excerpts that conveyed assumptions, but did not fit in the above taxonomy (and are thus coded “other”) detail beliefs held by the Foundation about philanthropy and its relationship to society. In the first excerpt, the Foundation explains the critical link between evaluating philanthropy’s impact and maximizing its contribution to social progress. The second excerpt conveys beliefs about the relationship between stakeholders and philanthropy, suggesting that the latter can become isolated from the former. This belief then necessitates a policy that systematically seeks out stakeholder perspectives in Foundation activities.

As seen in the previous section, the goals of the Foundation’s evaluation policies are primarily to learn and build evidence around strategies aimed at improving conditions for the public’s health. The assumptions articulated here outline a philosophy that the Foundation has about the relationship between evaluation and its philanthropic efforts. First, the Foundation sees its responsibility as playing a role in alleviating some of society’s challenges. RWJF approaches this by funding programs designed to solve particular problems. Then, information about these programs is gathered and shared to inform practitioners and policy makers about effective strategies. This is accomplished through evaluations designed to generate new knowledge. Evaluations are strongest when they involve people who are most directly involved in the program.

These assumptions, or underlying beliefs, tie the goals of the Foundation evaluation policies to the way in which the activities are operationalized. These specific operationalizations are discussed next according to a loose chronology about the order in which evaluation activities take place. Specifically, the discussion begins with an examination of how the Foundation decides what and when to evaluate. This is followed by policies governing the selection and contracting of evaluators, and a discussion of designing and conducting evaluations. Next, the administration of
evaluations, and guidelines for involving stakeholders are presented. Finally, policies about reporting evaluation findings are discussed.

**Deciding What and When to Evaluate**

Seven percent of the codes from documents in the overall framework relate to processes involved in initiating evaluations. These are subdivided into more specifically defining evaluation, identifying which programs to evaluate, and scheduling the evaluations (Table 9). Each of these is explored further below.

<table>
<thead>
<tr>
<th>Table 9</th>
<th>Codes Pertaining to Initiating Evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deciding what and when to evaluate</td>
<td></td>
</tr>
<tr>
<td>Definition of evaluation</td>
<td>17</td>
</tr>
<tr>
<td>Schedule of evaluations</td>
<td>13</td>
</tr>
<tr>
<td>Identification of programs to evaluate</td>
<td>1</td>
</tr>
<tr>
<td>Subtotal:</td>
<td>31</td>
</tr>
</tbody>
</table>

*Note. The codes in this domain represent 7% of the overall coding framework.*

**Defining evaluation.** The Foundation takes care in defining evaluation across several domains. First, evaluation is distinguished from monitoring and program-level reporting. Instead, evaluation is described as a range of activities that serve to examine the processes and impacts of programs. Evaluations also vary in scale and scope. Some are small-scale single-program examinations designed for formative purposes, while others are large-scale multi-site endeavors with the aim of contributing information that informs Foundation objectives and the relevant academic fields at large.

**Scheduling evaluations.** The excerpts identified as relating to the scheduling of evaluations describe when evaluations should take place. These are generally outlined in terms of the stage of development and general maturity of the program that is the target of the evaluation. The Foundation is strategic about what types of evaluations should be scheduled and when. In the early stages of program development, evaluations of impact are deemed inappropriate. Rather, the
Foundation indicates that evaluability assessments and/or formative evaluations are the best approaches under these circumstances. Once a program is mature, the Foundation designs evaluations to assess program outcomes. Finally, when multiple mature programs with similar objectives have been operating for a while, the Foundation may conduct a cross-initiative evaluation with the goal of contributing knowledge that enhances understanding of particular ideas or approaches to addressing certain problems.

This idea of matching the evaluation to the stage of program development presents an example of strong alignment between what is present in the evaluation policy records and what was said throughout the interviews. When talking about designing various evaluations, program officers frequently mentioned taking the stage of program development into account. Furthermore, the interviews offered greater clarification about what programs specifically are the objects of evaluation. Several participants note that any program with an operating budget over $400,000 will receive an evaluation, as will programs with more direct ties to the strategic objectives of the Foundation. This relates to the goal of “trying to build an evidence base around a strategy.” The interview participants confirmed that this rule is not written—it is more of a common understanding among employees.

Another issue that emerges in the interviews is the idea that the evaluation activities should begin in concert with the start of program operations. According to the Foundation staff, this has been a somewhat recent shift in the approach to evaluation. Even though this particular timing of evaluations was referred to consistently across interviews, it is not written in any of the policy records.

**Program identification.** Finally, there is one code that describes program inputs as they relate to evaluation policy. The excerpt is a description of various program qualities that might impede the effective implementation of an evaluation. Some of the issues raised in this excerpt include lack of program personnel investment and compliance, competing interests, and irregular
program implementation. These ideas are captured elsewhere in this domain, particularly in the excerpts that describe evaluation scheduling. The Foundation documents are consistent in describing that the stage of maturity of program development should be a key indicator for what type of evaluation should be conducted.

One theme that emerged in the interviews related to the idea of the program context is that the Foundation makes every effort to inform the program in careful detail about the expectation that the program must fully participate in research and evaluation activities in order to secure Foundation funding. Efforts are made to be as specific as possible, particularly about the data requirements for the program (if they will be asked to supply data or participate in survey collection, for example). In program contracts (separate from evaluation contracts), there is a common paragraph describing the need for program complicity in evaluation efforts.

Once it is determined that a program should be evaluated, an evaluator must be selected and contracted to work on the project. The policies governing this process are explored next.

**Selecting and Contracting Evaluators**

In the Foundation policy records, excerpts detailing selection of evaluators and the particulars of the contracting process represent 8% of the overall framework. The codes here are divided between two major categories indicated in Table 10. The first contains codes related to administrative details about organizing evaluations (including contracts and proposals and the financial, time, and personnel resources devoted to evaluation). The second category includes information about the selection of particular evaluators including their values, technical expertise, interpersonal skills, and relevant content knowledge. Each of these categories will be discussed in turn.

---

7 An important note to share here is that the Foundation does not use the term “contracting.” In this study, contracting is used as a general term to describe the agreement between the Foundation and the evaluator, which might include information about the resources, time, and personnel dedicated to the project.
Table 10
Codes Pertaining to Selecting and Contracting Evaluators

<table>
<thead>
<tr>
<th>Selecting and contracting evaluators</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Contracts and Proposals</td>
<td>7</td>
<td>20%</td>
</tr>
<tr>
<td>Financial Resources</td>
<td>15</td>
<td>43%</td>
</tr>
<tr>
<td>Time</td>
<td>4</td>
<td>11%</td>
</tr>
<tr>
<td>Personnel</td>
<td>1</td>
<td>3%</td>
</tr>
<tr>
<td>Evaluator selection</td>
<td>8</td>
<td>23%</td>
</tr>
<tr>
<td>Evaluator values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluator technical expertise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluator interpersonal skills</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluator content knowledge</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Subtotal: 35

Note. The codes in this domain represent 8% of the overall coding framework.

**Contracting evaluations.** Seven excerpts from the document analysis were coded with an excerpt indicating discussion of proposals or contracting. These excerpts describe how requests for proposals (RFPs) are developed and the criteria upon which they are evaluated. The excerpts also offer advice to those responding to requests for proposals. According to one excerpt, “In almost all cases, Foundation staff members generally determine the direction of a program evaluation and then open the evaluation for a limited competition.” The program officer is responsible for designing the RFPs (a process discussed in more depth in the following section). The Foundation also offers suggestions to those responding to the request for proposals. Several of these excerpts discuss how evaluators should devote significant attention in the proposal to describing anticipated problems and how the evaluators might address them. This is an operationalization that clearly relates to an assumption discussed in the previous section—specifically, the belief held by the Foundation that evaluation is a complex activity. The policies also suggest that prospective evaluators should be realistic about their timetables, dedicate reasonable space in their proposal to discussing project management issues, and provide evidence that the evaluators will have access to the data they intend to analyze as a part of the evaluation.
Once submitted, these excerpts indicate that proposals are evaluated according to the quality of the proposed research questions, design feasibility, and the potential value when compared to the available budget. According to the policies, the Foundation often consults with external experts to review proposals. One interviewee explained the process further, indicating that when evaluators are contracted, the documentation includes “the scope of work, the proposal, the narrative, the budget, and the budget narrative … and that gets submitted, and what gets issued is the letter of agreement. The letter of agreement attaches the proposal and becomes the official contract.”

**Evaluation resources.** Beyond how evaluators are officially attached to projects, the policies also shed light on some of the financial, personnel, and time resources that should be devoted to evaluation efforts. The majority of these codes (75%) describe the financial resources. The Foundation’s overarching policy is that 20% of its grant making dollars are dedicated to research and evaluation. This claim is made consistently in a variety of records. Interestingly, research and evaluation are always mentioned in tandem when this fact is cited; however, these are two very different activities as detailed in other Foundation writings. Research refers to empirical investigations of phenomena related to the ultimate goals of the Foundation, whereas evaluation (the subject of this investigation) is always tied to a program that has received funding from the Foundation. It is never specified in the documents how much of this 20% figure is spent on either activity.

Furthermore, the 20% of grant-making dollars dedicated to research and evaluation is a Foundation-level, rather than initiative-level policy. The funding per evaluation project differs according to the type of evaluation and stage of the program, ranging from “small program assessments to multimillion dollar outcomes evaluations.” Beyond an overall estimate describing how much money is devoted to evaluation, the Foundation also suggests specific items and processes to which monies should be directed. Some of these include allocating money to pay for an
evaluation liaison between the program and the evaluation team, dedicating money specifically to the planning process, incentivizing participation and paying for performance, and meeting specific Foundation requirements. These requirements relate to the expectation the Foundation has that data collected through evaluations should be shared through a large publicly available data-housing website.

According to the Foundation staff (as indicated through interviews), budgets for evaluation are determined on a team-by-team basis. When asked about how an evaluation budget for a particular program would be set, one senior program officer describes the preferred approach as letting the particular tasks associated with each evaluation determine the budget. However, this officer noted that sometimes, budgets are instead determined in a more top-down fashion by which someone in the leadership will set aside a particular amount for an evaluation, then the evaluation design must take that limit into account. Finally, the eventual goal for a particular evaluation might influence the budget. In one example offered by a senior program officer, an evaluation was designed with the objective of publishing the findings in a government-held clearinghouse with particular threshold criteria. These criteria pre-determined the number of sites that must be examined, which then determined the evaluation budget for that project.

**Time.** The codes having to do with time devoted to evaluation are diverse. In one case, the excerpt refers to the Foundation’s policy to grant no-cost extensions to programs without penalty to ensure that sufficient time is allocated to complete reporting. The other three instances when this code occurs relate to how much time should be devoted to a particular role, allocating sufficient time for data collection and analysis that accounts for unanticipated challenges, and dedicating some time to engage in capacity building activities with stakeholders to educate them about the evaluation and/or the larger issues at hand.
The most important part about contracting evaluations is selecting the evaluator. From the Foundation organizational perspective, once it is determined (by strategic team) that a program should be the object of an evaluation, a Research & Evaluation (R&E) Program Officer is assigned to the project. The R&E program officer is then responsible for commissioning the evaluation, and selecting the evaluator. The processes involved in determining this are further described below.

**Evaluator selection.** Policies that govern the selection of evaluators to carry out the work represent 23% of the codes in this domain. Of chief importance to the Foundation is the idea that the selected evaluator is independent. This is explained because according to the Foundation, having an independent evaluator enhances the external credibility of an evaluation, and ensures fewer conflicts of interest.

The importance of independence is echoed in the interviews with Foundation staff. The underlying belief is that contracting independent evaluators, and standing behind their results (regardless of whether they are positive or negative) contributes greatly to the Foundation’s credibility and reputation for excellence. In Foundation practices, an independent evaluator is defined as someone who is neither employed at the program or with the Foundation. The independence does not, however, extend to the working relationship once the evaluator is contracted. There is a great deal of collaboration between the evaluator, program officers, and program staff as the evaluation takes place. The Foundation staff describe several ways that they promote independence in evaluations. A chief example is transparency about evaluation processes and findings. One program officer provided a description for how the Foundation maintains independence, saying, “There’s many ways of establishing independence, ranging from having an independent advisory committee, to having your data be subject to audit, and your methods be subject to review and audit, to having the independence that we generally require, which has more to
do with independence from [the program]. In other words, the program does not directly pay for the
evaluation, and we prefer that route to demonstrate independence.”

The choice to have evaluators that are independent by form, rather than function is
explained more through interviews. Several program officers discussed the benefits that they see
when the evaluators work more collaboratively with program personnel and Foundation staff. These
include richer data and better communication that results in greater staff buy-in and support of
evaluation findings.

Aside from detailing how the Foundation defines independence, the process involved in
contracting evaluators also brings up interesting considerations about whom the Foundation selects
to lead its evaluations. There are two primary ways that evaluators are identified to work on
Foundation program evaluations. The first is through an invited bid process, by which invitations
are sent to a select group of evaluators (typically individuals or firms with which the Foundation has
previously worked and had a positive experience) to solicit their interest and thoughts about
evaluation design in an RFP. The second is sole-sourcing, a process by which program officers
directly contact the person or firm that they would like to conduct the evaluation. There is no clear
written guidance about when program officers should chose either method; however, there seems to
be an implicit preference for the invited bid process. Based on initial interviews, there seem to be
some differences among program officers for their preferred method of contracting evaluators.
Despite differences in practice, several program officers related a similar sentiment about the
Foundation’s attitude towards sole-sourcing evaluations versus issuing a request for proposal,
stating, “[the Foundation] prefers it if we put things out for bid.” In an effort to better facilitate the
selection of evaluators, the Foundation has developed an evaluator database with information about
over 100 individual’s areas of content knowledge and particular skill sets. However, only two of the program officers interviewed indicated that they had used the database successfully.

Some of the program officers indicate that contracting evaluators through a competitive bid process is always their preference. Explaining this choice, one program officer says, “I have competed [sent out to bid] almost every evaluation, and I’ve done that because I believe competition actually probably generates the best ideas, and sometimes you get surprised on who kind of surfaces as the strongest team.” A contrasting view is offered by another program officer here, “To be perfectly honest, sometimes … you need it to be done fast, and you know that person has an expertise, so you can talk to a couple of people and see which one seems better, and you can get it happening fast. Putting out a call, you know, the RFP, it takes time. And then you get a strong proposal, but sometimes you choose somebody you don’t know at all, and it works out differently that you expect it to.”

However, a concern was expressed by one staff member that, “In my view it happens way too often that [we contract] evaluators that were already worked with.” This staff member further explained the concern, indicating that sole sourcing and doing invited bids limits the diversity of the evaluation pool. More specifically, the lack of diversity in evaluators is problematic because “in evaluation, you want the evaluator to match the population they are evaluating.” This officer pushed the issue further, indicating that the Foundation could go so far as to play a role in promoting the diversity of evaluators in the field generally, saying, “I would love there to be part of the practice saying ‘to what extent can we engage new evaluators in our work? Can we encourage diversity in the evaluation pool?” However, this idea is difficult to implement given the current Foundation practices. This same officer notes, “We would always with the same people over and over and over

---

8 This database is currently being revamped at the Foundation.
9 The fact that only two officers have used the database directly is not necessarily an accurate reflection of the extent of its use. When officers ask colleagues for referrals, those referrals might come from a consultation of the database. That is to say, indirect use of the database is likely more widespread.
again. That’s something that concerns me.” The desire to work with someone who already has a proven track record performing with the Foundation conflicts with this expressed interest in increasing the diversity of the evaluator pool.

Despite this concern, there are significant policy-related reasons that direct program officers to sole-sourcing evaluators. As stated above, there is a policy that indicates that the starts of evaluations should coincide with the start of programs. Putting evaluations out to competitive bid takes time, and results in a delayed evaluation start. This might lead to a situation in which evaluation results are delayed so much that they are not useful. Also, there is less risk in choosing a known quantity (an evaluator whose work quality is already familiar to you). Program officers can feel more assured of the quality of products they can expect if they are working with someone they already know. This is particularly important given the fact that the Foundation is interested in gathering credible evidence to inform policies on a national stage. As one program officer succinctly put, “this isn’t amateur hour.”

These ideas provide an example where tensions arise between particular operationalized policies. The concern is raised about the time it takes to go through the RFP process because another of the Foundation’s implied polices is that the evaluation should begin when the program begins (noted above). This problem is exemplified when a program officer says, “And part of the challenge is, if I get a task to do an evaluation, I have a choice of picking a single evaluator, just by asking people around here, ‘do you know anybody who could do X, Y, Z?’ and then going with that person, versus saying, ‘I am going to issue an RFP and it is going to take me 3-6 months to identify someone to get started on an evaluation.’ Which would you choose?” These tensions are, at present, unresolved within the Foundation. There are beliefs held among individual program officers that suggest mild discomfort with how things are presently done, but there is no active effort to change it, or mechanism by which it might be changed. This idea will be revisited later in this study.
Regardless of how the evaluator is contracted, there are specific qualifications sought in the people who undertake this work. Some of the desired evaluator qualities indicated among these excerpts include that an evaluator should have a track record for balancing being on-time in completion of deliverables, yet being flexible and adaptive to contextual situations. Beyond that, there is little discussion of evaluator characteristics. In fact, there are several available codes in the evaluation policy coding framework that do not appear in the Foundation records. There are no specific mentions about the evaluator’s particular skills relating to their technical expertise, content knowledge, interpersonal skills, or values (all of which are discussed with frequency in the literature about evaluator competencies (Stevhan, L., King, J., Ghere, G., & Minnema, J., 2005) In interviews, however, some of these qualities were discussed in very broad terms. When contracting evaluators, program officers look for relevant content area expertise, “rigor of methodology,” feasibility of proposed work, “clarity of communication,” and general working style. One R&E program officer, in speaking about a particular evaluation, said, “I think we definitely are trying to pick people that know more about this (the object of the evaluation) than we do for sure …You usually pick someone because you trust their judgment and you think they’re really going to have better ideas than you do.”

The lack of more deliberate discussion in the Foundation records of evaluator background characteristics should not, however, lead to a conclusion that the Foundation has no specific objectives or requirements in mind when contracting evaluators. There are several other reasons that might explain why these areas are missing from the records. One hypothesis is that the requirements for an evaluator are so obvious as to not necessitate explicit articulation. Another explanation might be that the desired evaluator qualities might vary so much from program to program that over codifying it in the records that describe the evaluation policies might hamstring the selection process and prohibit identifying an evaluator who is the best fit for a specific task. Finally, policies governing
these aspects of evaluation context might be communicated in more indirect ways (for example in requests for proposals (RFPs) or in the language of particular contracts) and thus make up more of the informal policies that govern evaluation.

The next step in the evaluation process is to design and conduct the evaluation. The processes by which the Foundation undertakes and supervises these efforts are discussed next.

**Designing and Conducting the Evaluation**

Codes pertaining to designing and conducting evaluations are the most well-represented in the overall framework—20% of the codes lie in this domain. The specific categories nested within this idea provide a chronological walk through the process of conducting an evaluation. Steps necessary to understand the program begin the process, followed by designing the evaluation. Next are methods chosen in the evaluation and the data collection and analysis procedures. Once those are complete, findings are derived, and conclusions are developed based on those findings. Finally, ethics when conducting evaluations are discussed.

Table 11

<table>
<thead>
<tr>
<th>Codes Pertaining to Designing and Conducting Evaluations</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Designing and conducting the evaluation</td>
<td></td>
</tr>
<tr>
<td>Understanding the program</td>
<td>14</td>
</tr>
<tr>
<td>Designing the evaluation</td>
<td>43</td>
</tr>
<tr>
<td>Methods</td>
<td>8</td>
</tr>
<tr>
<td>Data collection</td>
<td>9</td>
</tr>
<tr>
<td>Data analysis</td>
<td>7</td>
</tr>
<tr>
<td>Findings</td>
<td>3</td>
</tr>
<tr>
<td>Developing conclusions</td>
<td>2</td>
</tr>
<tr>
<td>Ethics</td>
<td>1</td>
</tr>
<tr>
<td><strong>Subtotal:</strong></td>
<td><strong>87</strong></td>
</tr>
</tbody>
</table>

Notes. The codes in this domain represent 20% of the overall coding framework.

**Understanding the program.** There are 14 instances in which this code is applied to evaluation policy excerpts. The Foundation maintains that understanding the program is a critical initial step in the evaluation process. Some of the excerpts indicated here detail why the Foundation
believes this, while others describe important parts of the process of understanding the program. Taking steps to understand the program is important because it helps to ensure that the evaluation is asking questions to which the answers are not yet known, and that the outcomes being measured in the evaluation are reasonably expected to result from program activities.

The Foundation policy records recommend several processes for understanding the program, including suggesting what, exactly, should be found out about the program (how and why the program started, the assumptions that underlie its activities, and how those activities connect to intended outcomes), and the information sources that could be consulted to figure out that information (grant documents, board reports, research articles, etc.). The policies indicate that another important part of this process is to uncover some of the assumptions about the program held by Foundation and program staff. There is also allowance for the evaluator to introduce his/her own opinions about what the program is supposed to do. Finally, the policies indicate that the information gathered in this process should be included in the final evaluation report.

Many of the excerpts in this category (50% of them) specifically recommend undergoing the process of developing a logic model as an important aspect of understanding the program. A logic model is described in these excerpts as a visual depiction of program inputs, activities, outcomes (short-, medium-, and long-term) and the logical connections between those elements. One of the internal videos is entirely devoted to educating the Foundation staff about logic model development and uses. The Foundation’s policies also indicate that the process of developing a logic model should include stakeholders both to increase clarity about the program and reach a common understanding, and because it can lead to important conversations about what should be evaluated and the development of evaluation questions. The idea of developing logic models was also mentioned several times during the interviews (with both research and evaluation and program team members) as an important part of understanding the program.
Interviews with Foundation staff, for the most part, did not shed additional light on this area. One exception was one program officer indicating that based on his/her previous experiences, s/he now always includes a 3-6 month planning process in evaluation contracts, partly to ensure adequate time for evaluators to familiarize themselves with the program and its surrounding context. The lack of discussion around this particular topic may lead to a conclusion that R&E program officers do not play an active role in this part of the evaluation process—rather, this task falls more squarely in the domain of the evaluator.

**Designing the evaluation.** Excerpts describing the steps involved, and some of the key components associated with designing an evaluation make up 49% of the codes in this domain. Within these excerpts, there is great emphasis placed on developing evaluation questions (40% of the codes within this subcategory relate to this topic). This emphasis seems partly due to an underlying assumption held by the Foundation that there is a strong relationship between developing good evaluation questions and the eventual use of evaluation findings. This is exemplified in an excerpt that states, “good questions, when they are thoughtful and well-informed given the range of perspectives that went into developing them, are more likely to yield findings that are useful, relevant, and credible.” Furthermore, the Foundation explains “high-quality, well-informed questions ground the evaluation in a way that facilitates subsequent phases of the evaluation.”

Beyond explaining how good questions promote use of evaluation findings, the policies in this area describe the qualities of good evaluation questions, and the steps that evaluators should take in developing the questions. The Foundation policies state that good evaluation questions reflect myriad stakeholder views and values, establish boundaries and scope of work, and ground the process in a way that lays the foundation for subsequent evaluation phases. The excerpts go on to suggest ways of accomplishing this: evaluators should involve a range of stakeholders in the question
development process, call on external sources for information, provide opportunities for people to offer input, identify themes that surface in meetings unrelated to evaluation, but attended by stakeholders, and finally, prioritize questions according to “who needs the information, when, and for what purposes.”

The interviews, however, share a different depiction of how the question development process unfolds. Generally, research and evaluation program officers initiate the evaluation design process. R&E program officers, occasionally in consultation with program officers, think through developing research questions before they work on identifying an evaluator to do the work. When an RFP is developed, it usually contains at least a draft of the research questions and suggestions for answering them. As described in the interviews, these topics are then refined through a collaborative, “back-and-forth” process. This idea is illustrated in this quote, “Having an R&E officer involved in the program design is critical. And it helps the program designers and the team decide, well, what are our objectives for this program? And if those are our objectives, how are we going to institute data collection to answer that question.” The necessity of constant revision of evaluation questions is captured nicely as a program officer states, “We [R&E program officers] develop the initial questions because people need a guidepost, but I have found in every single case of evaluation that those evaluation proposals totally need to change because the programs look completely and totally different than what we thought they would.”

Beyond developing evaluation questions, other aspects of designing the evaluation indicated among these excerpts include anticipating evaluation challenges, exploring available data sets, aligning evaluation to the program’s stage of development, determining logistics (including scheduling and workflow), and developing a plan for reporting and disseminating findings.

**Methods, data collection, and data analysis.** Determining appropriate methods to answer research questions happens in concert with designing the evaluation. Taken together, methods, data
collection, and data analysis represent the bulk of work that evaluators do. Excerpts tagged with these codes represent 27% of the codes in this domain (when broken down, excerpts detailing policies that describe methods make up 9% of the codes, data collection excerpts are 10% of the codes, and data analysis excerpts are 8%). The policy records discuss these concepts in general, rather than specific ways. These are not necessarily prescriptive policies, rather, they provide general guidelines and speak to a particular philosophy about using data to answer evaluation questions.

When it comes to choice and use of methods, the Foundation’s policies suggest that the methods chosen to evaluate programs should involve “disciplined inquiry” that uses “approved scientific procedures.” The policies also indicate that the methods chosen should be rigorous and made transparent to eventual readers of an evaluation report. In three of the excerpts, a particular approach is mentioned—the randomized experiment (commonly known as a randomized control trial or RCT). This approach is referred to as the most credible type of outcome study. However, the Foundation policies also indicate that there are contextual factors associated with evaluations that may prohibit the use of randomization. In those instances, the excerpts indicate that other approaches may be used, but the approach should be geared towards reducing bias in findings. This suggests that a randomized experiment is the preferred approach to evaluation when conditions support it.

These ideas were echoed in the interviews. Several times, RCTs were touted as the preferred methodological approach. However, several people acknowledged that sometimes the program context interferes with the successful execution of an RCT, and may lend better to a different design. One program officer summed up the situation nicely, saying “I think we’re trying to design it in response of the circumstances that are before us in a particular strategy.” It also seems to be the case that people have particular methodological preferences based on their training prior to coming to the Foundation, exemplified in the following statement, “I like rigorous scientific research
designs. So, I don’t really like these process, soft, kind of subjective evaluations … I’m not trained that way.” Another factor that sometimes influences design choices and methods is the intended audience of evaluation findings. The Foundation may target a particular number of sites or a certain approach in order to influence a particular group, like policy makers who may attach more credibility to certain evaluation designs.

Perhaps unsurprisingly, data collection and analysis codes are frequently applied to the same excerpt, as these aspects of evaluation are most often discussed in concert with one another. In many cases, the guidance offered by the policies in this area describe approaches to using extant data sets to answer evaluation questions. Here, the Foundation indicates that evaluators should explain their access to and familiarity with these data sets along with piloting of some of the analysis. Another suggestion made in these policies is that evaluators carefully document the steps that they take in collecting and analyzing data. The Foundation also indicates that there are situations in which requesting money to pilot analysis techniques is appropriate. Only one of the excerpts tagged with these codes describes a situation in which the evaluator will be collecting primary data. All that is said from a policy standpoint is that the collection methods and analysis plan are appropriate and that they match the design.

The interviewees also shared sparse information on this topic. It seems that once the evaluation is designed, and data collection and analysis plans are determined, the R&E officers have more of a “hands-off” approach. During this phase of the evaluation, R&E officers check in less with the evaluators on their project because they are just “doing their thing.” The distance between R&E officer and evaluator during this time also plays into the Foundation’s desire for independent evaluations. The Foundation does not interfere with these activities. Data collection and analysis are firmly in the domain of the evaluator.
**Findings and developing conclusions.** Once data is collected and analyzed, findings are reported and conclusions are developed. There are only five codes (5% of codes in this domain) that describe these processes. Most of these excerpts serve to characterize what the Foundation considers ideal findings—claims that are well supported by evidence, conclusions that fit analysis, and descriptions that include enough information such that readers can draw inferences. Furthermore, findings should be constructive, impartial, useful, relevant, and credible. The policies also indicate that it may be appropriate for evaluators to make recommendations at the conclusion of a project. According to the policies, these recommendations should demonstrate insight, flow from the findings, and be practical and realistically executable.

**Ethics.** Ethics is a topic that is not explicitly discussed much in either the Foundation records or through the interviews. There are two instances in which the ethics code is applied. One of these cases indicates a policy that the evaluation design is an ethical one that includes human subject protection safeguards. The other instance is an indication that involving stakeholders in the evaluation constitutes an ethical practice.

The next two sections, administration and stakeholder involvement, disrupt the chronology of the discussion that has taken place thus far. These processes are present through all the aspects of evaluation practice. The excerpts indicated here discuss logistical aspects of conducting evaluations, and the ways in which relevant parties are involved in the processes.

**Administration**

The codes that fall under the administration domain mostly pertain to information about particular responsibilities and relationships among different evaluation participants. These include general information about evaluation roles, followed by specific roles for the Foundation, program, and evaluators. These are supported by policies relating to communication, managing relationships, and administration. These concepts are represented in Table 12.
Table 12
Codes Pertaining to Administration of Evaluations

<table>
<thead>
<tr>
<th>Administration</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Roles</td>
<td>9</td>
</tr>
<tr>
<td>Foundation’s role</td>
<td>5</td>
</tr>
<tr>
<td>Program’s role</td>
<td>7</td>
</tr>
<tr>
<td>Evaluator’s Role</td>
<td>10</td>
</tr>
<tr>
<td>Communication</td>
<td>26</td>
</tr>
<tr>
<td>Managing relationships</td>
<td>14</td>
</tr>
<tr>
<td>Administration</td>
<td>8</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td><strong>62</strong></td>
</tr>
</tbody>
</table>

*Note.* The codes in this domain represent 19% of the overall coding framework.

**Roles.** The concept of roles appears several times in this coding framework. Generally, these excerpts refer to statements that describe two different areas. The first is details the roles that people will take *during* the evaluation. The second is describing the roles people take in *planning and preparing* for the evaluation. For example, an excerpt that describes the first category, states that a proposal should include, “detailed information regarding how the project will be organized … which employee is responsible for assuring adherence to project schedules, monitoring expenditures, and addressing delays.” Other themes that emerge in discussions of roles to be assumed during an evaluation include establishing decision-making responsibilities and supervision structures that take prior relationships among parties into account. The second type of excerpt explained above includes quotes like, “While [the Foundation] usually develops initial evaluation plans in consultation with the director of a funded program and key stakeholders, the selected evaluators heavily influence the final evaluation design.” This quote is indicative of all the excerpts that fall into this category—they all have to do with the roles people assume in designing the evaluation and developing questions.

**Various responsibilities.** The Foundation policies also specify the specific roles and responsibilities ascribed to the major players in an evaluation: the evaluator, the program, and the Foundation. If these three categories are collapsed in the coding, ascribing particular responsibilities to different evaluation parties accounts for 35% of the codes in this domain.
As expected, most of the codes across these three subcategories relate to the evaluator’s role in conducting evaluations. According to the policies excerpted here, the evaluators work with Foundation staff to determine the evaluation questions and research design, but are ultimately responsible for setting the mission and vision of the project. Evaluators are expected to be able to “see both the forest and the trees.” Furthermore, in these excerpts, evaluators are also encouraged to take a hands-on approach to conducting evaluations as suggested by phrases like, “Do the hard work—dig in up to your elbows if that’s what it takes” and “do the heavy lifting.” In a couple of these excerpts, the point is made that once evaluation work is underway, the Foundation refrains from interfering with the evaluation. As previously mentioned, the Foundation places great importance on the idea that evaluations are to be conducted independently.

Those responsible for the overseeing the program being evaluated are also expected to take an active role in assisting the evaluation. First, program directors are seen as stakeholders who can make valuable contributions to designing the evaluation. Those responsible for program operations are also recognized as key gatekeepers that can facilitate access to necessary data. The Foundation encourages program personnel to play an active part in the roll-out of the evaluation to set the expectation to those working at the program that this is an important process as a means to make the evaluation activities happen smoothly. Another point of emphasis in these policies is that the program will, by necessity, play an important role in data collection activities. Program personnel are expected to provide the evaluators with necessary data to support the evaluation, and in some cases, to assist with primary data collection activities.

Finally, the role that the Foundation officers play in an evaluation is described in five of these excerpts. The Foundation’s policy is that program officers are involved initially in early evaluation design activities (and in concert with the evaluator once s/he is contracted). Then, these policy statements reiterate the point that the Foundation program officers are not to interfere with
any of the evaluation activities once the bulk of the evaluation work is underway, and particularly as conclusions are being reached and findings are being shared.

When the idea of roles came up during interviews, a theme that emerged consistently is that the process of undertaking evaluations is very collaborative, particularly at the beginning of the process (when questions are being developed) and at the end (as findings are being shared). The policies that describe these more structural indications of the roles and responsibilities of various parties involved in evaluation activities are supported by policies that detail how communication should take place between the parties and how the various relationships should be managed.

**Communication.** Thirty-three percent of the codes in the category of conducting the evaluation describe the communication that takes place between parties as the evaluation is ongoing. These excerpts fall generally into three categories: those that describe the purpose of ongoing communication, specific strategies to support open communication, and the organizational processes that underlie communication efforts. Generally, the excerpts that describe the purpose and provide justification for some of the specific communication strategies indicate that greater frequency and higher quality communication between program personnel and evaluators will help create a smoother and more effective evaluation process.

The policies here also outline several strategies that evaluators may adopt to support the Foundation’s idea of effective communication. These range in scale from ideas like conducting an ice-breaker activity at the first meeting, to consistently adopting facilitation processes that allow all voices to be heard. Other themes to emerge in this section of the coding include managing stakeholder expectations for evaluation, bringing clarity to murky situations, and developing a work plan to support communication. Finally, indications of organizational process that emerge through this analysis include a description of the channels of communication, the venues through which
communication might take place (phone calls, email, in-person meetings), and an identification of particular occurrences that should trigger a communication between parties.

According to interview participants, communication plans are developed on a case-by-case basis for each evaluation. Program officers consistently reported that there is more communication at the beginning and ends of projects as that is when more decisions are being made. Once evaluation activities are well underway, the communication lessens somewhat. Most program officers indicate that they schedule a monthly call with the team at this point, but that the call might be cancelled when there is nothing to talk about. Beyond phone calls, occasional in-person meetings were reported in addition to requiring written quarterly reports summarizing activities.

Managing relationships. A concept related to communication found in these excerpts is the idea of managing relationships (which appears in 23% of the codes here). In fact, 57% of the excerpts tagged with this code are also tagged with communication. The Foundation outlines policies that identify the particular parties that should have relationships with one another, the desired characteristics of those relationships, and tools that might facilitate building and managing those relationships. In addition to the more obvious relationships that are needed to support a successful evaluation (between evaluator and program operator, for example), the policies here also suggest that the Foundation has an interest in helping to promote relationships between stakeholders such that stronger networks can be built in support of a particular intervention or issue. The Foundation wants to promote relationships that are characterized by trust, mutual respect, and are reciprocal. The policies further indicate that relationships like this are developed through having an equitable balance of power, determining mechanisms for sharing timely feedback about the program, formalizing work plans and communication protocols, and establishing clear procedures for resolving misunderstandings that might arise.
**Administration.** Beyond the specific tasks devoted to promoting communication and developing and maintaining productive relationships, there are a few policies that speak to more general administrative tasks that occur during an evaluation. The areas that these excerpts address are diverse and include policies to guide evaluators such as setting a mission and vision for the project, establishing flexible work plans, managing work flow, monitoring subcontractors, and ensuring timely and appropriate completion of deliverables.

**Stakeholders**

Like administration, stakeholder involvement represents another domain that overarches several of the processes involved in conducting evaluations. As discussed earlier, the Foundation emphasizes involving stakeholders in the evaluation process because of the assumption that their buy-in to the process will promote the eventual use of evaluation findings. The ways in which the evaluation policies describe stakeholders can be divided into several categories: identifying stakeholders to be involved, offering reasons for their inclusion, describing specific ways they can participate, and building their capacity for participating in evaluation. These are represented in Table 13.

<table>
<thead>
<tr>
<th>Codes Pertaining to Stakeholder Involvement in Evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stakeholders</td>
</tr>
<tr>
<td>Identifying Stakeholders</td>
</tr>
<tr>
<td>Stakeholder Inclusion Reason</td>
</tr>
<tr>
<td>Stakeholder Participation</td>
</tr>
<tr>
<td>Capacity Building</td>
</tr>
<tr>
<td>Subtotal:</td>
</tr>
</tbody>
</table>

*Note. The codes in this domain represent 18% of the overall coding framework.*

**Identifying stakeholders.** The codes that pertain to stakeholders are well-represented in this framework. This domain accounts for 18% of the overall codes. The majority of these codes come from one document detailing stakeholders involvement in evaluations. Stakeholders are broadly defined as “those who have a vested interest in that which is being evaluated, and thus,
would be in a position to use the evaluation results in some way” and as “those who have some knowledge of, role in, or relationship to the program being evaluated.” Additionally, according to the Foundation, stakeholders are identified both in terms of their roles and responsibilities as it relates to the program, and according to their backgrounds, attitudes, and beliefs.

As it comes to roles and responsibilities, generally the Foundation advocates including stakeholders that have some decision-making power. These might be program managers, program developers, or those who are in some way responsible for the initiative’s success. The policies also indicate that the pool of involved stakeholders should be representative of various levels of program function beyond those directly responsible (including recipients of services, service providers, and policymakers). Aside from the particular function a stakeholder serves in relationship to the program, the Foundation’s policies also indicate that the process of stakeholder selection should be attentive to the attitudes, beliefs and knowledge of individuals. Some specifics include individuals who provide buy-in and support for evaluation activities and those with great interest in the issues being examined. Finally, the policies value incorporating diverse perspectives and cultural, religious, ethnic, and geographical backgrounds.

**Stakeholder inclusion reason.** Another concept that makes up this category is the justification offered for including various stakeholders. This concept was noted 26 times in the documents. There are frequent incidences of co-occurrence of the concept of stakeholder identification and the reasons particular stakeholders are to be included. Six of the excerpts coded with the identifying stakeholders code were also coded with inclusion reason (50%). Many of these inclusion reasons are tied to use. The Foundation advocates including people in influential roles because they are more likely in a position to be able to act upon recommendations made in evaluations. On the other hand, the Foundation suggests that bringing in people with diverse perspectives and from a variety of roles within and outside of the organization will result in
recommendations that “are more likely to be accepted by a broader constituency and implemented more fully and with less resistance.”

Other reasons offered by the Foundation for including stakeholders in evaluation include promoting the use of evaluation findings (27% of codes within this subcategory), improving the process of conducting the evaluation (23%), developing better evaluation questions (19%), building networks (12%), gathering support for evaluation activities (8%), developing findings that are credible (8%), and building capacity of stakeholders to conduct their own evaluations (4%).

**Stakeholder participation.** Excerpts tagged with this code specifically describe strategies for involving stakeholders in the evaluation process, and identify specific activities in which stakeholders should be engaged. A distinguishing aspect of the excerpts in this category is that they span five different documents. Furthermore, there are a variety of different audiences represented—evaluators, Foundation personnel, and grantees. It is clear that including stakeholders in evaluation is a very important part of the Foundation’s evaluation policies.

There is greater emphasis placed on involving stakeholders in the early stages of the process, particularly when it comes to understanding the program being evaluated, developing appropriate questions to guide the evaluation activities, and designing the evaluation. Together, these three themes appear in 89% of the excerpts that were tagged with more than one code. These excerpts also indicate that stakeholders should be involved in data collection. This idea is represented in the other 11% of the excerpts.

Involving stakeholders in the process of understanding the program is advocated by the Foundation because of an underlying assumption that those with more direct experience are better informants about program operations. An added benefit of involving stakeholders in this process is that collaboration between evaluators and stakeholders in describing the program might in fact serve to strengthen and solidify a common program understanding among all relevant groups. Once an
understanding of the program is reached, the next step in the evaluation process is to develop questions and design the evaluation. The Foundation policies indicate that involving stakeholders in these processes results in better evaluations—defined as reflecting a wide range of perspectives and yielding appropriate information that will ultimately be useful in informing program practices and progress toward Foundation objectives. In the two instances in which involving stakeholders in data collection activities is described, the key feature seems to be gaining access to necessary data, which can often present a challenge without the cooperation of a key gatekeeper.

The instances in which the stakeholder participation code was exclusively applied describe key engagement strategies. These range from more general ideas (open communication between the evaluator and stakeholders throughout the evaluation process) to more specific approaches (providing something concrete to which stakeholders must respond as a way to ensure dialogue continues). Furthermore, some of the excerpts in this subcategory describe the necessity of ensuring the identification of appropriate stakeholders for particular tasks, and ensuring their representativeness of the program and its intended recipients.

The responses to interview questions regarding stakeholders do not strongly align with what appears in the policy records. Engaging stakeholders in the evaluation process was mentioned three times by participants, and in all cases, it specifically relates to stakeholder involvement at the end of the evaluation, when findings are being prepared and disseminated. The participants indicate that engaging program personnel is critical at this stage for several reasons. First, there is an underlying belief that it is ethical to share findings with the program before any other audience. Second, some of the program officers believe that stakeholders can play a very important role in finalizing what the evaluation products look like. Finally, program personnel can assist the Foundation with developing evaluation products that are most appropriate for different audiences.
Reporting Findings

Once evaluation activities are complete, the Foundation turns its attention to sharing findings, represented in Table 14. This is an extremely important process for the Foundation because it directly ties into its goals of informing policy makers and practitioners. The coding framework for this domain includes several categories: the characteristics of findings, the intended report audience, reporting format, and the content of reports.

<table>
<thead>
<tr>
<th>Table 14</th>
<th>Codes Pertaining to Reporting Evaluation Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reporting findings</td>
<td></td>
</tr>
<tr>
<td>Findings Characteristics</td>
<td>8</td>
</tr>
<tr>
<td>Audience</td>
<td>13</td>
</tr>
<tr>
<td>Format</td>
<td>11</td>
</tr>
<tr>
<td>Content</td>
<td>11</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
</tr>
<tr>
<td><strong>Subtotal:</strong></td>
<td>24</td>
</tr>
</tbody>
</table>

*Note. The codes in this domain represent 11% of the overall coding framework.*

The Foundation engages in several types of reporting across a variety of levels. The most directly related to the topic of study here is evaluation reporting that happens on the program level. The Foundation also engages in annual reporting, during which it compiles information gathered through evaluation efforts across programs. The various types of reporting that happen demand different attention to audience, format, and contents. The policies described here indicate to whom and how particular aspects of the evaluation should be shared. There are several components of interest here: specifically, the qualities of the findings; the intended audience with whom the evaluation specifies sharing findings; the report formatting specifications; and the content that should be shared. More so than in the other categories in this domain, the policies governing reporting are explicit, rather than general.

**Findings characteristics.** The eight excerpts that describe characteristics of the evaluation findings describe both qualities and the substance of the information. According to the Foundation,
of primary importance is “providing high-quality, objective information.” Furthermore, evaluations are designed to provide information that indicates the effectiveness of the program. Specifically, the documents detail, “capturing the factors that account for our successes and failures,” “measuring the extent to which, and the ways in which, a program or initiative’s goals are being met, and how the program or initiative might be contributing to the organization’s mission,” and “understanding the perceived impact of its work on all affected parties.” These three statements create a narrative of what evaluation results should look like. First, results are supposed to document the successes and challenges of funded programs. Second results measure the magnitude of these effects in some way. Finally, results assess what those effects mean for the organization and other related parties.

**Audience.** The Foundation identifies audiences for evaluation findings that are both internal and external to Foundation personnel and staff of Foundation-funded projects. Internally, the policies identify program officers, management, the Board of Trustees, and key program stakeholders. Externally, the Foundation casts a wide net while identifying potential audience members for evaluation findings, including public and private decision-makers, academics, researchers and scholars working in similar areas, the general public, and stakeholders in other programs. This was echoed in the interviews with key Foundation staff, and the selection of audiences is explained further. It is closely tied to the goal of use of evaluation findings. The Foundation wants the findings from its programs to spur certain actions. This, then, informs with whom these findings are shared.

**Format.** The desired format of evaluation reports is also detailed in the evaluation policies, and differs according to whether or not the reporting is at the program or Foundation level. Some of the excerpts to which this code is applied relate to some of the qualities of evaluation reports, and others discuss the venues in which they are reported. A primary indication in these excerpts is that evaluation reports should be formatted in an understandable way as the intention is to widely share
evaluation findings. To enhance understandability, a basic report format is detailed, which includes an executive summary, a brief and clear body, and appendix that includes the more technical details.

The desire of the Foundation to share evaluation findings in academic, peer-reviewed journals also dictates some formatting issues—mainly that the report conforms to the conventions of the academic journal of interest. The Foundation also shares evaluation findings through its website. Other formats mentioned in these excerpts are interim evaluation reports, used to share useful information with program stakeholders, and the annual scorecard, which shares Foundation lessons across content areas.

**Content.** As with reporting formatting, the desired content of reports differs between program-specific evaluation reporting and reporting on larger Foundation objectives. In the case of the latter, the policies indicate that reporting should include information that speaks to the health of program development, the services to grantees, and the Foundation’s impact on its areas of interest.

Regarding program-level evaluation reporting, the Foundation policies include a very specific and detailed outline of an ideal report. This includes information about the object of the evaluation, the reason for the evaluation, the intended audience of the evaluation, the evaluation questions, the key findings, the conclusions, and the recommendations. Other areas that the policies emphasize as critical components of an evaluation reports are the technical details (including methods and challenges) and the evaluation limitations. Finally, some of the desired qualities of evaluation reports are discussed including accuracy, balance, demonstration of content knowledge, clarity, brevity, responsiveness, and treatment of biases.

**Other.** Finally, two excerpts about reporting indicate evaluation policies that do not fall into any of these categories. Both of these have to do with a policy that when primary data is collected under the auspices of a Foundation-funded evaluation, that data must be shared with an online social research consortium so that it may be used by other researchers interested in similar issues.
During the interviews, another type of internal reporting was discussed. Specifically, at the conclusion of each program and evaluation, a Program Results Report is developed. The process for developing these involves contracted writers working with relevant program documents and conducting interviews with involved parties. The results reports provide an overall description of what happened in the program and what was found out about it. These are shared on the Foundation website (and as such, are publicly available). Also, when situations permit, results reports create grant making lessons that are for internal use only. There are two people not directly involved in evaluations at the Foundation involved in this task. They develop these lessons based on interviews with all program participants and a careful review of evaluation products. The lessons are distributed to those directly involved in the evaluation (not widespread in Foundation), but are available to anyone internally.

**Evaluation Policy Communication**

To address the question of how Foundation evaluation policies are communicated to people both within and outside the foundation, both the audience and format of each of the evaluation policy records presented in Table 1 (which originally appears on p. 20, and is repeated here for convenience) are considered.
Table 1

**Record Descriptive Information**

<table>
<thead>
<tr>
<th>Record</th>
<th>Excerpts</th>
<th>Codes</th>
<th>Audience</th>
<th>Type</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>112</td>
<td>158</td>
<td>Evaluators</td>
<td>Document</td>
<td>Stakeholders</td>
</tr>
<tr>
<td>B</td>
<td>63</td>
<td>109</td>
<td>Public</td>
<td>Document</td>
<td>Operations</td>
</tr>
<tr>
<td>C</td>
<td>34</td>
<td>46</td>
<td>Public</td>
<td>Document</td>
<td>Policy</td>
</tr>
<tr>
<td>D</td>
<td>17</td>
<td>22</td>
<td>Public</td>
<td>Document</td>
<td>Policy</td>
</tr>
<tr>
<td>E</td>
<td>12</td>
<td>15</td>
<td>Grantees</td>
<td>Document</td>
<td>Policy</td>
</tr>
<tr>
<td>F</td>
<td>8</td>
<td>9</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>G</td>
<td>8</td>
<td>10</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>H</td>
<td>7</td>
<td>7</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>I</td>
<td>7</td>
<td>8</td>
<td>Evaluators</td>
<td>Document</td>
<td>Reporting</td>
</tr>
<tr>
<td>J</td>
<td>6</td>
<td>6</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>K</td>
<td>4</td>
<td>3</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>L</td>
<td>4</td>
<td>7</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>M</td>
<td>4</td>
<td>5</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>N</td>
<td>3</td>
<td>5</td>
<td>Internal</td>
<td>Document</td>
<td>Operations</td>
</tr>
<tr>
<td>O</td>
<td>3</td>
<td>2</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>P</td>
<td>3</td>
<td>3</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
<tr>
<td>Q</td>
<td>3</td>
<td>4</td>
<td>Internal</td>
<td>Video</td>
<td>Reporting</td>
</tr>
<tr>
<td>R</td>
<td>2</td>
<td>1</td>
<td>Internal</td>
<td>Video</td>
<td>Policy</td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>4</td>
<td>Internal</td>
<td>Document</td>
<td>Operations</td>
</tr>
<tr>
<td>T</td>
<td>1</td>
<td>1</td>
<td>Internal</td>
<td>Video</td>
<td>Operations</td>
</tr>
</tbody>
</table>

Total: 302  425

All of the videos are directed internally (60% of entire sample)—they are instructional videos developed by the research and evaluation leadership for the express purpose of informing Foundation employees about evaluation practices and procedures. The documents represented here (which comprise 40% of the remaining sample), are directed at a variety of audiences. Three of the documents are designed for the general public (37.5%). Two are internal to the Foundation (25%), two are directed at evaluators (25%), and one is specifically for grantees (12.5%)\(^{10}\).

When examining the coding applications according to the document’s intended audience, 42% of the codes (38% of the excerpts) are included in documents written with a public audience in mind. Comparably, 39% of both codes and excerpts are specifically for evaluators (these all come

---

\(^{10}\) These determinations were made based on several factors: the title of the document, the availability of the document, the content of the document (particularly in terms of to whom the writing is addressed).
from one document that pertains to stakeholder involvement). Nineteen percent of the codes (sixteen percent of the excerpts) are directed internally. Finally, 4% of both codes and excerpts are included in documents that are written with grantees mainly in mind. An important note here is that these categories are not mutually exclusive. Many of these records are available publicly, so the intended audience might differ considerably from the actual audience. A match is only assured in the case of internal records—these are not made publicly available, so the only possible audience is those who work at the Foundation.

Another way to consider the audience of these records is in light of their primary topic. While all of these records include explicit evaluation policy information, some have different primary foci, which include operations, reporting, and stakeholders. These broad distinctions were made with a holistic view of each record’s main goal or premise. Operational records are those that relate directly to Foundation practices (for example, one of the records in this category is entitled, “What is a program logic model” and includes information detailing the process and rationale for developing program logic models). Those records that relate to reporting include information that shares how research and evaluation findings should be communicated and disseminated (as an example, one record is entitled, “Guidance on evaluation reports…” and explains reporting requirements and criteria for funded research and evaluation projects). The category of stakeholders was applied to one document (5%) that was specifically designed to offer advice about engaging stakeholders in the evaluation process. The remaining documents all focus most directly on evaluation policy.

An examination of the primary topic by record audience reveals that there are no instances in which all the topics (operations, stakeholders, reporting, and general policy) are communicated to all audiences. Internally, three of the areas are represented (everything but stakeholders). Policies relating to operations (in addition to general policy statements) are communicated to the public, and contracted evaluators are exposed to policy information that governs reporting and stakeholder
inclusion. Finally, only records that speak generally about evaluation policies are shared with grantees.

Many of these distinctions make logical sense. For example, the information directed towards grantees is broad, and about policies in general. Grantees, who are subject to the procedures involved in evaluation, do not necessarily need to know about specific reporting requirements or operationalizations of Foundation practices. The fact that information about stakeholder participation is not directly communicated to grantees is interesting as they are, in most cases, considered the primary stakeholders of any evaluation. What seems to be happening is that information about the stakeholders’ involvement in evaluation activities is brokered through either evaluators or the Foundation staff—it is not intentionally communicated via written methods to the stakeholders directly.

The information about policies that is specifically communicated to evaluators primarily discusses stakeholders and reporting requirements. Of note is that evaluators are the only group to whom information about stakeholders is communicated. This further supports the idea that involving stakeholders in the process is primarily a task that resides with the evaluator. Also, reporting requirements are directly shared with the evaluators because various ways of sharing information are a direct deliverable and expectation of agreeing to work for the Foundation.

Information about policies and operations are shared with the general public. Again, this is logical because the specific tasks associated with involving stakeholders and reporting information are likely not of interest to a broad audience. Instead, through these records, the Foundation is sharing more general information about its practices in an effort to be transparent.

Finally, the Foundation communicates some of its evaluation policies internally. All the topics are represented here, with the exception of involving stakeholders in the process. Obviously, those working at the Foundation have access to (and are likely aware of) the document that
describes stakeholder involvement. However, it is interesting to note that despite the importance of this topic, there is no information about it directly communicated to Foundation employees. This might account for some of the inconsistent alignment found in the analysis comparing record analysis about stakeholder involvement and the interviews with Foundation staff.

It bears reminding that generally, the Foundation does not make an attempt to comprehensively articulate its evaluation policies. This happens in a more casual way overall. If policies were to be more specifically articulated, the Foundation might want to also devote some attention to the audiences with whom particular information should be shared.

**The Development of Evaluation Policies**

The final question in this section asks about the process by which the evaluation policies are developed. This proved extremely difficult to answer given that many Foundation employees generally believe that the Foundation does not have explicit evaluation policies. The policies seem to manifest in mostly informal ways, and the process they undergo to become common practice is unclear. Some instances in which policies seemed to have shifted over time, however, are noted. This sheds some light on how policy development might unfold. In total, changes in policies were mentioned 16 times in the interviews.

There are two particular shifts mentioned several times that show an evolution in the Foundation’s policies. The first is in the degree to which evaluators collaborate with program and Foundation personnel during the process of an evaluation. The second relates to the timing of evaluations as they relate to the start of program activities. Stories told during interviews that shed light on each of these are shared because this is the best place to direct attention in seeking examples of the process behind the development of policies.

At present, evaluations are a collaborative effort between evaluators, Foundation Program Officers, and Foundation R&E Officers, but this was not always the case. Although no one could
pinpoint the exact moment the shift occurred, the general sense was that evaluations have moved to being more collaborative in the past several years. Previously, there was an insistence on a “firewall” between the evaluators and the program from a department director. The thinking was that the evaluation should happen entirely separately from the program activities and personnel. This became problematic because, according to one program officer, “we are so interdependent to understand what the program is, to understand what is a reasonable expectation … and certainly the ethical idea in the [American Evaluation Association] Guiding Principles for Evaluations states that all the stakeholders must be consulted.” These challenges experienced by those working at the Foundation led to the current model of collaboration.

Further evidence of how the thinking at the Foundation evolved is demonstrated in this quote from a program officer, “It's primitive … to think that if you talk to an evaluator at all, you're contaminating the experiment. So, I think you can learn from the evaluator and they can learn from you and you also need to make sure they're doing a good job.” However, one of the program officers noted that maintaining a balance between independence and collaboration can be a challenge, noting, “If I want to be really good at objective neutral evaluation, I should be standing back and doing my thing, almost divorced completely from the process. I think we kind of struggle with that.”

The other example of a shift in policy over time relates to the scheduling of evaluations11. Initially, the Foundation used to fund evaluations to see if a program ‘worked’ as program activities were drawing to a close. One program officer explains, “the earlier model was done more at the end. It had a certain elegance to it because you get a lot of benefit from hindsight.” This ties into the

---

11 This shift in evaluation approach is also reflective of leadership changes at the Foundation, coupled with changing economic circumstances. Howard Freedman, in his role as an early advisor to the Foundation, recommended that evaluation activities begin in concert with program activities. This became less of a priority when he left the foundation and new leadership members assumed responsibility for steering the direction of evaluations. Furthermore, in the economic boom of the 90s and 00s, the Foundation needed to get “money out the door” to programs quickly in a way that exceeded their capacity for evaluation at that time. Because of this, evaluations were frequently commissioned as programs were drawing to their close.
thoughts underlying the other early example about evaluator independence. Early in the Foundation’s history, evaluation was considered to be more of a separate activity, rather than the more integrated model between evaluations and programs that exists today. This original plan, however, proved to be challenging for the Foundation for several reasons. The same program officer already quoted sheds light on this as s/he explains that by the time results from these evaluations came in, it was too late for them to be actionable, and the Foundation’s priorities and objectives could change in the meantime.

One program officer explains the shift in greater detail, “I want to start planning that evaluation at the beginning as opposed to doing it four years into it and trying to back build, which doesn’t seem to work very well.” Even though it was decided several years ago to shift the timing of evaluations so that they started earlier, the process of normalizing it among staff is ongoing. This is exemplified as one officer shares, “We’ve been trying to work and get everybody to speed with the idea that you start thinking about the evaluation at the same time that you develop the program, which is the beginning.”

Even though Foundation staff agree that this change is ultimately for the better, there are still some challenges, particularly considering that programs evolve and change in the early part of their existence. One officer explains this and shares how the Foundation is working to address it, saying, “It is very difficult for the evaluator, if then a year later for a program, we just decide to do it this way instead of that way. So I think we’re trying to deal with that, see what kind of flexibility we can build in, … We make sure at the very beginning, [that] we have the core elements right, and then try not to change them.” This shift also works to make evaluators more like collaborators with the program. As an example, an officer shares, “So once [evaluators] went in earlier and they discover something, shouldn’t they share that with the program that we’re trying to make better? But then the evaluator’s part of the program, but you know what? That’s okay.”
The desire for more useful and actionable results ultimately motivated this shift in policy. Now the Foundation is better positioned to use evaluation results for program improvement purposes, or to inform its currently active strategic objectives. There might be a trade-off, however. One member of the Foundation leadership shares a concern, “What I’ve been worried about lately is whether we are evaluating too soon and whether we should, I mean, not that we shouldn’t evaluate soon, but maybe we want to let the thing go on a little long to see.” The RWJF leadership member raised this concern because in some cases, the programs funded by the Foundation are trying to impact effects that are very distal to the intervention. In the rush to produce evaluation findings quickly, the Foundation might be short-changing itself on learning about some of the longer-term outcomes.

Ultimately, both these policies changed because the thinking that justified the old policies changed. In the case of lack of evaluator collaboration, the Foundation’s beliefs shifted away from thinking that model was the best way to get credible results. Regarding starting evaluations earlier, the Foundation’s evidence interests changed. Initially, the Foundation was most interested in getting information about whether or not a program worked. Now, in addition to that, the Foundation is also interested in more timely findings that may be used for other purposes (like informing program improvement). In both of these cases, it seems that the origin of a policy change is actually a shift in Foundation values and beliefs. The policies then slowly evolve in informal ways to mirror the new values.

One of the research and evaluation officers in a leadership position was able to offer a few more explicit examples of how s/he was able to bring about a shift in policy. The first had to do with a desire to ensure that all evaluations included the development of a program logic model. The officer introduced the concept through sessions among the staff. Ultimately, this has become a common practice because staff members see the value in it, not because it is a hard and fast policy.
The second example is this same officer’s introduction of evaluability assessments. In this case, the officer used examples from practice to share how the practice was beneficial; s/he shares, “Most people can’t really envision what this is supposed look like unless you tell them a story. As soon as I told the story of evaluability assessments, other people could see, ‘huh, I could see where I could use that with my work.’” This process of introducing staff members to new policies through example and relevant practice examples is still challenging. The officer shares, “At this point I've got some precautionary tales for the staff and some really splendid examples of how it can be when we do work with clarity with the grantees. And I try to use both to continue to exhort this kind of change. I’m not always successful. In fact, it’s extraordinarily imperfect.”
CHAPTER 5

THE IMPLEMENTATION OF EVALUATION POLICIES

Introduction

The implementation of policies is best viewed through the case studies. This chapter presents the cross-case synthesis and analysis demonstrating how the evaluation policies as described through the documents and interviews are implemented in field settings. The discussion loosely parallels the broad categories of evaluation policies in the previous chapter, but it is not an exact reflection. The glimpse into implementation of the policies begins once the evaluation has started. It is a look mostly at the operational policies. As such, this part of the chapter does not include assumptions that underlie the policies. Rather, the discussion begins with how the evaluation policy goal of use manifests in the implementation. Then, examples of how policies pertaining to decisions about what and when to evaluate are implemented are presented. This is followed by information relating to how evaluators are selected and contracted, and how evaluations are designed and conducted in the field. The implementation of policies related to administration of evaluations and stakeholder involvement are then discussed, followed by how findings are reported in practical settings. Finally, information about the conditions that support the successful implementation and barriers that impede implementation are discussed.

The Interpretation of Evaluation Policies

An important finding in this study is that there is a significant difference between how policy goal statements and policies that are operationalizations are treated when it comes to implementation. As previously discussed, there is a high degree of consistency when it comes to evaluation policy goal statements. This is confirmed through an examination of the data presented by the case studies. However, as was suggested in the previous chapter, there is less alignment
concerning operational policies. Individual program officers implement operationalized evaluation policies on a case-by-case basis. While this is never stated explicitly, it seems to be a tacit understanding of how the work is to be done, and a function of implementation of evaluation policies that are largely informal and unwritten.

Despite the inconsistencies, in some ways, it seems as if the operational policies are being interpreted as intended. The operational policies are oftentimes written in a way that might promote flexibility—they serve more as guidelines to suggest how practice could be done. The Foundation seems to rely on the expertise of people it hires and contracts to be the main determinants for how the policies are enacted. One program officer summarizes this nicely, saying, “I don’t think we really have an evaluation policy. I think we evaluate a lot of different things. I think the policies to try to use the best design for the situation. I really do. I think depending on who you are, and what the situation is, you was a staff member might say, ‘I really think this is the strongest design for the situation.’ In general, I think the people here are really good.”

Allowing particular program officers to determine these operational aspects of the evaluations based on their experiences and the setting affords a certain amount of flexibility and adaptability when it comes to evaluation practice. While responsiveness to context is clearly a benefit to having policies that are not over-codified, one consequence is that there are inconsistencies across people and projects about how evaluation is practiced. These issues are explored more in depth as particular interpretations come to light through careful examination of the case studies.

Implementation of Evaluation Policy Goals

The evaluation policy goals reflected in the case studies show the emphasis that the Foundation places on use of findings. In interviews on each of the cases, different types of use of evaluation findings are discussed. These examinations also shed light on how the desired use of findings can in many ways shape evaluation design issues. The specific Foundation policy goals that
are echoed in this part of the analysis include the desire to build an evidence base around a strategy and inform program improvements.

Because the Holistic Health program and evaluation (the complex case) represents such a significant investment of Foundation assets, there is a lot of emphasis on using findings from this evaluation to inform the field. Both the evaluator and the Foundation have a clear interest in publishing findings from this evaluation in peer-reviewed journals. One Foundation staff member shares, “The evaluation findings are reported in the scientific literature because we wanted that, and if we’re doing such a rigorous design, it probably warrants that. But it usually doesn’t get traction unless it’s somehow citable in the professional literature.”

The last part of this quote is particularly interesting. According to this Foundation employee, ideas about interventions and programs are most effectively spread through academic literature. This desire for a particular use of findings ultimately ends up shaping how the evaluations are designed. This will be further explored in a later section.

Another example of using evaluation findings to contribute to an evidence base is found in the Drug Free Families program. This proved a more challenging example, however, as it was a chief point of contention between the evaluator and the program director. According to the program director, the evaluator’s mindset was too academic to the point where the design sacrificed the ability to capture more nuanced findings that would suggest positive program impact. Ultimately, the program director felt the Foundation’s and evaluator's interests in using findings conflicted with his/her own intentions for using the findings in service of influencing federal policy and appropriations. Ultimately, even though the findings were not positive, the Foundation was able to use them to inform its grant-making efforts. As one Foundation leadership member said, “The bottom line lessons here are that bringing about change like this program wanted to bring about is
very difficult to do. It’s a negative set of findings as opposed to a positive, and negative findings are often just as useful to avoid spending money on things that aren’t going to have an impact.”

Using findings to support program improvement was also seen in several of the case studies. This emerges most prominently in the Fun and Games case. Findings from the initial implementation study were used in a variety of ways to inform both specific improvements in program delivery and the strategy used to scale up the program. Specifically, through the implementation study, the program learned about more efficacious training designs, and the ways in which contextual factors influence program implementation (such that those factors could be better addressed as the program went to scale). Part of the reason that this model was so successful in this case was that the program leadership was very receptive to the information. As the evaluator shared, “[The program] didn’t want to hear that everything is great and they’re doing an awesome job, but they really wanted to hear what was working. [The program was] trying to improve, and they were going to be expanding and they wanted to know.”

Even though the pilot and implementation study phase of the Holistic Health program was truncated, there were still opportunities to use evaluation findings to support program improvements. The evaluator explained, “[The program has] learned from our work, and they made programmatic changes in terms of requirements and technical assistance … related to that. I think our work has contributed to their thinking and the program changed as a result.”

Aside from program improvement, the Fun and Games program was able to use evaluation findings in additional ways. Specifically, the program used results from both evaluations (the implementation and impact studies) to aid its marketing, funding, and expansion efforts. The evaluator explains, “the impact of the evaluation is several fold; one, obviously is simply the evidence that promotes Fun and Games, but it’s also the communications platform that it provides. It’s the funding that it attracts from funders who only fund evidence-based programming. It is the
marketing ability it gives as [the program] go[es] out into different sites. There is a lot of collateral impact from that evaluation.” These ideas were confirmed in the interviews with the program personnel.

As discussed in the previous chapter, the evaluation policy goals heavily influence the operational policies. This same pattern plays out considering the implementation of those policies. This will be explored in the next several sections of this chapter.

**Deciding What and When to Evaluate in Practice**

These case studies offer examples indicating how evaluations are scheduled. As noted in the previous chapter, it is a Foundation policy to begin evaluations in concert with the start of program activities. Also, this is a policy that has changed over time at the Foundation. The chronology of this shift in policies matches what happened across these three cases. The oldest program, Drug Free Families, is the one example in which the evaluation was commissioned after the program had begun. In the other two instances, the evaluation either started with program activities, or it preceded them.

The other concept that emerged in the previous analysis is the idea that evaluations should match the stage of the program. In the case studies, this worked very well in the Fun and Games program. An initial implementation study was commissioned that helped inform the program as it moved into the demonstration phase. As this occurred, an impact study was commissioned. The Foundation took measures (specifically requiring that the implementation evaluators be included as partners in the impact study) to ensure a smooth transition across the two evaluation efforts. The implementation study helped to inform some of the outcome measures investigated in the impact study.

In the case of the Holistic Health evaluation, the intention to have a pilot phase was not followed as anticipated. The program scaled up much faster than originally planned, which put the
evaluator in a situation in which the evaluation had to be modified significantly after it began in order to account for the programmatic changes. Even though this worked out in the end, and everyone is very satisfied with the process, it was not as smooth as the Fun and Games example.

In the Drug Free Families case, there was an implementation study commissioned in the initial pilot phase, but it was completely independent from the impact study. In fact, results had very little bearing on the program scaling efforts, or the impact evaluation that followed. This did technically follow policy for the most part, but it did not play out in a successful way in the field.

**Implementation of Evaluation Policies Regarding Selecting and Contracting Evaluators**

The document analysis and initial interviews provided information about some of the logistical aspects of evaluators (including contracting and resources) and the selection of evaluators. The case studies provide specific examples of budgeting for evaluations and the processes involved in selecting evaluators.

**Evaluation resources.** In the first phase of this research, the Foundation documents suggest that 20% of its overall spending is devoted to research and evaluation efforts, but the division of monies between these two activities is unclear. Examining the case study evaluation budgets as a percentage of the overall budget sheds some light on how evaluation budgets exist in practice. These three cases represent this wide range of funding. In the successful case, Fun and Games, the evaluation costs represented 6% of the overall budget. In the challenging case, Drug Free Families, 32% of total costs went to the evaluation, and in the large and complex case, Holistic Health, evaluation costs made up 12% of the overall budget. However, these percentages only tell part of the story. Each of these programs was funded at a very different level overall. To avoid sharing the exact amount of grant awards (which may facilitate specific identification of the programs), a comparison without numbers is presented in Figure 4. This visual representation offers
a relational sense of how much money was devoted to funding the evaluation efforts and program activities of each initiative.

Figure 4  
Portion of Evaluation Costs Compared to Overall Budget by Case

Portion of Evaluation Costs by Case

There are significantly more resources devoted to the complex case than both the successful and challenging cases. In fact, nearly four-and-a-half times more resources are expended on the complex case than the challenging case, and nearly 13 times more resources than on the success case. In calculating the overall ratio of evaluation costs to program costs, across these three programs, evaluation efforts represent a little over 12% of the budget. Granted, this is a very small sample, and this information should not be used to draw inferences Foundation-wide.

Evaluator selection. So far the data has shown that evaluators are selected and contracted through two primary methods: sole-sourcing, or invited bid. The case studies provide examples of how this works in the field, and the implications of those methods.
The success case had two separate evaluators contracted. The first, for the implementation study, was sole-sourced by the R&E program officer. The team was selected because of its extensive content expertise and experience evaluating programs in similar settings. The second evaluation, the impact study, was contracted through an invited bid. The first step in this process was developing a request for proposals, led by the R&E program officer. It represented a collaborative effort between the R&E officer, the evaluator from the implementation study and program personnel. The process is explained in the following quote from one of the program staff, “We worked very closely with [the R&E Officer] to develop the request for proposals from the Foundation to the evaluation firms. And the Foundation definitely drove that, which was good because I don’t have a background in evaluation. The Foundation does, so all of the questions that we needed to ask, it was great about. We had input into the questions that were being asked and the description of the study’s purpose. We had a lot of input into that.” This demonstrates what was conveyed earlier in the analysis—that frequently evaluation questions originate with the Foundation. Also, it provides an example of collaboration between parties on evaluation efforts.

The Foundation chose to interview two of the firms that submitted the proposal. Again, the program personnel and implementation evaluators were involved in this process. In fact, one of the requirements for the impact study was that the selected evaluators would have to work with the research center that conducted the implementation study. One of those team members explains, “Because we were so familiar with the program already, [the Foundation] wanted to keep us in there.” This also played into the eventual selection. According to the R&E officer, “Part of our selection was based on prior familiarity of the [research center that conducted the implementation evaluation] with personnel at those other two places. In other words, that [the implementation and impact evaluators] would get along, they would be comfortable immediately so you wouldn’t have all kinds of problems.” Interviews were conducted over the phone and featured all of the previously
mentioned parties. Ultimately, the evaluator that presented the stronger design in terms of the methodology was selected. According to the lead evaluator on the project, there was some back-and-forth about the proposal to clarify questions that the Foundation had. Once the evaluator was selected, a précis was completed by the Foundation and the evaluator that includes information about the scope of work, evaluation activities, project deliverables, and budget. This is what the Foundation uses as its contract.

The Holistic Health evaluation represents an example of a sole-sourced evaluation. The evaluator, as s/he explains, “because of my work on health policy. I was told that some of the work I did topically, people looked at. [The Foundation] looked up files about some of my work and, because it was relevant, that’s how I got in contact with the Foundation.” The evaluator was involved with Holistic Health for a significant period of time before s/he was officially designated as the evaluator. Specifically, when the Foundation was doing some advance work preparing to introduce the program, the evaluator was informally consulted for some opinions about the program design. At one point in this process, s/he was asked to write an evaluation proposal. The evaluator was asked to interview with the Foundation because there was an interest in assessing his/her flexibility, and “how comfortable [the evaluator and the team s/he had selected] were [with] being really enmeshed with the program, as opposed to being really objective outside evaluators.” Over the life of the program and the evaluation, there were three separate contracts. Each was followed with a précis following the same basic format as described above.

The impact study of the Drug Free Families program presents an interesting case because there was a very rigorous process involved to select the evaluator that was overseen by the Evaluation Advisory Panel. According to one Foundation leadership member, “Everything about this program was elaborate. The evaluation process was elaborate. You know, it was a big investment and it was something that everybody cared about.” According to the R&E program
officer, “We certainly had a competition to pick the evaluator. We had a solicitation [to between 10 and 12 firms]. There were only two submissions that rose to the level of funding, and we had both teams come in and present to us.”

The process was described as both formal and participatory. As explained by one Foundation staff member, “It was a very formal process. This was a very blue ribbon evaluation, with an advisory committee. And the advisory committee really was an active partner in making the choices about design issues and about selection of the contractor or the grantee.” In addition to the participation of the advisory committee, the program director was also very involved in the selection of the evaluator. The process was described as being, “very participatory, where we involved the program side a great deal in designing and choosing the evaluator.” The program director agreed with the final selection because s/he felt that the firm that was not selected offered a design that was too simple and not attuned to the to the details and complexities involved in the program.

This is interesting because, of the three cases, this was the most rigorous and elaborate selection process with the greatest number of proposals solicited. This most closely matches what was earlier described as the preferred method for contracting an evaluator. However, this evaluation ended up being the most problematic of the three investigated in this study. The program director even attributes many of the challenges faced in this process to having made the wrong choice in selecting this evaluator. Furthermore, the greatest proportion of resources were dedicated to this evaluation in comparison to the other two. The evaluation with the smallest relational budget was the success case. Again, generalizing based on only three instances is not possible, but this does suggest that evaluation funding levels might not be an important determinant of evaluation quality.

Implementation of Evaluation Policies to Design and Conduct Evaluations

The case studies provide valuable insight into the implementation of policies governing evaluation design and activities. The information that emerges through this part of the investigation
focuses mainly on the process of designing the evaluation and data collection and analysis activities. Several overall trends emerge. First, in the initial phase of research, understanding the program was treated as a distinct activity from designing the evaluation. However, as this plays out in real-world settings, these activities are enmeshed with one another. Second, the Foundation favors collaboration over independence when it comes to designing the evaluation, but independence of function is more strictly adhered to during data collection and analysis. Finally, external factors influence and shape evaluation designs.

**Design.** The design of the evaluation for the Drug Free Families program was challenging from the outset, mainly because it was very difficult to determine and operationalize dependent variables. Part of this challenge lies in the fact that the ultimate desired outcomes (less substance abuse) would not be able to be ascertained until more than a decade after the intervention. As one member of the Foundation leadership explains, “That’s sort of an evaluator’s nightmare: the ultimate effects are in flux.” Ultimately, the evaluation sought to measure intervening indicators and the family and community level, “the idea was to work with families and communities, strengthen them, and then that would lead to better raising of the children, better environments for the kids to grow up in.” The evaluator indicated that the process for determining dependent variables to measure involved several parties. s/he explains, “We worked with the program office and our evaluation advisory panel to identify … indicators of each of those that the program was intended to, and might be likely to affect.”

The most significant evaluation of the Drug Free Families program was an impact study that featured measures of both process and impact. According to the evaluator, “We wanted to try to have the strongest and most rigorous design that would be realistic. We couldn’t do random assignment, but we wanted to have the strongest design in order to be able to have fairly strong conclusions at the end.” This desire informed the choice of a quasi-experimental design in which
matched communities were selected to facilitate comparisons between communities that received the intervention and similar communities that did not. The evaluator submitted ideas about a design in the response to the RFP, and shares, “I think the design that we proposed ended up getting changed pretty substantially. You know, [the Foundation] like[s] our design, and us as a group well enough to choose us to do the work, but there was a lot of evolution of it before the design was finalized.”

Several people were involved in this process of finalizing the design, including Foundation program and R&E officers, the chair of the Evaluation Advisory Panel (EAP), other EAP members, the evaluator from the implementation study and the impact evaluators. The process of designing the evaluation was described as a “negotiation.” This was explained further by a R&E officer, “A lot of early time with the evaluators was spent identifying what will be our dependent measures, what will be our independent measures; how will we control for community differences?” The program director, also a “capable and prominent” researcher had “strong opinions about how it would get designed” that were taken into account.

The EAP was also very actively involved in the process. The evaluator shared, “We had a very engaged and active evaluation advisory panel that the Foundation had put together. And so [the advisory panel] was quite influential. It’s not like [the advisory panel] always spoke with one voice, but we listened very carefully to that because it really was quite a stellar panel with very impressive expertise and experience, and so we’d listen to them.” Ultimately, even though the results from the evaluation were disappointing, everyone except the program director considered the design to be a strong one (in that it met commonly accepted standards of rigor). The program director, however, disagreed, and felt that the design was not sensitive enough to detect all the changes that were happening in the communities.
The Fun and Games program was initially evaluated through an implementation study that was described as “pretty open-ended” and “qualitative.” The questions guiding the work were “How has the program been implemented? What are the contextual factors that affect the quality of implementation? How is the program received?” The initial study took place over one school year and focused on eight schools in one town, six of which were newly implementing the program, and two that had a lengthier experience with implementing the program. This design was reached through collaboration mostly between the evaluators and the program. The evaluator explains, “We developed the design and the methods, but [the program] definitely had a voice in that because we wanted to know what [the program] wanted to know. If your work is going to be useful, you have to find out from the partners what will be helpful to them.”

The information gathered through this implementation study played a large role in influencing the design for the impact study, which maintained a focus on evaluating the program processes, and added aspects of evaluating outcomes. The implementation study was particularly informative in helping to determine what the appropriate outcome measures should be. The evaluators for the implementation study also remained as partners in the impact study (a requirement specifically written into the RFP). According to the program director, “the goals were to document the outcomes using a randomized design so that we could communicate to the world about our impact.”

Prior to sending out an RFP, the Foundation knew that it wanted to investigate the effects of the program with a randomized control trial (RCT). This preference is due in part to a belief held by many at the Foundation (and in the field in general) that this type of design is the most credible way to determine an unbiased estimate of program effects. The Foundation had indications through the implementation study that this was a successful model, and wanted to be well-positioned to share more rigorous findings with a very wide audience. One of the program officers explains, “as
we scaled, we knew that we could get to the 27 cities flagship model, but to go further than that, one would need a randomized control trial to make the case that this should be universal; to make the case that this should be policy.”

With this preferred method in mind, the implementation evaluator worked with the Foundation R&E officer to help develop the specific RFP and the outcome measures of interest. Determining the outcome indicators involved operationalizations of some broad and hard-to-measure constructs. This was aided by the data gathered through the qualitative study of the program implementation. The impact evaluator explains, “Through that (implementation) study, [the Foundation] had gotten kind of anecdotal information about some areas where the teachers thought that things were improving. And so I think that did help us focus our data collection efforts on this current study.”

Once the evaluator was selected, the impact study design was finalized. In addition to the Foundation and implementation evaluator, the program personnel were involved in this process. According to the program director, “We really informed the design … a great deal. I met with the evaluators in person and we did the school recruitment [into the study] because we needed it to match the way we did school recruitment normally.” The evaluator went on to say, “the program themselves actually were involved in helping us [design the evaluation] as we started to think about what outcomes to look at, and what scales to use for various domains on the surveys. We did have multiple discussions with the program to make sure they thought we were capturing what they as a program intended to affect.” When asked about this process, the Foundation officer shares, “I think that’s a great lesson learned for how to think about structuring evaluations—alongside the strategy for developing and growing the program. So it’s not an evaluation coming in after the fact; it’s not an evaluation designing the program; it’s an evaluation working alongside of the program strategy bring developed.”
Aside from bringing in the various expertise and knowledge of the people involved in the evaluation, the design was influenced by several external factors. First, there were structures in place that supported the successful implementation of the RCT design. The way that the program was rolling out facilitated the randomized control trial. The number of schools interested in having the program exceeded the available space, so the national program office maintained a waiting list. Schools were matched to one another prior to randomization. Schools that had to wait a year received a discount on services the following year. The design was further influenced by the desire to be able to publish results in a national database for rigorous research studies. Initially, the evaluation was budgeted for 20 schools, but in order to qualify for the database, research activities needed to take place in 32 schools. After a presentation to the Foundation staff, the R&E program officer was authorized to increase the evaluation budget to be able to reach the higher number of schools.

Another factor (external to the program) that influenced the evaluation design was a desire for findings to be able to speak to one of the Foundation’s key strategic objectives: childhood obesity. This was not an initial goal of the program—their interests lie more in social/emotional outcomes (like better conflict resolution) and academic gains (faster transition times to being on task), than increases in physical activity. The implementation evaluator explains, “because the Foundation was the key funder, it overlaid this physical activity piece on it. The program itself was funded under a specific strategic objective wherein the physical activity goals were more important, and so [the Foundation] overlaid a piece of it that was about physical activity that we had never heard before. And that Fun and Games wasn’t really talking about.” Physical activity levels were thus added to the design at the urging of the Foundation.

The evaluation of the Holistic Health program utilized a quasi-experimental design (often employed when randomization is not possible or appropriate) to reduce bias in inferences about the
strength of the program. According to the R&E program officer, the quasi-experimental design was a critical part of the evaluation. Even though it was fraught with challenges as both treatment and comparison community contexts changed around the intervention, everyone was united in their interest in having a defensible (according to the academic world) design. Instituting this type of design in a real-world setting is always complicated. One of the specific challenges in this case was that “the initiative was still evolving.” In commenting about the design, the evaluator explains, “It’s trying to make academic and scientific sense of the messy real-world realistic evaluation. An ongoing challenge is that this isn’t an experiment. Nothing is randomized here. So we’re trying to kind of learn based on what’s happening, and doing it in a way that is scientifically credible and will meet the merits of peer review.”

As in the other two cases, the process of designing the evaluation was very collaborative, and featured input from the Foundation staff, program office, and evaluators. Despite this characterization, the evaluator shared, “I think we were smart enough to realize that [the Foundation] was paying for this and, at the end of the day, we need to kind of get it right. We need to do something that’s interesting to them. And I think we approached it as a negotiation probably more so one our end than on [the Foundation’s] end.” Even though the evaluator had that mindset, s/he still felt confident to suggest changes, and shared an example, “I think in some cases, there were some conversations where we might have had to do some convincing that you know what, you guys may not think this is important, but we really do, based on our background and experience and, as such, we think that this needs to be an area that you should focus on.”

Because the evaluator was brought in very early on the project, s/he was able to be a part of the early discussions about what the program was supposed to accomplish. The evaluator was a major player in the development of the program logic model. This early participation helped pave the way for helping the evaluator adapt to changing circumstances. The initial evaluation was
designed to collect data to inform the Foundation about project implementation, and to suggest data that might be gathered in a later summative evaluation. This, however, changed when the Foundation decided to scale-up the project in under a year. The evaluator shares his experiences, saying, “Initially what changed for us was the scale, because the Foundation changed its thinking. And also we were thinking that this would be more of a traditional pilot—we learn from it, [the Foundation] would learn from it, and we present our results and then [the Foundation] would decide if it wanted to scale up or expand or change or modify. And very quickly [the program] went from 4 communities to 14 communities [and the project eventually settled at 16 communities].”

The design here was also informed by external factors. Specifically, the evaluator had his/her own goals about what s/he wanted to get from the evaluation, explaining, “I’m an academic. My interest in taking this on is not just to get paid to do something for 10 years, but it is to inform the field around the theory that communities could make a difference … The goal was to design a study that would have scientific merit and allow us to publish.” The desire to inform the field weighs heavily on the types of designs that are permissible for this type of intervention.

Even though the gold standards of research (using RCTs and quasi-experimental designs to reduce bias in inferences) prevail at the Foundation and represent a common goal, one member of the leadership expressed some concern about the value of this kind of design in this type of long-ranging and large project that is deeply embedded with a constantly-changing context. Specifically, the leadership members shares, “We also have been following a set of control communities in there. It’s a little bit of a challenge. The environment that existed in 2006 is not the environment that exists now. Part of this is that the kind of change we’ve been working on in these communities has … not been pristinely isolated from the rest of the world … So essentially what were going to be concluding is [through] measuring the rate of change compared to the control communities. This is not going to tell us the effectiveness of the program.”
Conducting evaluations. These cases also provide field examples of how data collection and analysis policies are implemented. The three projects show a range of quantitative and qualitative approaches to data collection and analysis. These include interviews, surveys, focus groups, observations, and secondary analysis of large national data sets and other available public records. What emerged through the cases echoes what was indicated in the policies: the Foundation is heavily involved during the design phase, but is much more hands-off during data collection and analysis.

An aspect of evaluation practice described in the first phase of the study for which corroborating evidence was not gathered is activities relating to developing conclusions based on the findings.

Implementation of Evaluation Administration Policies

In the first phase of the research, the administration domain includes information about various roles assumed by the different parties during an evaluation, and the processes (like communication and managing relationships) that help support these roles. The information collected in the case studies does not map directly on to these categories. However, evidence of collaboration and communication across the projects sheds light on how some of these administrative tasks play out in the field. The specific areas that emerge through the case study analysis here are collaboration, ongoing communication, and resolving conflicts.

Collaboration. As has been previously mentioned, the Foundation currently takes a very collaborative approach when conducting evaluations. These three cases offer examples where this worked very well in serving the aims of the program, and when it proved to be challenging. The success case and the complicated case both were very collaborative. In the complex case, a Foundation leadership member describes the collaboration as “a constant engagement of people at the Foundation, between the people who are managing the program and the people who are
evaluating it.” The Foundation leadership member further went on to describe how at the time, this was not the norm for relationships on evaluation projects funded by the Foundation; s/he says, “So I think we learned a lot about how to do that, I don’t think that most evaluations of the Foundation were like that when we started and I’m very proud of that.” According to the R&E officer on this case, the collaboration here was born partly out of necessity; s/he offers, “you have to get to know your evaluator well, especially for something like this that goes on and on and on. The evaluator became like a partner in the work and was viewed as a partner.” The collaboration here helped facilitate the evaluator’s ability to adapt to the changing context and demands of the program. Ultimately, the evaluation was flexible and responsive in part due to the collaboration between him/her and at the Foundation.

The success case also benefitted greatly from collaboration, largely because of the relationships between the implementation and impact evaluations, and the ongoing participation of the program director in both evaluations. Because the program director and evaluators worked closely together, the evaluation design of the impact study was able to meet varying needs of the Foundation and program. It also was informed by the work previously done. This collaboration was partly mandated by the Foundation, as it was required in the evaluation contract. However, the parties did not collaborate begrudgingly; their relationships were characterized by a great deal of respect for one another and common goals as they related to the program and its evaluation.

Efforts for true collegial collaboration were not met with success in the challenging case. The stage was set to support more collaboration—the program director was directly involved in helping to design the evaluation and in selecting the evaluator—but challenges proved too much for the relationships. The collaboration fell apart as results from the evaluation were disappointing to both the Foundation and the program.
**Ongoing communication.** Collaboration efforts are generally supported by ongoing communication between parties. In the cases, it seems that this is generally brokered by the Foundation. All of the evaluations had some sort of pre-established plan about how and when the various parties would communicate about the evaluation process and progress. In all cases, it was reported that there is generally more contact in the beginning, when evaluations are being designed, and at the end as a reporting strategy is needed for conveying findings. In the interim, when data is being collected and analyzed, there is less contact between the Foundation and the evaluators. This directly reflects what was discussed in the first phase of the analysis regarding the relationship between the extent of communication and the phase of the evaluation.

More specifically, the Foundation program officers generally set up a system by which there were regularly scheduled calls and/or meetings. At the times of heavy collaboration, this might have been every week or every other week. When communication was at its lightest, these calls took place every month. Also, even though they were regularly scheduled, calls were subject to cancellation if the parties felt as if there was not enough new information to share. Aside from the regularly scheduled calls, Foundation officers indicate that they were always available by phone and email to the evaluators. Even though this seems standard practice for the Foundation, some of the evaluators indicated that it was unusual based on their previous experiences in other contexts. One notes, “At first that seemed a little odd to me. I was used to the sort of prior grants where you get the grant, and then you’d go do your thing. I was worried about our independence, since we were contracted, and I didn’t want anybody sort of being able to influence that at the Foundation. So it seems a little bit odd, but after going through it, it was critical because we would need information on program changes. There was a lot of back-and-forth, but in a very collegial way and not in any kind of threatening way.” This speaks to the fact that this evaluator was accustomed to a more independent...
model of evaluation; however, the Foundation’s focus on collaboration proved to be efficacious in this case.

The benefits of this model of communication were also noted by one of the program directors, who explains, “We included our R&E officer as much as we could in every conversation, particularly the ones where things were challenging because s/he knew what we were trying to do so well, and was willing to advocate for us. And then, [the R&E program officer] also helped me learn about the limitations or the priorities of evaluation that I didn’t understand before.” The regular involvement and constant communication of the R&E officer was beneficial to both the evaluation team and the program in this case.

In general, the content of these calls, as described by one evaluator, include, “provid(ing) updates on progress. The Foundation would ask questions about how things were going, so we were meeting once a month with them. Then, we would give updates on what we’d accomplished over the past month and talk about any issues and proposals for how to deal with the issues.”

In the challenging case, the points of contact increased in response to some of the difficulties experienced. The evaluator recalls, “at that point, we started having very regular calls, which involved the Foundation, the chair of the advisory panel, the program director and deputy director and the eval(uation) team. So we started having very regular contact phone calls and periodic meetings.”

Resolving conflict. Finally, the case studies offer insight into what happens when projects encounter specific challenges, or there are conflicts between parties. There were instances in all three cases of some sort of difficulty that arose during the evaluation. These ranged from minor instances in which signals got crossed, or people were left out of a communication loop to major external circumstances that derailed or otherwise severely impacted evaluation activities. These challenges were addressed in different ways across cases. Some examples are shared below.
In some cases, evaluation activities and communication became challenging as Foundation personnel either left the Foundation, or were assigned to new projects. This resulted in challenges for the evaluators to bring someone new up to speed on the project, or to manage different expectations regarding the projects. The involved evaluators mention that this is a minor distraction, but one over which they were powerless. One R&E program officer mentioned that in this case, there was a transition memo to assist with the change, but it is unclear if that served to alleviate any of the difficulties experienced by the evaluators.

Another instance of challenges relates to specific communication misses or missteps. In one instance, the evaluator introduced a new measure without first sharing it with the program. The program personnel became upset. To resolve this, the R&E officer called a meeting between all parties to discuss the issue. This seems to have been an idea that originated with the program officer; it does not seem to be reflective of a larger policy. Another confusing communication instance arose when Foundation reporting channels were not clear. In one of the cases, the program was funded under one team, but the evaluation was funded under another. This relates to the first example in which there was movement among program officers either away from the Foundation or to a new team. Occasionally, the evaluator would communicate with one of the teams, but not the other. Eventually, communication became problematic enough to warrant the development of a communication agreement. After which, things ran smoother. Again, this seems to be an action born out of particular circumstances, rather than as a result from an overarching rule or policy.

Finally, there was an issue in which the circumstances of the evaluation became incredibly difficult, and they manifested in tensions in the relationships between the people involved. This happened during the challenging case. In essence, the impact evaluation was unable to demonstrate that the program was effective in reaching its goals. This upset the program director, partly because s/he was very personally and professionally invested in the program. A Foundation staff member
explains, “The program side often starts with a strong premise that what they’re doing is good, and it’s very hard when it doesn’t work out. I saw that time and time again, and it’s not because the program is bad. It’s often because the problem is so much bigger than the intervention. It’s very frustrating because the intervention might be a good one, it might be a necessary or possible condition to bring about change, but then you have all these environmental factors and all these other issues that get in the way, and it’s very hard to be told that you’re intervention is not working.”

Relationships became very strained, and the Foundation ended up playing, according to the evaluator, “a pretty critical role in sort of facilitating and brokering those conversations.”

Implementation of Evaluation Policies Pertaining to Stakeholders

The significant emphasis on stakeholder involvement in the Foundation records is not mirrored in the case studies. Interviewees across the cases were asked to identify whom they consider to be key stakeholders in the evaluation, and to describe the ways in which the stakeholders were involved in the evaluation process. The involvement of stakeholders in each case is described below.

In the Holistic Health program, the R&E program officers identified the Foundation, the program communities, communities doing similar work, researchers in health systems, federal policy-makers, and those trying to improve the quality of health systems as stakeholders. The evaluator largely echoed this list—s/he mentioned the Foundation, followed by policy-makers, practitioners, and academics engaging in similar research.

These stakeholders were engaged in a variety of ways in the study. The relationships between the evaluator and the intervention communities evolved naturally, over time, as there was frequent and close contact between the evaluation team and the communities over an extended period. The evaluator explained the various ways in which the communities were engaged in the study, specifically through, “sharing our research findings, and meeting requests that [the communities]
have for information.” The evaluation team also worked with stakeholders to share findings in speeches or at board meetings, and to answer informal questions that the stakeholders may have had. Finally, the evaluator shared that they consulted stakeholders to get their “feedback on different aspects of the evaluation and its design.” In conclusion, the evaluator offered, “So we’ve done, I think, a really good job, and we’ve had very good relationships with stakeholders in that sense.”

Beyond the relationships with the communities, the R&E program officer indicated that the evaluator also had good relationships with the Foundation staff and the national program office. The R&E officer further explained that developing these relationships was critical because it provide means for collecting data. These relationships were in some ways brokered by the R&E program officer; s/he says, “I worked really closely with the evaluator and his folks, and tried very hard to facilitate direct contact between the program folks in the evaluator.”

In the Fun and Games Case, the two different evaluators identified similar lists of stakeholders including the program, the Foundation, schools, and policy makers. However, there was a difference in how these lists were prioritized. In the implementation study, the program was considered the primary stakeholder, whereas in the impact study, the Foundation was identified as the primary stakeholder.

Relationships were built between groups early on in the program with the assistance of the R&E officer; s/he shares, “At a very early date, we got the impact evaluation firm, the center that conducted the implementation study, and the program folks together to make a concerted effort to develop logistics together.” The program director explained his/her interactions during the evaluation, saying, “I personally dealt mostly with [the evaluators] to solve problems around the pieces that we were responsible for, or to fill in the context when [the evaluators] were wondering about why something was different at a particular school or something like that. So I interacted a fair amount with [the evaluators].” Beyond the program and Foundation, the nature of relationships and
extent of involvement with other stakeholder groups was less clear. In some cases, school administrators were relied on for access to data, and district-level reports were provided when interest warranted them. These relationships seemed to unfold on a more as-needed basis, rather than emerge as a part of a comprehensive stakeholder engagement strategy.

In the Drug Free Families program, many of the same broad categories of stakeholders were named (the Foundation, the program, and the related practitioner and research communities). There was more of an explicit and direct focus on the federal government as a key stakeholder. This is because the program was trying to influence and shape public policy. During the evaluation, the evaluators had meetings with the relevant federal government members.

One of the chief challenges in this evaluation was the relationship between the program director and the evaluators. Despite being directly involved in the selection of the evaluation team, the program director eventually felt that the evaluation was not working to meet his/her needs. S/he had very specific goals in mind for what s/he wanted the evaluation to accomplish related to helping advocate for the program to the federal government. Despite oversight and involvement from an Evaluation Advisory Panel that worked to mediate some of the conflict, and the evaluators’ efforts to “try to work with [the program], and be as responsive to its concerns and thoughts and needs as [they] could be,” the relationship issues were never resolved.

What these three cases show is that stakeholder relationships manifest in a variety of different ways in field settings. Based on these findings and what emerged during the first phase of interviews, it seems as if stakeholder involvement is determined more on a case-by-case basis based on the specific program needs and context at hand. The evidence does not show use of types of strategies specifically recommended by the Foundation to support stakeholder involvement. The involvement was more indicative of a practice that emerged from the situation, rather than a top-down approach. If the Foundation was interested in evaluations taking a more directed approach to
involving stakeholders, one way to ensure it would be to write more specific strategies in the précis. This might facilitate an explicit conversation about stakeholder involvement at the beginning of the process to make these strategies implemented more intentionally in practice.

**Evaluation Policy Implementation for Reporting Findings**

The information gathered through the case studies suggests that many of the reporting decisions lie with the evaluators. In proposals, evaluators are asked to outline what their deliverables will be. In the examples consulted, these were described in broad and vague terms. These examples demonstrate that a priority for the Foundation is the publication of results in academic or peer-reviewed journals. Other types of reporting mentioned in the documents consulted in these case studies include interim and annual reports, policy briefings, presentations, tailored reports to particular communities that receive the intervention.

In the complex case, the primary method of reporting has been through peer-reviewed journal articles. The evaluator on the project estimates that they have produced approximately 60 publications related to this project. These publications don’t always necessarily relate to evaluating the program. The R&E officer explains, “[The evaluators] publish things that are related to the topic, and use the data that they are collecting. [These articles] don’t really evaluate the program. Now [the evaluators] are getting ready to kind of start thinking about what their final evaluation is going to look like, but they still have a few more years.” In the meanwhile, despite not being evaluation findings per se, the articles produced are related to the Foundation’s idea of building an evidence base around a strategy.

The evaluation team has also submitted interim and annual reports to the Foundation. Beyond the Foundation, and in addition to publishing in peer-reviewed journals, the evaluators have made presentations to the treatment communities, prepared issue briefs that are available on the web, and produced customize summaries for each community based on their specific data.
According to the R&E officer, the evaluation team decides on the venues in which to publish their findings.

In the successful case, according to the evaluator, findings from the implementation study have consisted of, “interim, final report, and three issue briefs, multiple presentations, and a research article for a journal.” The evaluator also added that they report on findings simultaneously to the program and the Foundation part way through the year, and toward the end of the school year. Furthermore, the evaluator explains that “everything we write, we write for the field.” The evaluator also shared his/her ideas about the usefulness of the information produced; s/he says, “I think it was a very rewarding and helpful study for Fun and Games. I can’t tell you how many times [the program] has asked me to present the findings from that work to their own staff nationwide. For years I’ve been traveling around with [the program] to present the findings, so they found them very, very helpful.”

The impact study also shared interim and annual reports with the Foundation. Policy briefs and peer-reviewed articles have also been produced, or are in process. Additionally, several school districts requested specific reports, which were furnished by the evaluators. Finally, much of the reporting has been geared towards policy makers. A Foundation leadership member explains, “we’ll have briefings with policy makers on capitol hill so that they know of the program that it’s maybe in their district if it’s at the national level and what it’s showing with the briefings.” Because of the strength of the design, the Foundation was interested in making a case on a national scale.

The process of reporting findings was also characterized by the collaboration that was a regular feature of this study. The program director shares, “I got very involved when the data were gathered and analyzed and we were making decisions about what to communicate, how and through which channels, so I had a lot to do with that end of it.” More specifically, the evaluators made initial decisions about policy briefs including their contents and structure, and the Foundation then
helped the program take those products and turn them into materials that were more publicly-accessible in terms of length, appearance, and language style.

This process was not without its challenges. The program director further explains, “One of the challenges is that evaluators want to speak very carefully and conservatively about what the findings mean, and we (the program) want to speak very liberally and broadly about what the findings mean. So we had a lot of conflict and discussions over actual words in the briefs where we understood how the audience of school leadership would interpret a phrase, and the evaluators are not as close to that audience.” The Foundation R&E officer played an important role in helping the program and the evaluators determine language that met the needs of both parties.

The overall difficulties experienced in the challenging case extended to the reporting phase. There were internal reports submitted to the Foundation and published on the website of the evaluator, but there were far fewer products submitted for peer review than in the other two evaluations. Each year, the evaluators submitted an annual report to the Foundation, the Evaluation Advisory Panel, and the national program office. The chief product available that summarizes this program is the program results report, which is on the Foundation website. When the final evaluation report was submitted, the evaluators offered to meet with the program office, but that meeting was never held due to exigent circumstances.

**Conditions that Support or Inhibit Evaluation Policy Implementation**

Throughout this investigation, several stories and examples have emerged that call attention to how the implementation of evaluation policies is impacted by external factors. Of primary importance is how research designs are influenced by federal context and standards surrounding evidence. Each case affords an opportunity to examine different ways in which external factors bear in important ways on the implementation of evaluation polices.
At the inception of this investigation, part of the reason a Foundation made such an appealing setting was its apparent independence from larger state or federal entities that might influence its policies. As the study unfolded, it became clear that despite the fact that the Foundation is not subject to explicit federal oversight, it still exists within a larger context of standards of evidence that ultimately shape its evaluation policies. This plays out primarily in the ways in which evaluation studies are designed.

One of the chief goals of the Foundation’s evaluation policies is to influence policy makers. As such, evaluations must produce evidence that will be considered credible to that audience. A research or evaluation must meet certain standards held by the federal government in order to be considered a contribution of evidence to support particular practices. These standards for evidence-based practice manifest in rules that determine what types of studies are published in national repositories that promote interventions that “work.” A primary example of this is the What Works Clearinghouse, used to warehouse research that seeks to provide an evidence base to support effective educational interventions. There is a clear preference for randomized control trials (RCT) indicated for inclusion into this database. This is tied into the idea that RCTs are a well-established way to demonstrate causal effects of particular interventions. Even though this idea is the subject of many challenges and constant debate, the fact that it influences federal standards of evidence quality is undeniable.

A preference for a particular type of design is, however, an insufficient condition to support its execution. In only one of the cases presented here, the success case, was an RCT possible. The other two interventions focused on outcomes at a community level. Because communities had to have certain conditions in place in order to be chosen to participate, random assignment was not possible. It worked in the Fun and Games case because schools applied to participate in the
program and the demand exceeded the capacity. These conditions were necessary to support the successful implementation of the RCT.

The challenging case provides an example of a situation in which the desire to influence federal policy proved to be a barrier to successful evaluation. The context surrounding the program suggested to the program director that there was an opportunity to directly influence policy and appropriations through demonstration of an effective program. This program director’s desire to capitalize on this moment strongly influenced the design of the evaluation, but ultimately proved to derail the process. The focus on proving that the program worked resulted in a narrow view of the potential for the evaluation. Findings were unable to be used to support this larger political aim, but the myopic view held by the program director obscured the ability of the program and Foundation to learn in other ways from the evaluation.

Finally, in the complex case, an example of when factors within the Foundation, but external to the evaluation, influence the implementation of evaluation policies is shown. This evaluation began following the typical guideline for how evaluations are conducted at the Foundation—the program began with a pilot phase and an implementation study that would influence a demonstration phase and impact study. The officers on the program side of the Foundation, however, were eager to scale the intervention almost immediately. The evaluation had to then depart from the policy and adapt to the changing circumstances of the program. Despite this disruption in policy, it ultimately did not seem to negatively impact the ultimate goals for evaluations. The findings from this study have served to inform both program improvement and the field at large.
CHAPTER 6
DISCUSSION

Introduction

This chapter offers a discussion of the results from the current study, which sought to explore the evaluation policies and their implementation at a philanthropic organization. The following broad research questions guided the investigation:

1) What are the evaluation policies of the Robert Wood Johnson Foundation?
2) What is the extent to which evaluations are implemented as described by the policy?

The answers to the research questions are positioned in a broader context considering the extant literature on the topic. Furthermore, the implications of the study, the limitations, and directions for future research are discussed.

Review of the Findings

Detailing Organizational Evaluation Policies

The first research question explored the Foundation’s evaluation policies and their development and communication. Several important findings are highlighted here. First, the idea of evaluation policies as a system is explored. Then, the ways formalization of evaluation policies might interact with different domains of practice are discussed. Finally, the concepts of “consciousness” and “consequence” (Trochim, 2009) as requirements of evaluation policy are examined.

Evaluation policies as a system. This study first presented a description of the evaluation policies of a Foundation that engages in a significant amount of research and evaluation work. A chief finding is that evaluation policies that indicate the desired outcomes for evaluation practices manifest differently than those that guide evaluation activities. This stands in contrast to how evaluation policies have been theoretically explored in the literature to date. Both the Evaluation
Policy Wheel (Trochim, 2009) and the guidelines offered by the Evaluation Policy Task Force (2007) present a variety of domains that evaluation policies might influence. These are presented categorically; little to nothing is said about the ways in which policies across these domains might interact with one another.

The findings in this study suggest that the relationships between these different domains of evaluation policies are important, and should be discussed in concert with detailing the policies housed therein. This study demonstrates that the goals of the evaluation policies are the basis for the rest of the Foundation’s evaluation policies. The operational and goal policies function as a system, rather than distinct units. Accordingly, representing not only the policies, but also the ways in which they are anticipated to interact with one another, is an important step in enhancing thinking about this topic.

A logic model might serve as an instructive example in this case. The goals of the evaluation policies function like desired program outcomes and the operational policies represent the inputs, activities, and outputs that lead to the desired outcomes. The assumptions underlying this model represent the theory of action, or the reasons why the specific activities should lead to those outcomes.

**Variable policy formality.** Another issue raised in this study is a question of where the tipping point is between formalizing evaluation policies that help further evaluation practice versus over-codifying them such that they restrict the ability of evaluators to be flexible in the field and adaptive to particular contexts. Part of the reason there was little consistency in understanding of the Foundation’s operational evaluation policies across records and interviews can be explained by the Foundation’s operational premise—it hires and contracts talented experts who will draw on their experience and training to make informed decisions on a case-by-case basis. It does not necessarily serve the Foundation to develop cookie cutter rules for the sake of having a policy that might
ultimately serve to be more restrictive than supportive.

The degree to which policies can and should be formalized might also vary according to the domain of evaluation practice. A greater degree of formalization is appropriate for the more administrative domains like contracting evaluators and reporting findings. These tasks lend better to stricter guidelines because they are not necessarily situations in which policies might restrict the ability to be flexible. Instead, the policies could serve an important communication function in these instances.

It is possible to engage in some speculation about how more formalized policies might contribute to the Foundation’s evaluation practice. First, if there were more standardized procedural guidelines, it might help make personnel transitions smoother. In one of the case studies, shifts in personnel introduced challenges because each program officer is allowed to introduce his/her own goals and priorities into a situation. If more clearly written rules guiding the evaluation were in place, it might limit that complication. Second, more formal policies might better help educate and build the capacity of grantees when it comes to evaluation practice. Grantees might better know what to expect during the course of an evaluation, which might ease some of the conflicts that arose over the course of some of the evaluations presented here. Finally, greater formalization of policies would offer more opportunity to discuss and refine them. As Trochim (2009) explains, “Because they are public, written policies, they can be known by everyone in the organization and thus criticized and challenged. Participation and dialogue can occur about which policies make the most sense under which circumstances” (p. 17).

**Consciousness and consequence.** Finally, Trochim (2009) offers the idea that in order for something to be a policy, it must be adopted with consciousness and consequence. Together, these related concepts describe a situation in which an organization intentionally makes a choice to use policy to guide decisions or actions, and enacts penalties when the policies are not followed. In the
present study, this was a difficult concept to reconcile with the idea that policies can be less formal and more tacitly held (an argument also advanced by Trochim (2009) in the same paper). Very few of the policies elaborated in this study meet these criteria, particularly when it comes to consequence. In no instance was a consequence of not following a policy made apparent over the course of conducting this research.

Even if all the guidelines described in this study fail to meet the criteria to call them “policies,” they still exist and influence evaluation practice in important ways. This calls the idea of this requirement as a necessary condition to warrant attention into question. Despite the lack of consequence for failure to implement policies at the Foundation, some rules and guidelines exist, and bear importantly on the evaluations that are conducted. Findings from this study suggest that even if formal policy does not exist, there might be a middle ground. That is to say that evaluation approaches, when recommended by an organization that funds and supervises evaluation practices, are de facto policies even when consequences for failure to adopt them are not made explicit.

**Examining the Implementation of Evaluation Policies**

It was difficult in this study to truly capture the strength of evaluation policy implementation. Instead, the findings show examples of how evaluation processes happen in the field. The picture that emerges offers valuable insights into how evaluation policies relate to the organizational functioning of the Foundation.

**Organizational learning.** The Foundation prides itself on its learning culture. This is evidenced several times in the present study—the Foundation takes great care to learn about its grant-making practices, the effectiveness of the interventions that it funds, and about the field of health and healthcare generally. There are policies within the Foundation that support these learning activities. However, this kind of attention and scrutiny is not directed at its evaluation practice. Perhaps, the Foundation could develop policies that might help support the organizational learning
around the area of evaluation practice.

One of the chief findings about the evaluation policies in this study is that there is a marked difference between policies that are goal statements and policies that are operationalizations of those goals. While there is a tremendous amount of consistency across the Foundation's documents and personnel when it comes to evaluation policy goals, operational decisions of the evaluation policies are decentralized. Each Foundation research and evaluation program officer is able to make evaluation activity decisions based on his/her interests and objectives, and the particular context at hand.

This practice makes sense for the Foundation because it hires and contract experts with extensive training and experience in the evaluation of public health initiatives. Rather than strictly prescribing evaluation activities in a top-down, cookie-cutter fashion, the Foundation trusts that the people involved will call on their extensive training and experience to inform the best design and activities for a given situation. If the Foundation was too prescriptive in its policies, over codification might limit the flexibility and adaptability of evaluations to be responsive to particular conditions.

The upshot, however, is that when learning happens about evaluation practice, it does so in silos. Research and evaluation program officers report that their experiences overseeing evaluations have led to learning about practice. Based on this learning, R&E officers then make changes when overseeing future evaluations. While improving practice based on reflection is important, it is inefficient from an organizational perspective. There does not seem to be a mechanism to support learning in a top-down fashion, or a way to benefit from shared learning.

This is interesting given the structures the Foundation has in place to support its learning in other arenas. For example, when it comes the Foundation strategic objectives, every year the Foundation engages in reporting across several projects. These reports are compiled and prepared
by research and evaluation staff at the Foundation. The process for developing these reports includes reviewing findings from evaluations, and surveying and interviewing key informants. These reports are made public and are discussed internally at the Foundation. The reports are designed to help the Foundation learn in a broader way about its progress towards reaching its strategic goals.

When it comes to research and evaluation on the program level, the same research and evaluation team, as a part of completing the program results reports, also issues grant making lessons, and when warranted, lessons learned about evaluation. The main difference here is that these lessons are not circulated with intention beyond those directly involved with the project. Much of the experiential knowledge gained from participating in research and evaluation lies with one individual in the research and evaluation department. The person chiefly responsible for compiling these reports indicated that s/he frequently attempts to offer advice based on what s/he has discovered to others when are engaging in similar work. This happens informally though, not as a matter of course.

Perhaps evaluation policies could serve the function of institutionalizing this learning. For this to happen, structures would need to be put in place. These structures would include things like having an internal meeting at the conclusion of a project during which lessons are broadly discussed. These lessons can then be synthesized, and shared Foundation wide. The support of organizational learning is an area in which having more explicit evaluation policies might help. Trochim (2009) explains that only when policies are made explicit can they be debated and ultimately improved upon. Evaluation policies might serve as the objects of a feedback loop in which the efficiency of learning about evaluation practice within the Foundation could be improved.

**Diversity and innovation.** Another theme that emerged during conversations primarily with Foundation leadership is the idea of diversity. Concern was expressed that there is not enough diversity in terms of ethnicity, socioeconomic status, etc. within the pool of evaluators. This
particularly troubled one individual, partly because s/he feels that it is important for evaluators to match the population they are evaluating. Beyond characteristic diversity of evaluators, there is also an issue with limiting the diversity of ideas. The current Foundation policies may, in fact, serve to limit, rather than promote innovative thinking when it comes to evaluation practice.

To see how this works, an example is found in the processes by which evaluators are selected and contracted. As a reminder, there are two methods by which evaluators are selected for a project. The first is through sole sourcing. In this process, the research and evaluation officer selects an individual or firm with whose work and content expertise they are already familiar. When this happens, the research and evaluation program officer frequently consults with their colleagues and relies on a pool of knowledge rather than just their own experience. This method of contracting evaluators is partly motivated by the desire (and an implicit policy) that evaluations should start as programs are beginning. The fastest way to do this is to contact with an evaluator directly.

The second method of contracting evaluators is through an invited bid. In this situation the R&E program officer develops a request for proposal (RFP) and invites preselected evaluators or firms to reply. The list of evaluators is often determined in the same way as the sole sourcing procedure—R&E officers are reliant on their own experiences, or consultations with Foundation colleagues to determine who will be asked to reply to the RFP. An interesting note here is that Foundation is currently working on building evaluator database to help facilitate this process. However, this is not yet widely used, and still involves significant prescreening on the part of the Foundation.

The result is that the Foundation is dealing with a limited pool of evaluators. Again, this practice makes sense. As already mentioned, one program officer explains, “this isn’t amateur hour.” Because the Foundation is operating on such a major scale and with significant resources, it is unwilling to risk having someone unknown engage in such important work. There is a trade-off,
however. Continually going back to the same people means that there might be a lack of diversity in ideas.

This is exacerbated by the fact that research design ideas almost always originate with the Foundation R&E officer. Regardless of whether or not the evaluators are sole-source or selected through competition, the R&E officer initiates the process by drafting research and evaluation questions. It was very consistently reported that there is still a lot of back-and-forth involving the opinions of the evaluator and the program in finalizing the questions, but there is no evidence the questions ever changed dramatically. The situation that results is one in which a similar group of people are asking a similar set of questions, just across different contexts.

The lack of diversity in evaluation questions and approaches, however, is not terribly problematic. The Foundation does exceptional work in the field of public health that is in many ways supported by the rigorous evaluations it commissions. However, there is an unrealized potential here in which the Foundation could be doing more to further the field of evaluation and advance practice. Given what was said at the beginning of the study—that Foundations play an important role in allowing the ability to test new things—we should be able to extend this analogy to the practice of evaluation. The Robert Wood Johnson Foundation is a perfect setting to explore innovative ideas and approaches.

Again, the fact that the Foundation is operating in such a high-stakes arena does demand certain amount of prudence. Perhaps a solution might be found in structuring evaluation policies that differ according to the size of the intervention at hand. The Foundation could maintain its current practice for large-scale interventions through which it is trying to affect public policy. A different set of rules might then exist for evaluations of programs under certain amount of money. At present, programs under $400,000 do not always have evaluations associated with them, and require less organizational approval. Perhaps a policy could be written that in those cases,
evaluations are contracted through an open bid process in which there are few, if any, preset
guidelines. This would offer evaluators new to the Foundation the opportunity to work with it, and
allow for innovative evaluation approaches to be tested in real-world settings (Trochim, 2009).
Eventually, if the Foundation is satisfied with the work of these evaluators, they could be added to
the evaluator database. Over time, the diversity of that database would increase as the pool of
potential that evaluators expands.

Implications

This study has several important implications for the field. Specifically, implications for
evaluation practice and agencies that commission and oversee evaluation work are discussed below.

Evaluation Practice

This study has several implications for evaluation practice, for both practitioners of
evaluation and for the field in general.

Even though individuals contracted to conduct evaluations will have limited, if any, ability to
impact the policies that guide their work, having an awareness of the ways in which evaluation
policies function and influence their practice might help enhance it. Specifically, an understanding of
the evaluation policy goals held by an organization may help evaluators better respond to RFPs.
Furthermore, understanding how prescribed activities are supposed to lead to goals would provide a
framework for strengthening proposals, or perhaps an opportunity to challenge particular
assumptions or decisions that seem to be policy directives.

Secondly, evaluation policies could serve as a mechanism to promote innovation in
evaluation. The established standards of practice are prevalent in the evaluation policies witnessed
here. In order to evolve as a field, opportunities to test new methods and approaches in real-world
settings are necessary. However, challenging the status quo is difficult; perhaps even more so in
evaluation than research. Greater amounts of flexibility and researcher-initiated questions and
processes frequently characterize the latter. Evaluation is frequently more restricted because of its immediate connection to policy makers and practitioners. The stakes for use of findings are often higher, and as a result, there may be less willingness to engage in risk-taking by organizations that are funding the evaluation efforts. It seems as if innovation would be more prevalent if there were policies specifically designed to promote it. Large foundations, like Robert Wood Johnson, could do a great deal in developing conditions through evaluation policies that support exploration and testing of new evaluation ideas and approaches.

**Agencies that oversee evaluations**

Beyond philanthropic organizations, there are many agencies that are responsible for commissioning and overseeing evaluation work. Pressure to prove that interventions are effective has increased in the current era of accountability. While the Robert Wood Johnson Foundation was an excellent site to conduct this investigation because of its strong commitment to research and evaluation and its recognized expertise in that arena, it proves the exception rather than the rule. Frequently, other agencies (public or private) are thrust into an expectation to oversee evaluation without any expertise to do so. Evaluation policies, developed through expert consultation, might assist these organizations in conducting efficient and valuable evaluation work.

**Limitations**

As with any study, this investigation has limitations worthy of mention. The methodological, analytical, and logistical challenges met in this study are discussed in turn.

**Methodological**

Qualitative inquiry, by nature, has several limitations. First, it is dependent on the researcher as the instrument of data collection and analysis, and as such, is subject to the researcher’s biases and particular ways of viewing the world. Several steps were taken to address this. First, different types of data sources within each phase of the study were consulted in an effort to triangulate findings.
Second, the analysis is influenced by previous scholarship in an effort to help link the conclusions drawn here to extant theories.

Of primary concern is the ability to generalize these findings both within the Foundation’s practices and beyond. The selection of three cases, while strategic, represents a very limited sample of the Foundation’s evaluations over its more than 40-year history. The cases present a snapshot of how policies were enacted at a particular moment within a particular context, and it is challenging to generalize these findings to the practices of the entire Foundation. This difficulty was anticipated at the beginning of the research and partly served to inform the selection of the cases. While not representative, the diversity of circumstances across the three cases affords an examination of how policy implementation is influenced by a variety of settings.

The challenge of generalizability persists in considering the ways in which this study might speak to considerations of evaluation policies at other organizations. While The Robert Wood Johnson Foundation’s significant resources, long history with inquiry, and commitment to research and evaluation make it an ideal setting for this study, it is a unique organization. At the granular level, it is difficult to transfer these findings beyond the Foundation. However, the larger conclusions shed insight into how evaluation policies, broadly, might help influence evaluation practice.

**Analytical**

Analysis presents several challenges to this investigation. As with data collection, in the analysis phase, the researcher is the primary instrument and as such, the interpretations are influenced by the researcher’s biases and experiences. This was largely addressed by consulting multiple data sources and previous scholarship relevant to the topic.

The Foundation does not have clearly articulated evaluation policies—they were distilled in this study through consultation of a large body of evidence. As an outsider to the Foundation, the
researcher’s ability to draw inferences that accurately represent Foundation policies is limited. This was a challenging activity filled with both consistencies and contradictions. To address this, both confirming and disconfirming evidence are presented throughout the findings chapters. Additionally, the Foundation staff was regularly consulted as questions arose.

**Logistical**

Finally, this study presents several logistical challenges. Specifically, the Foundation served as a primary gatekeeper for the data, and some of the experiences that interview participants were asked to reflect upon happened many years ago.

The Foundation was very supportive of this work, and assisted a great deal in selecting data for analysis and scheduling all interviews. This study relied on Foundation staff for access to its internal documents and for access to interview participants. This was essential to complete the investigation, but it does leave the study open to questions about whether this data might have been in some way specifically selected by the Foundation so that its practices could be reflected in the best possible light. However, this concern is unwarranted, partly because of the selection of the challenging case. The fact that this case was not a reflection of the Foundation’s best efforts was widely acknowledged by both people who worked at the Foundation during that time, and involved parties external to the Foundation.

Furthermore, the Foundation is very proud of its organizational culture as it relates to learning. Its willingness to host this work provides further evidence to support the idea that RWJF is interested in gathering information, regardless of whether or not the findings are positive. Preliminary findings from this study were presented to the Foundation in March of 2014. RWJF leadership members were very receptive to criticisms of the Foundation’s practice, and engaged enthusiastically with the findings.

The final logistical challenge in this investigation has to do with the age of one of the case
studies. The project concluded several years ago, so in interviews people were asked to recall old information. In several cases, participants did not remember the specifics. Fortunately, interview responses were corroborated by document analysis. Ultimately the case does not suffer from inaccuracies due to recall challenges. Finally, there was one instance in which a potential participant did not respond to requests for interviews. S/he was the program director for the challenging case, and his/her perspective would have been valuable to have. Despite this challenge, the program director’s perspective is represented through some of the reporting that s/he submitted to the Foundation.

Directions for Future Research

In addition to shedding light on how evaluation policies might work to shape evaluation practice, the findings from this study suggest both theoretical and applied areas in which further investigations might expand understanding. Some of these are outlined below.

Theoretical Investigations

Our understanding of evaluation policies could be enhanced through more theoretical investigations. Thus far, much of the work in the field about evaluation policies has focused on the various aspects of practice that they might govern. Findings from this study suggest that the field might benefit from more probing into how the specific areas of evaluation practice might interact with more explicit evaluation policies. The issue overarching this inquiry concerns striking a balance between codifying policies, yet allowing for enough flexibility to support adaptations in the field when they are warranted.

As previously discussed, one of the key issues surrounding successful implementation policies is that they strike a balance between providing guidelines and allowing for enough flexibility in the field. Future research in this area might help improve understanding of the continuum between over codifying policies and a complete lack of rules and guidelines. One potential way this
could be investigated further is through a Delphi study, a process by which expert opinion is solicited in an iterative process to reach consensus about a topic (Helmer, 1967). The Delphi study is conducted via survey anonymously. A Delphi study could afford an opportunity to attain expert consensus among evaluation practitioners and scholars to suggest the degrees to which evaluation policies should be made explicit. More recently, Delphi studies have been adapted for face-to-face techniques. Both methods might be appropriate for this type of investigation.

Relatedly, these findings suggests that the degree of codification might vary according to which aspect of evaluation practice the policy intends to govern. For example, RWJF practices regarding the selection and contracting of evaluators might benefit from more stringent rules and guidelines. However, certain aspects of evaluation practice, like data collection and stakeholder engagement, are sometimes too context-dependent to be able to adhere to overly explicit rules. The field could benefit from a simulation study in which evaluators could be assigned to two separate conditions—one where the evaluation is guided by very explicit policies over certain areas, and the other in which fewer rules are imposed. The evaluators could then be asked to design evaluations. Results from the two groups could be compared to see in what ways policies impact evaluation designs.

Applied Investigations

The work presented in this study also points to more applied areas of future research. One option is to conduct a similar investigation into the evaluation policies of other types of organizations that commission evaluations. Conducting a similar study in a different philanthropic or non-profit organization might help to replicate these results. Furthermore, attention could be turned to federal or state bodies that commission evaluations to build understanding of what evaluation policies mean for practical work.

Ultimately, an investigation that more closely examines the implications of evaluation
policies is needed. Beyond questions of how the existence or absence of evaluation policies might impact practice, further study is necessary to uncover the ways in which specific types of policies interact with evaluation activities. This is of critical importance because of the hypothesized connection between policies, practice, and the data used to make high-stakes decisions about programs.

Beyond explorations of how existing policies influence practice, attention could also be turned to the potential power of policies to shape evaluation practice as a field. In this study, speculation is offered about how policies might be able to promote innovation in practice. The field could benefit from further exploration into this aspect of evaluation policies.

Final Remarks

This study was designed to shed light on a Foundation’s evaluation policies in an effort to draw connections about how evaluation policies influence evaluation practice. The investigation helped further understanding of these connections, and generated some insight into the components of evaluation policies, and the role they might play in shaping the future of evaluation practice.
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Recruitment Letter

DATE

NAME,

The Robert Wood Johnson Foundation wants to shed light on how its policies and procedures affect the evaluations that it commissions. A major interest is the alignment between evaluation policies and how they are understood and implemented by evaluators and program personnel. The Foundation will use the study results to inform the development of more explicit guidelines for its evaluation work.

Lisa Dillman of UCLA is leading this effort. As part of this work she is undertaking several case studies of evaluations funded by the Foundation.

We are contacting you so that Ms. Dillman can schedule a brief telephone interview to discuss your work with the Foundation and the NAME OF PROGRAM program.

A consent form describing the study in further detail is attached. If you have questions regarding this study, please feel free to contact Lisa Dillman (ldillman@ucla.edu) or Denise Herrera, Evaluation Associate at the Robert Wood Johnson Foundation (dherrera@rwjf.org).

Thank you for your time and consideration.

Sincerely,

[Signature]

Laura C. Leviton, Ph.D.
Senior Advisor for Evaluation

Cc Lisa Dillman, Denise Herrera
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Interview Consent form

University of California, Los Angeles

CONSENT TO PARTICIPATE IN RESEARCH

Alignment between Intention and Implementation: A Case Study of Evaluation Policy

Lisa Dillman, under the advisement of Dr. Christina Christie from the Graduate School of Education and Information Studies at the University of California, Los Angeles (UCLA) is conducting a research study.

You were selected as a possible participant in this study because you work in or with the Robert Wood Johnson Foundation. Your participation in this research study is voluntary.

Why is this study being done?

This study is designed to shed light on the evaluation policies of the Robert Wood Johnson Foundation. The purpose of this study is to document both the intended and enacted evaluation policies and procedures.

What will happen if I take part in this research study?

If you volunteer to participate in this study, the researcher will ask you to do the following:

• Participate in an interview with the researcher that will cover topics about your roles and responsibilities related to the evaluation practices of the Foundation. Additionally, you will be asked to describe your understanding of the Foundation’s evaluation policies.

How long will I be in the research study?

Participation will take a total of about 30 minutes to one hour for the initial interview. If follow-up is required, it will take place several months after the initial interview over the phone. Follow-up will last approximately 30 minutes.

Are there any potential risks or discomforts that I can expect from this study?

There are minimal risks associated with participation in this study. You may experience discomfort in answering some of the interview questions.

Are there any potential benefits if I participate?

There are no anticipated individual benefits from participating in this study. The results of the research will be used to inform discussions about the importance of evaluation policy as it relates to the practice of evaluation.
Will information about me and my participation be kept confidential?

Any information that is obtained in connection with this study and that can identify you will remain confidential. It will be disclosed only with your permission or as required by law. Each participant will be assigned a code that the researcher will use to identify his/her interview transcript in cases where a follow-up interview is deemed appropriate. Interview transcripts will be kept on the researchers password-protected personal computer. The researcher will be the only person with access to the codes. Once the data analysis is completed, the codes will be destroyed.

Data obtained through the interviews will be reported mostly in the aggregate. In cases where direct quotes form individuals are used, the researcher will remove all information that could make the quote identifiable.

What are my rights if I take part in this study?

- You can choose whether or not you want to be in this study, and you may withdraw your consent and discontinue participation at any time.
- Whatever decision you make, there will be no penalty to you, and no loss of benefits to which you were otherwise entitled.
- You may refuse to answer any questions that you do not want to answer and still remain in the study.

Who can I contact if I have questions about this study?

- **The research team:**
  If you have any questions, comments or concerns about the research, you can talk to the one of the researchers. Please contact:

  Lisa Dillman
  310-994-9465
  ldillman@ucla.edu

  Christina (Tina) Christie
  310-825-0432
  tina.christie@ucla.edu

- **UCLA Office of the Human Research Protection Program (OHRPP):**
  If you have questions about your rights while taking part in this study, or you have concerns or suggestions and you want to talk to someone other than the researchers about the study, please call the OHRPP at (310) 825-7122 or write to:

  UCLA Office of the Human Research Protection Program
  11000 Kinross Avenue, Suite 211, Box 951694
  Los Angeles, CA 90095-1694

*You will be given a copy of this information to keep for your records.*
SIGNATURE OF STUDY PARTICIPANT

Name of Participant

__________________________________________

Signature of Participant __________________________ Date __________________________

SIGNATURE OF PERSON OBTAINING CONSENT

Name of Person Obtaining Consent __________________________ Contact Number __________________________

__________________________________________

Signature of Person Obtaining Consent __________________________ Date __________________________
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Interview Protocol: Foundation Leadership

Questions:

• As I briefly described in my email, I am doing my dissertation on evaluation policy. I am using a very broad definition – basically any rule or principal that a group or organization uses to guide its decisions and actions when doing evaluation. Given that definition, what is your vision of evaluation policy at the Foundation?

• Given your role in the Foundation, I think you may be able to help me understand the idea of evaluation policy in the context of policies that are Foundation-wide. Considering the policy question Foundation-wide, how are policies developed and determined? Who is involved? What is your role in developing and shaping policy?

• Something that has come up quite a bit in these conversations is the idea that there is a culture here that is incredibly supportive of research and evaluation. People have pointed to the Foundation’s origins with Johnson and Johnson as a key reason for this. It got me thinking about the difference between culture and policy (culture being what everyone does and no one talks about and policy being explicit rules or guidelines). Can you talk about how you see the two things playing out at the Foundation?

• I know you led the health group and were a senior program officer prior to moving in to your current role. Will you tell me a little about how you have seen the research and evaluation work change over time?

• Can you think of examples of particularly outstanding research or evaluation activities? What makes them that way? Is it about the report itself or do external factors influence it?

• How about the other side, when things don’t go particularly well. What features do they have in common? What is the Foundation’s response when things don’t work?

• In a general way, how do you know when an evaluation is “good” or “bad?” What are the key factors that go into distinguishing that?
  - Particular methods
  - The way conclusions are reached
  - The way results are communicated/received
  - How might these ideas relate to the Foundation’s policies around evaluation?

• In cases where something stands out, either for being particularly helpful, or particularly problematic, what is the response? What do you think the ideal response should be?
  - Is it a determination you make at the end of the day when the report is filed, or can you see problems or glimmers of brilliance as the process unfolds?
  - To what extent do you think these instances are a reflection of evaluation policies?
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Interview Protocol: Program Leadership

Questions:

• To get started, I was hoping you could tell me a little about your day-to-day work with the Health Group, and specifically how it relates to the work done in the research and evaluation division?
  ○ Follow ups might include evaluation coordination, use, etc.

• According to your bio you see your role as “contributing to the Foundation’s intellectual and organizational development, and managing program operations to ensure that we meet RWJF’s goals of reversing the childhood obesity epidemic, driving fundamental improvements in the nation’s public health system, and addressing the needs of the country’s most vulnerable populations.” How does research and evaluation fit into that?

• I’m asking everyone generally to describe the evaluation policies of the Foundation. I am talking about evaluation policy in a very broad sense – any rule or principal that a group or organization uses to guide its decisions and actions when doing evaluation. Will you tell me what comes to mind about evaluation policies at Robert Wood Johnson?
  ○ Probe for specifics – beyond goals, what about particular methodologies,

• I was told last week of a somewhat recent shift in the timeline for evaluations in that now they are designed alongside programs. Given your long tenure with the Foundation, I assume you have seen both sides of this process. Can you talk a little about what this change has meant for you and your work with the Foundation?

• How do you make decisions about what gets evaluated and when?
  ○ How do you coordinate with the Research and Evaluation Program Officers about that?
    ▪ Goals
    ▪ Methods
    ▪ Ideas about designs
    ▪ CFPs
  ○ Once an evaluation of a program is under way, what is your involvement with it?
  ○ How do you use evaluation findings when all is said and done to support your work?

• Aside from being a lawyer by training, you work a lot on the legal policy side of things. Will you talk a little about how research and evaluation fits in to that area of the work of the Foundation?

• I’m sure there is a range of quality evidenced in the evaluations you have seen. What do you think the key factors are that go into determining whether an evaluation is good or bad? Or
you can think about it in terms of useful or helpful for you. In what ways do you think that might relate to evaluation policy?
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Interview Protocol: R&E Program Officer/Senior Program Officer

Questions:

• To get started, I was hoping you could tell me a little about your day-to-day work with the Foundation, and specifically how it relates to the work done in the research and evaluation division?
  Follow ups might include evaluation coordination, use, etc.

• Based on response:
  Do you evaluate responses to CFPs?
  What are some key factors you look for in an evaluation design?

• How do you determine what will make a good evaluation?
  How do you use evaluation findings?

  o I’m asking everyone generally to describe the evaluation policies of the Foundation. I am talking about evaluation policy in a very broad sense – any rule or principal that guides a group or organization uses to guide its decisions and actions when doing evaluation. Will you tell me what comes to mind about evaluation policies at Robert Wood Johnson?
    o Probe for specifics – beyond goals, what about particular methodologies,

  o What is your role in relation to RFPs/CFPs? If any – what do you think they communicate about evaluation policies?

  o I’m sure there is a range of quality evidenced in the evaluations you have seen. What do you think the key factors are that go into determining whether an evaluation is good or bad? In what ways do you think that might relate to evaluation policy?

• What aspects of evaluation do you think would benefit from having policies? (design, stakeholder involvement, methods, reporting, etc.)

  o Does that relate to eventual use of evaluation findings? In what ways?

• How do you (not necessarily you, but the R&E department) make sure that policies are followed?

• If you had to choose several standout evaluations and several that failed to meet expectations, which would they be? On what criteria would you base those decisions? How much of their success or failures do you think relates to evaluation policies?
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Case Study: Program Personnel Interview Protocol

Program Background

- When did your involvement with SPECIFIC PROGRAM start?
  - What was your role?
- What are the goals of the program?
- Were you involved in developing the evaluation contract or selecting the evaluator?
  - Did you know the evaluators previously?
  - How was the evaluator selected/contracted?

Evaluation Design/Questions

- What are the goals for the evaluation?
- What kind of role, if any, did you play in the evaluation design?
- What did you hope to learn from the evaluation?

Communication/Foundation Relationship

- Will you tell me a little about your interactions with the evaluator and/or the RWJF Research and Evaluation Program Officer?
- How would you describe your relationship with the evaluators?
- How would you describe your relationship with the RWJF Research and Evaluation Program Officer?
- Will you tell me about a time a challenge was encountered with the evaluation?
  - How do you go about resolving these issues when they come up?

Stakeholders

- Who do you consider to be the key stakeholders in the evaluation?
- To the best of your knowledge, in what ways were they engaged in this study?
Findings/Reporting

• You talked earlier about the goals for the program. Please describe how the evaluation has helped you understand the ways in which the program met its goals.
  ○ Describe some of the challenges encountered along the way.

• How have evaluation findings been reported?

Use

• Who would you identify as the primary users of the evaluation?

• In what ways have the findings for this evaluation been used? By whom and for what purposes?

• In what ways has the evaluation contributed to meaningful changes in the program?

• In what ways has the evaluation contributed to meaningful changes in Foundation practices?
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Case Study: Program Officer Interview Protocol

Program Background

• When did your involvement with SPECIFIC PROGRAM start?
  o What was your role?

• What are the goals of the program?

• Were you involved in developing the evaluation contract or selecting the evaluator?
  o Did you know the evaluators previously?
  o How was the evaluator selected/contracted?

Evaluation Design/Questions

• What are the goals for the evaluation?

• What kind of role, if any, did you play in the evaluation design?

• What did you hope to learn from the evaluation?

Communication/Foundation Relationship

• Will you tell me a little about your interactions with the evaluator and/or the RWJF Research and Evaluation Program Officer?

• How would you describe your relationship with the evaluators?

• How would you describe your relationship with the RWJF Research and Evaluation Program Officer?

• Will you tell me about a time a challenge was encountered with the evaluation?
  o How do you go about resolving these issues when they come up?

Stakeholders

• Who do you consider to be the key stakeholders in the evaluation?

• To the best of your knowledge, in what ways were they engaged in this study?

Findings/Reporting
• You talked earlier about the goals for the program. Please describe how the evaluation has helped you understand the ways in which the program met its goals.
  ○ Describe some of the challenges encountered along the way.

• How have evaluation findings been reported?

Use

• Who would you identify as the primary users of the evaluation?

• In what ways have the findings for this evaluation been used? By whom and for what purposes?

• In what ways has the evaluation contributed to meaningful changes in the program?

• In what ways has the evaluation contributed to meaningful changes in Foundation practices?
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Case Study: Research & Evaluation Officer Interview Protocol

Program Background

- When did your involvement with SPECIFIC PROGRAM start?
  - What was your role?

- Will you describe your involvement in the evaluation contract?
  - Did you know the evaluators previously?
  - How was the evaluator selected/contracted?

Evaluation Design/Questions

- What are the goals for the evaluation?

- Please describe briefly the evaluation design?

- Who has been involved in designing the evaluation?

- To what extent was your design a “negotiation” between you and the evaluator?
  - How was the design finalized —describe the process

- How did the design change overtime?
  - Who and why initiated these changes?

Communication/Foundation Relationship

- Will you tell me a little about your interactions with the evaluator thus far?

- How would you describe your relationship with the evaluators?

- Will you tell me about a time a challenge was encountered, or when something about the evaluation didn’t go as anticipated?
  - How do you go about resolving these issues when they come up?

Stakeholders

- Who do you consider to be the key stakeholders in the evaluation?

- To the best of your knowledge, in what ways were they engaged in this study?

Findings/Reporting
• You talked earlier about the goals for the evaluation. Please describe the ways in which the evaluation has met these goals.
  ○ Describe some of the challenges encountered in meeting the goals

• How are findings reported?
  ○ Aside from the Foundation, to whom else are findings reported? (public, peer review, program, other stakeholders)

Use

• Who would you identify as the primary users of the evaluation?

• In what ways have the findings for this evaluation been used? By whom and for what purposes?

• In what ways has the evaluation contributed to meaningful changes in the program?

• In what ways has the evaluation contributed to meaningful changes in Foundation practices?
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Case Study: Evaluator Interview Protocol

Selection

• When did your involvement with NAME OF PROGRAM start?

• How were you selected as the evaluator for NAME OF PROGRAM?
  ○ Had you worked with the Foundation, or any of the program officers previously?
  ○ If so, how would you describe your relationship?

Evaluation Design/Questions

• What were the goals for the evaluation?

• Please describe briefly the evaluation design.

• What questions did your design intend to address?
  ○ What did you hope to learn?
  ○ To what extent were your expectations aligned with the Foundation’s?

• What informs your design/method choices?

• Who was involved in designing the evaluation?

• To what extent was your design a “negotiation” between you and the Foundation?
  ○ How was the design finalized – please describe the process.

Communication/Foundation Relationship

• Once the design was finalized, what role did the Foundation play in your evaluation?

• Will you tell me a little about your interactions with the Foundation?
  ○ What was the ongoing communication like with the Foundation?

• How would you describe your relationship with program officers and R&E officers?

• Will you tell me about a time when you encountered a challenge, or something about the evaluation didn’t go as anticipated?
  ○ How did you go about resolving these issues when they come up?

Stakeholders

• Who do you consider to be the key stakeholders in this study?
• In what ways have stakeholders been engaged in this study?

Findings/Reporting

• Please describe the ways in which the evaluation has met its goals.
  ○ Describe some of the challenges encountered in meeting the goals.

• Describe your approach to reporting.
  ○ To whom do you report findings?
  ○ How do you report to these groups?

Use

• Who would you identify as the primary users of the evaluation?

• In what ways were the findings for this evaluation used? By whom and for what purposes?

• In what ways did the evaluation contributed to meaningful changes in the program?
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### Evaluation Policy Coding Framework

<table>
<thead>
<tr>
<th>CODE</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation Policy Contexts/Inputs</td>
<td>The circumstances within which evaluation occurs.</td>
</tr>
<tr>
<td>Program</td>
<td>What does the policy indicate about the program in advance of conducting an evaluation?</td>
</tr>
<tr>
<td>Evaluation Identification</td>
<td>Which programs or entities are the objects of evaluation?</td>
</tr>
<tr>
<td>Definition</td>
<td>How is evaluation defined?</td>
</tr>
<tr>
<td>Schedule</td>
<td>How often are evaluations scheduled? When should they be scheduled? How are the various components scheduled?</td>
</tr>
<tr>
<td>Evaluator Selection</td>
<td>How are evaluators selected?</td>
</tr>
<tr>
<td>Technical Expertise</td>
<td>What technical or methodological expertise/training should the evaluator have?</td>
</tr>
<tr>
<td>Content Knowledge</td>
<td>What substantive knowledge should the evaluator have?</td>
</tr>
<tr>
<td>Interpersonal Skills</td>
<td>What interpersonal skills should the evaluator possess?</td>
</tr>
<tr>
<td>Values</td>
<td>What would be the values, beliefs, priorities, orientation, and attitudes of the evaluator?</td>
</tr>
<tr>
<td>Other</td>
<td>What other characteristics of the evaluator are needed?</td>
</tr>
<tr>
<td>Stakeholders Identity</td>
<td>What stakeholders should be involved in the evaluation? How should these stakeholders be identified or chosen?</td>
</tr>
<tr>
<td>Inclusion Reason</td>
<td>What is said about why stakeholders should be included in the evaluation? What are the reasons one might want to involve stakeholders? How is their inclusion justified?</td>
</tr>
<tr>
<td>Resources Personnel</td>
<td>Who are the personnel involved in the evaluation?</td>
</tr>
<tr>
<td>Time</td>
<td>What is said about how much time is/should be devoted to the evaluation?</td>
</tr>
<tr>
<td>Financial</td>
<td>What is said about finances/budgeting for evaluation?</td>
</tr>
<tr>
<td>General</td>
<td>What is said, broadly, about resources devoted to evaluations?</td>
</tr>
<tr>
<td>Evaluation Activities</td>
<td>The procedures used in planning and carrying out evaluations.</td>
</tr>
<tr>
<td>Capacity building</td>
<td>What is said about efforts to build the capacity of program personnel to participate in/conduct evaluations?</td>
</tr>
<tr>
<td>Planning/Preparation Contracts</td>
<td>What is said about the formal contracts between evaluators, the Foundation and program personnel?</td>
</tr>
<tr>
<td>Understanding the Program</td>
<td>What sorts of activities are implemented in order to help the evaluator and stakeholders understand the program?</td>
</tr>
<tr>
<td>Designing the Evaluation</td>
<td>What sorts of activities are involved in designing the evaluation (including decisions about study questions, methods, etc.)?</td>
</tr>
<tr>
<td>Roles</td>
<td>How are roles of involved parties differentiated?</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>Conducting the Evaluation Methods</td>
<td>What does the policy communicate about methods to be used in evaluation?</td>
</tr>
<tr>
<td>Evaluator's Role</td>
<td>What is the role of the evaluator in conducting the evaluation? What are her/his responsibilities?</td>
</tr>
<tr>
<td>Foundation's Role</td>
<td>What activities does the Foundation undertake during the evaluation?</td>
</tr>
<tr>
<td>Program's Role</td>
<td>In what ways is the program to be involved in the evaluation?</td>
</tr>
<tr>
<td>Administration</td>
<td>What is said about the logistics of coordinating and administering the evaluation?</td>
</tr>
<tr>
<td>Communication</td>
<td>What is said about communication between parties involved in the evaluation?</td>
</tr>
<tr>
<td>Managing Relationships</td>
<td>What does the policy indicate about how relationships between parties should be managed?</td>
</tr>
<tr>
<td>Stakeholder Participation</td>
<td>In what ways (and to what extent) should stakeholders be involved in the evaluation? What are their roles and responsibilities?</td>
</tr>
<tr>
<td>Data Collection</td>
<td>What is the approach to data collection? Does this approach emphasize particular sources of data or collection methods? Who is involved in collection?</td>
</tr>
<tr>
<td>Data Analysis</td>
<td>What's the approach to data analysis? Are there particular methods that are typical of the approach? Who is involved data analysis?</td>
</tr>
<tr>
<td>Developing Conclusions</td>
<td>How are conclusions reached? What is the basis for a conclusion, and whose is it?</td>
</tr>
<tr>
<td>Findings</td>
<td>What is said about evaluation findings/results?</td>
</tr>
<tr>
<td>Ethics</td>
<td>What is noted about addressing ethical issues in evaluation?</td>
</tr>
<tr>
<td>Reporting</td>
<td>Through what means are evaluation findings communicated?</td>
</tr>
<tr>
<td>Format</td>
<td>What information is included in evaluation findings?</td>
</tr>
<tr>
<td>Contents</td>
<td>Who is the intended audience for evaluation findings?</td>
</tr>
<tr>
<td>Audience</td>
<td>What are the practices described for evaluating evaluations?</td>
</tr>
<tr>
<td>Evaluation Effects/Consequences</td>
<td>The desired outcomes of the evaluation policy.</td>
</tr>
<tr>
<td>Goals</td>
<td>What does the evaluation hope to accomplish?</td>
</tr>
<tr>
<td>Findings</td>
<td>What is said about evaluation findings? Note: this is just about findings generally, not about their use. What specifically results from the evaluation?</td>
</tr>
<tr>
<td>Use</td>
<td>How are evaluation findings used?</td>
</tr>
<tr>
<td>External Factors</td>
<td>Are there factors or conditions (external to the evaluation itself, beyond its influence) that could affect the extent to which the evaluation achieves the intended effects? May be thought of as confounding variables.</td>
</tr>
<tr>
<td>Assumptions</td>
<td>The underlying beliefs that inform/motivate the proposed</td>
</tr>
</tbody>
</table>
What assumptions are made concerning programs that are the object of evaluations?

What assumptions are made concerning knowledge or reality?

What assumptions are made concerning stakeholders?

What assumptions are made about evaluation generally?

What assumptions are made about the ways of gathering information over the course of an evaluation?

What assumptions are made about evaluation results?

What assumptions are made about reporting or otherwise communicating findings?

What assumptions are made about the use of findings?
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