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INTRODUCTION

With this first issue of Access, we at the University of California Transportation Center seek to introduce our research to a diverse community of readers. By presenting our findings in a nontechnical format, we hope to make them accessible to professionals in various fields and to citizens who might find them useful or perhaps merely interesting.

Most of our research reflects the importance of improving accessibility in metropolitan areas — and without worsening the transport system’s environmental effects. Because metropolitan development patterns shape travel choices on roads and transitways, we conduct research on those underlying urban forces that make for movement of people and goods. Because public policy so fundamentally affects both the shape of the modern metropolis and the functioning of its transportation system, we are primarily oriented to exposing policy options that might improve both. Because remedies for deficient accessibility cannot be found by attacking mere symptoms of systemic problems, we seek to explore alternative long-term, whole-system strategies that might inform officials in both the public and the private sectors.

The University of California Transportation Center (UCTC) was founded in Fall 1988, sponsored by the U.S. Department of Transportation (USDOT) and the California State Department of Transportation (Caltrans). Our research, education, and public service activities are primarily conducted on the University’s campuses at Berkeley, Davis, Irvine, and Los Angeles. Some additional work is based at the University of Southern California; at California State University, Long Beach; and at Arizona State University, Tempe. UCTC’s participants are drawn from many disciplines and professions, joined by the shared goal of enhancing accessibility for everyone. We look forward to continuing expansion of our research and to growing collaboration with USDOT, Caltrans, the many agencies within our region, and colleagues at other universities.

Selected articles on other research will appear in future issues of Access. UCTC’s technical research papers currently in print are listed, along with an order form, at the back of the magazine. We encourage you to write for those you’d like to read.

If you have critical responses to articles appearing here or suggestions for future editions of Access, we shall be pleased to receive them. With the wish that Access will become an effective medium for exchanging information and ideas, we offer these essays hoping they’ll entice open conversations on topics of mutual interest.

Melvin M. Webber
Center Director
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Cars and Demographics

BY CHARLES LAVE

Imagine that it's January 1968. Our environmentalist coalition has swept all the national elections and is ready to declare war on the automobile. We shall make urban life in America as civilized as urban life in Europe. Our major legislative program is put forth, and passed:

—We triple the price of gasoline — to $4 per gallon.
—We build thousands of miles of rail transit.
—We radically increase the cost of downtown parking.
—We effectively restrict land use so that most of the suburban population moves back into the cities.

Tough measures? Yes, but worth it. We are serious about driving a stake through the heart of the automobile demon. To validate the efficacy of these new policies all we need to do is look abroad. Most Western European nations implemented such legislation years ago. Let's look at their success. Figure 1 compares the growth of the automobile population in the U.S. and in Western Europe.

Notice, over the period 1965-87, the 3-to-1 ratio in the growth of automobiles per capita. An impressive difference. And how much of that difference can we attribute to the pro-transit, anti-auto, anti-suburbanization policies in Western Europe? Unfortunately, at least in terms of this graph, the answer is: None. The fast growth curve in Figure 1 is Western Europe; the slow growth curve is the United States.

There are no statistical gimmicks in Figure 1; the number of automobiles in Western Europe has risen about three times as fast as the number in this country. To understand why, consider a very simple explanation.

First of all, people have a strong desire for convenient, fast, private transportation. As personal income rises, people are increasingly able to afford these desires. Most people seem to view public transportation as a barely tolerable substitute for the real things — their own cars. But they will quickly buy cars once they have enough money to do so. The tough anti-auto policies in Western Europe have been overwhelmed by a far stronger force: the growth of personal income. Let's begin by examining data from the United States.

Charles Lave is professor of economics, University of California, Irvine, CA 92717.
DEMOGRAPHICS OF AUTO GROWTH IN THE UNITED STATES

From 1950 to 1970, the number of vehicles in the United States grew 3.8 times faster than the human population. One reason for the disproportionate growth rate was the country's changing age structure: the large baby-boom cohort got older and began to get driver's licenses. Although the total U.S. population grew slowly, the portion eligible to drive grew quite rapidly. But now the transition in age structure is over. The baby boom ended in 1964; the youngest are now 28 years old. The number of new driving-age Americans is not what it once was.

Traditional sex roles related to driving and working have also changed, and so the numbers of women with driver's licenses grew much faster than the population as a whole. Figure 2 shows the pattern of licensing among women in 1969 and 1986. The 1969 data show a sharp decline in the proportion of women driving after age 40; these older women grew up in a time when it was not customary for women to drive. But this drop-off is not evident in the 1986 data. To see this more clearly, mentally shift the 1969 curve to the right 20 years, add in a small secular increase and the result is close to the observed 1986 data. The essentially flat profile in 1986 shows that this demographic transition is almost completed.

One of the forces behind the change in licensing patterns was overall income growth. Also important was the growth in women's participation in the job market. Jobs increase financial clout and let a higher proportion of women demand the kind of independence that auto travel provides. The number of women working in the United States has risen steadily, and by 1988, 56.6 percent of all working-age women were in the labor force. Can it rise much higher? The 56.6 percent figure seems to allow plenty of room.

It doesn’t work that way, however. We should not expect that all women will ultimately choose to compete in the job market, especially if we know that all working-age men don’t. Using labor force figures as a baseline, Figure 3 shows the relevant ratio and its growth over time. Women’s labor force participation is now 82 percent of men’s, and it is obvious that the growth is slowing. In fact, the Bureau of Labor Statistics projects only 5 percent growth during the 1990s.1

1 Fuller, p. 4.
Research also suggests a strong relationship between income and vehicle ownership. So it seems reasonable to suspect that the enormous growth in U.S. per capita income during the 1950-70 period led to an equally explosive growth in numbers of vehicles. Figure 4-A shows the data: the top line shows growth in income per person; the lower line shows growth in vehicles per person. Figure 4-B plots the relationship between these ratios. The horizontal axis is per capita income in constant 1982 dollars. The curve starts at about 0.3 vehicles per person in 1940 and grows to almost one vehicle per person today.

SATURATION OF AUTO DEMAND

Casual observers attribute the increase in the number of automobiles to population growth (more people means more cars), while more sophisticated observers know that income and licensing are important factors. But what many have missed altogether is the slowdown in growth resulting from saturation of auto demand. The shifts in demographics that produced the increases have run their course. The growth in vehicle population will be much slower in the future.

Trends in auto sales can be understood through comparison to the videocassette recorder (VCR) market. When VCRs were first introduced, no households had them. As consumers began buying VCRs, yearly sales rose much faster than the annual population growth. But manufacturers eventually reached a saturation point: nearly every household had a VCR. Since few consumers felt they needed more than one, VCR growth rates declined. Future sales will primarily be to first-time buyers, or to replace existing recorders. (This analogy also explains the overcapacity in auto manufacturing, and suggests that the current round of plant closings will be permanent, not temporary.)

We now have about 1.1 vehicles per licensed driver, but this is not a good measure of saturation. This ratio has always been high (it was .8 vehicles per licensed driver in 1950). To measure vehicle saturation, we must look at the ratio of cars to potential drivers — that is, all persons of driving age. The United States had .95 vehicles per person of driving age in 1989; essentially one car per person capable of being licensed. Absent distribution effects, such a ratio seems a good indication of vehicle saturation.

* Throughout this section, the term "vehicles" or "autos" refers to personal-use vehicles, i.e., the sum of cars plus those light trucks used for personal transportation. (This was 67 percent of light trucks in 1987 and 57 percent in 1982.) The term "population" means the driving-age population, those in the 15-74 age-cohort — the relevant group for measuring demand saturation.
Figure 5-A shows the disproportionate growth rate of vehicles compared to the driving-age population. Figure 5-B shows the same data in a different perspective: the growth of vehicles per person. In the 1950s, the ratio of vehicles to people jumped 40 percent, followed by a 27 percent jump in the 1960s, a 19 percent rise in the 1970s, and only a 12 percent increase during the 1980s. The era of disproportionate vehicle growth is over.

**DISTRIBUTIONAL ISSUES**

Does this country’s average of 0.95 vehicles per person of driving age indicate vehicle saturation? What might be hiding behind this average?

**REGIONAL EFFECTS:** Perhaps the high average reflects a few “car crazy” states (like California) being combined with more environmentally conscious states. I compiled data for 13 states distributed randomly across the United States. All regions show essentially similar patterns of vehicle growth and saturation. (Note: California is abnormal: in the West, Colorado and Washington have significantly higher vehicle/population ratios; Florida and Georgia are higher in the South.)

**HOUSEHOLD EFFECTS:** Perhaps the high statewide averages conceal big differences among households: some households have many more vehicles than drivers, while others have none. I cannot make a direct evaluation of this possibility with the available published data. I can, however, show that the unequal distribution effect is not large. In 1980, 82-90 percent of all households had at least as many vehicles as workers. Researcher Alan Pisarski comments: “Zero-vehicle households tend to be very small households located in larger central cities. In fact, the New York area alone has 20 percent of the nation’s households having no vehicles.” Accordingly, I do not expect any additional vehicle growth to come from purchases made by members of zero-vehicle households.

**SUMMARY FOR THE UNITED STATES**

The United States has undergone a period of disproportionately rapid growth in numbers of autos. The increased desire for auto transportation was sparked by changes in the composition of the work force, and in the age structure of the population. The increase in per capita income gave people the means to implement their desires.

These changes have run their course. Although the era of rapid growth is over, its psychological effects are not. Much of our pessimism about congestion comes from living during that rapid growth period. Planners say there’s no point in building more roads, they always fill up immediately. But sometimes we place too much weight on experience. Generals prepare to fight the last war; urban planners prepare to fight the last trend. It’s time to think seriously about expanding the U.S. highway network. —

---

*Pisarski, pp. 67.*
AUTO GROWTH AND USE IN WESTERN EUROPE

Figures 6-A and 6-B show the curves of vehicle growth in 10 Western European countries. The difference in growth rates between the United States and Europe is clear: the United States has reached the saturation point while Europe is still growing fast.

I noted earlier that even Europe's tough anti-auto policies have not been sufficient to stifle growth in numbers of autos. But where will it end? At current growth rates, these 10 countries will reach the vehicle saturation point in 19 years. Will they get that far? Perhaps those anti-auto policies will stop growth before that point. Perhaps not. Vehicle growth has already increased much further than planners expected.

Vehicle ownership is just part of the story. Intensity of use matters as well. Europe's high gasoline prices, expensive parking, and inadequate roads must surely discourage driving. But not by much, apparently. In 1987 the average European car was driven 8,149 miles per year, compared with 9,928 in the United States.

Finally, we might compare growth trends in auto travel. For the period 1965-87, vehicle miles traveled (VMT) per person increased 164 percent in Europe, but only 69 percent in the United States. Consider again Europe's anti-auto regulations. They include every item that has been on this country's environmental wish list for the past 30 years. These are strong policies. The degree of governmental restriction upon personal freedom would be unprecedented in this country. But even this set of policies has not been sufficient to exorcise the demons of auto use in Europe.

We know that public transportation has lost the battle against the auto in the United States. Figure 7 shows it is losing the battle in Europe too. The fraction of total travel made on public transit is steadily declining. Surely, this is discouraging, for the quality of European transit systems is far better than anything we might hope to achieve in the United States.

ENVIRONMENTAL IMPACT OF PUBLIC TRANSIT

But, suppose we could reverse the trend. Might increased use of public transit then have an important effect on our consumption of energy or on emissions of greenhouse gases? The answer is: no.

The difference in energy efficiency between transit and autos was never very large to begin with, and federal policy over the past twenty years has reduced it. First, federal CAFE standards have almost doubled auto fuel efficiency since 1973. Second, as an unintended consequence of federal
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actions to increase transit patronage, the average transit vehicle’s energy efficiency has fallen by about 50%. (Buses and rail transit cars became air conditioned and heavier.) Figure 8 shows the surprising result. Autos, transit buses, and rail transit are now nearly equivalent.

However, we must read these data with caution, for they reflect vehicles operating with average load factors. Autos used for the journey to work have lower than average load factors, so auto energy efficiency would be decreased about 50% for that portion of auto travel. (Commute trips are about 30% of total auto miles of travel.) But the rail data record the average between energy-efficient old rail systems such as the New York subways, and inefficient rail systems such as BART and Washington Metro.

**PROSPECTS FOR INCREASING TRANSIT PATRONAGE**

Since 1964 the federal mass transit agency has spent about $100 billion trying to find some way to lure people out of cars. Money was easily available to pay for almost any conceivable experiment: subsidized fares (even free fares), more comfortable vehicles, increased schedule frequency, express schedules, free refreshments, timed transfer systems, extended operating hours, special fares for special groups, free parking at transit stations, advertising, image-improvement campaigns, etc. None of these experiments produced significant gains in transit patronage. The federal money managed to halt the long-term decline in patronage, but could not reverse it.

Radical new policy measures such as substantial parking fees would increase transit use for the tiny proportion of travel involved in commuting to large central business districts. But the effect on overall travel volumes would be barely measurable.

So we must conclude that it’s very, very hard to lure people out of automobiles and into transit. Even if it were possible (and there is no evidence in the literature to support this hope), we would still not save much energy because the energy efficiency of transit and autos are roughly the same.

**SUMMARY AND CONCLUSION**

In worldwide perspective, rapid growth of automobiles began in the United States because we were richer than other nations. But other nations soon headed down the same path as their incomes increased, and their stock of autos is rapidly approaching ours. Europe’s anti-auto policies may ultimately stop the growth of auto use before it reaches U.S. levels, but that is only a guess.

The desire for personal mobility seems to be unstoppable — it is, perhaps, the Irresistible Force. The role for U.S. policy is clear: if we cannot suppress that desire we should certainly channel it toward a more civilized automobile — one that is smaller, more fuel-efficient, and less polluting. Instead of continuing our ineffective crusade against auto use, we should try to provide environmentally sound automobiles. It’s not so noble a goal as suppression, but it does have the advantage of feasibility. □
**U.S. Transportation Energy Summary**

The Importance of Oil
Transportation sector's energy from oil: 97.1%
Proportion of total oil consumption used by transportation: 63.2%
Proportion of total energy produced from oil: 41.9%
Proportion of total US energy used by transportation: 27.3%

Proportions of All U.S. Transportation Energy Used, by

<table>
<thead>
<tr>
<th>Mode</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cars</td>
<td>50%</td>
</tr>
<tr>
<td>Light trucks</td>
<td>18%</td>
</tr>
<tr>
<td>Other trucks</td>
<td>14%</td>
</tr>
<tr>
<td>Off-highway vehicles</td>
<td>3%</td>
</tr>
<tr>
<td>Airlines</td>
<td>9%</td>
</tr>
<tr>
<td>Transit buses</td>
<td>0.7%</td>
</tr>
<tr>
<td>Rail transit</td>
<td>0.3%</td>
</tr>
<tr>
<td>Water freight</td>
<td>6%</td>
</tr>
<tr>
<td>Pipelines</td>
<td>4%</td>
</tr>
<tr>
<td>Rail freight</td>
<td>2%</td>
</tr>
</tbody>
</table>

Proportion of Vehicle Miles Traveled, by

<table>
<thead>
<tr>
<th>Mode</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autos and personal light trucks</td>
<td>84%</td>
</tr>
<tr>
<td>Commercial trucks</td>
<td>16%</td>
</tr>
</tbody>
</table>

Proportions of Person-Miles Traveled, by

<table>
<thead>
<tr>
<th>Mode</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autos</td>
<td>71%</td>
</tr>
<tr>
<td>Personal light trucks</td>
<td>14%</td>
</tr>
<tr>
<td>Commercial vehicles</td>
<td>15%</td>
</tr>
</tbody>
</table>

Total Freight Ton-Miles: 3,114 billion, by

<table>
<thead>
<tr>
<th>Mode</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truck</td>
<td>22%</td>
</tr>
<tr>
<td>Water</td>
<td>28%</td>
</tr>
<tr>
<td>Pipeline</td>
<td>19%</td>
</tr>
<tr>
<td>Rail</td>
<td>31%</td>
</tr>
</tbody>
</table>

**World Transportation Energy Comparisons**

Proportion of All Oil Used in Transportation, in

<table>
<thead>
<tr>
<th>Country</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>38%</td>
</tr>
<tr>
<td>Europe</td>
<td>45%</td>
</tr>
<tr>
<td>United States</td>
<td>63%</td>
</tr>
</tbody>
</table>

Proportion of Passengers Carried in Public Transit, in

<table>
<thead>
<tr>
<th>Country</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>22%</td>
</tr>
<tr>
<td>Europe</td>
<td>8%</td>
</tr>
<tr>
<td>United States</td>
<td>1%</td>
</tr>
</tbody>
</table>

Prices of Unleaded Regular Gasoline per gallon, in

<table>
<thead>
<tr>
<th>Country</th>
<th>Price ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>4.34</td>
</tr>
<tr>
<td>Europe</td>
<td>3.60</td>
</tr>
<tr>
<td>United States</td>
<td>4.92</td>
</tr>
</tbody>
</table>

New Car Fuel Economy in Japan, Europe, and United States

New car fuel economy is the same.

Annual Miles Traveled per Vehicle

<table>
<thead>
<tr>
<th>Region</th>
<th>Proportion of U.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>65%</td>
</tr>
<tr>
<td>Europe</td>
<td>85%</td>
</tr>
</tbody>
</table>

COMPULSORY RIDESHARING IN LOS ANGELES

BY MARTIN WACHS AND GENEVIEVE GIULIANO

Americans often look to Southern California as a place where lifestyle trends are born. Now, ironically, the land that has long glorified the car culture is galvanizing commuting behavior and encouraging abstinence from the once-acceptable custom of solo driving. The catalyst for this behavioral change is Regulation XV, adopted by the South Coast Air Quality Management District in 1987. Also known as “The Commuter Program,” Regulation XV requires all public and private employers (firms, government agencies, schools, hospitals, etc.) with at least 100 employees at any work site to devise commute alternatives for employees and to reduce the numbers of people driving alone to work.

Regulation XV is part of the regional plan for meeting federal and state air quality standards in the auto-dependent Los Angeles area (Los Angeles, Orange, Riverside, and part of San Bernardino counties) where topography, prevailing winds, and extended daylight hours all contribute to its infamous smog. Soon, nearly a dozen American cities will adopt their own versions of Southern California’s ridesharing ordinance. The Clean Air Act Amendments of 1991 require that other “non-attainment areas,” (regions with air quality rated severe or extreme), enforce mandatory ridesharing programs at all work sites with 100 or more employees. The overall effectiveness of Regulation XV will be of national interest since it will serve as a prototype for other cities. We have monitored the program since its inception, and preliminary results of the regulation’s impact on ridesharing behavior are quite encouraging.

Companies failing within the Regulation XV guidelines must submit an implementation plan within 90 days of notification and must designate and train an on-site Employee Transportation Coordinator. In the plan, which must also be approved by the district office, the employer outlines a strategy for increasing Average Vehicle Ridership (AVR) to a specified level over the first year. AVR is the ratio of peak morning commuters to the total number of cars driven by these employees. One year after the plan’s implementation, the employer must recalculate the AVR of its workforce. If the company fails to meet its target AVR, it is then required to revise the plan and implement the revisions during the second year. Failing to reach the AVR goal is not a violation of the regulation; failing to implement the plan, though, is punishable by fine. So far, fines as high as $150,000 (a major retailing chain was the guilty party) have been levied against companies that failed to fulfill their obligations under the regulation.

Changes in Mode Shares After One Year of Regulation XV
Sample of 1110 Work Sites

<table>
<thead>
<tr>
<th>CHANGES IN MODE SHARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
</tr>
<tr>
<td>Drive Alone</td>
</tr>
<tr>
<td>Carpool</td>
</tr>
<tr>
<td>Vanpool</td>
</tr>
<tr>
<td>Bus</td>
</tr>
<tr>
<td>Walk / Bike</td>
</tr>
<tr>
<td>Telecommuting</td>
</tr>
<tr>
<td>Compressed Hours</td>
</tr>
</tbody>
</table>

* Significant at p ≤ .01
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Employees who abandon solo driving for alternative commute methods such as public transit, carpooling, vanpooling, walking, telecommuting, and cycling — often enjoy benefits like gas reimbursement, discounted transit tickets, and preferential parking. Enterprising companies have developed promotions such as posters and prizes to encourage ridesharing. On-site amenities including automatic teller machines, health clubs, and restaurants are implemented to reduce employees' need to make daytime car trips.

We monitored the progress of some 1,110 job sites subjected to the regulation for at least one year. Data collected by the district office helped evaluate whether AVR targets were being met. We also examined the role of the Employee Transportation Coordinator.

Preliminary analysis shows the level of solo commuting has diminished. Average vehicle ridership figures rose from 1.21 to 1.25, a statistically significant improvement. Of the job sites monitored, more than two thirds experienced AVR increases during the first year, and one fifth of the job sites had AVR growth of more than 10 percent. Carpooling was the most popular commute option, and vanpooling also increased significantly. As a transportation method, sharing rides makes sense; it is the alternative least disruptive to existing organizational patterns, and there are many ridesharing agencies and consultants able to provide matching services. However, the numbers of employees walking, cycling, and using public transit did not increase.

Generally, the greatest improvement in AVR was among employers whose initial AVRs were quite low. We also found that numbers of workers at different job sites had little to do with levels of AVR improvement.

Among the firms sampled, more than two thirds offered preferential parking for carpool and vanpool commuters, while only a fraction of employers introduced parking pricing as a strategy to encourage ridesharing. The most widely adopted incentives included financial reimbursement to users of public transit, a guaranteed ride-home program, and promotional prize drawings.

Regulation XV has created thousands of new positions for Employee Transportation Coordinators. Some coordinators have participated in formal training programs; still others have formed professional organizations. A telephone survey of 200 coordinators found that more than 90 percent were employees of their firms prior to adoption of Regulation XV.

Despite the rigid requirements, the amount of effort devoted to ridesharing by most employers has been modest. One third of coordinators surveyed estimated that their employers spent less than $10,000 per year on the alternative commuting program. Almost half said they devoted less than 10 percent of their time to ridesharing duties.

Our research also includes in-depth case studies of five companies, aimed at examining the organizational and institutional benefits and costs of Regulation XV, as well as ways to estimate the impacts of the regulation on vehicle miles traveled. These components of the study are still underway.

REFERENCES
South Coast Air Quality Management District, Transportation Program Management Division, Regulation XV Status Report Summary, February 18, 1992.
REDUNDANCY:

THE LESSON FROM THE
LOMA PRIETA EARTHQUAKE

BY MELVIN M. WEBBER

The big news from the Bay Area’s 1989 earthquake was that the transportation disruptions were only inconvenient, not dreadful. Structural failures on the Bay Bridge and several elevated concrete freeways cut major metropolitan commuting routes. Nevertheless, the regional transportation system didn’t crash at the time. It was resilient because it was redundant — the parallel links took up the burden. Commuters got to work without intolerable hardship. Trucks got their freight delivered, nearly on time. Some businesses suffered in the short-term, but only a few failed.

Estimates place direct losses from the Loma Prieta quake at over $8 billion dollars, making it the costliest natural disaster in American history at the time. In addition, some costs must be assigned to the secondary losses resulting from the breakdown in accessibility. The surprise is that the losses were so low. Our studies into the effects of breaks in the metropolitan transportation network reveal three major reasons why traffic disaster did not follow the earthquake disaster:

ONE: THE BAY AREA HAS A REDUNDANT TRANSPORTATION SYSTEM

There is no more important feature of the Bay Area’s system than its substantial redundancy — and no more important lesson from the 1989 quake. Because we had other bridges that could substitute for the Bay Bridge, motorists had several options to choose among. Because we had an alternative channel with large and underused capacity in BART’s underwater tube parallel to the Bridge alignment, many transbay commuters and others could get to their destinations on time simply by changing modes.

Fortunately, the Bay Area has a network of freeways (including parallel freeways) and a ubiquitous network of wide streets and urban highways — virtually everywhere. We have a great many transit systems, some directly competing with one another. There are more than twenty local diesel bus operations, plus electric buses, electric trolleys, light rail in subway and light-rail above ground, heavy-rail rapid transit, a suburban railroad, ferries, jitneys, shuttle buses, and taxis, not to mention cable cars. In addition there are more than five million cars and trucks, mainline railways, major seaports, three major commercial airports, and numerous small general-aviation airports.

So when the quake struck down several big highway structures, individual travelers and shippers still had many options. As independent and autonomous consumers of transport services, they exploited those options, and pretty effectively. For some it took a little experimentation among unfamiliar possibilities during the first week or so. But then, most soon settled into one medium or another, and virtually everyone got to work without catastrophic delay or cost. 

Melvin M. Webber is professor emeritus of planning at the University of California, Berkeley, CA 94720.
As a result of those millions of individual choices, the overall regional transportation system also adapted to the broken links in the networks. Even though some routes were severely overloaded and subjected to their most severe tests ever, self-adjustments of route-timing and mode by individual motorists kept even those roads from clogging up entirely. Congestion was bad in some places, but even there we never did suffer the dreaded "gridlock."

Contrast this with the earthquake's effects on the city of Santa Cruz. Lying behind mountains that are crossed by only one major road, it was nearly isolated when the road was cut by slides and cracks. Emergency equipment couldn't get in, and economic disruption was severe.

True, Santa Cruz was closer to the epicenter, but the comparative transportation access at Santa Cruz and the Bay Area was a major factor in their comparative losses. Transport redundancy protected the Bay Area from severe disaster. It's in part because Santa Cruz lacked such transport redundancy that it suffered unduly.

I wish we could say that the genius of the Bay Area's transport-system lies in the redundancy built into it by design. But it's not true that it was deliberately planned — that we built parallel routes as an intentional hedge against breakdown in the system. Instead, our standard design criterion calls for just enough capacity to meet expected traffic loads and no more. Standard planning doctrine calls for least means — for minimum inputs in pursuit of maximum efficiency. It does not aim for maximum effectiveness.

Indeed, standard public administration dogma holds that redundancy — duplication or overcapacity — is equivalent to waste. However, it was redundancy that saved us in this instance, as in so many others. In other fields where system-wide failure is intolerable, designers require duplication (or triplication or quadruplication) of component parts. Computers, aircraft, space vehicles, telephones, missiles, and other complex systems, including complex institutions, are built that way. Their designers guard against system-wide collapse by installing standby components, seemingly superfluous parts that stand by, ready to take over in an emergency or whenever a component subsystem fails.

Urban infrastructural systems are analogous to those less complex examples, but the costs of urban breakdown can be enormous as compared to even complete failure of one of those. Loss of life from an 8-point earthquake in places like San Francisco or Los Angeles or Tokyo may be thousands of times greater than loss of life in an airliner crash. Financial losses may be millions of times greater than loss from a bank's computer crash. Standby infrastructural components may prove by far the most effective — and least expensive — means for protecting ourselves from natural disaster, despite heavy expenditures for additional physical plant in the short run.

So, I suggest that a first principle of system design should be to install redundant subsystems from the start — purposefully. We should do so recognizing the probability, if not certainty, that unanticipated breakdowns will occur, no matter how hard we try to prevent them.

TWO: TRANSPORT AND URBAN SYSTEMS ARE HIGHLY ADAPTIVE

The second reason the metropolitan transportation system failed to fail is that traffic systems, like market systems, have self-adjusting and self-correcting processes built into them. Urban travelers are remarkably adaptive. In the short-run, given the chance and given adequate information, they're
quick to find ways around bottlenecks by adjusting their travel routes, times, and modes. In the long-run, through the workings of labor markets and land markets, both job locations and residential locations get readjusted to accommodate traffic congestion and other constraints in the transportation system.

Those short-run adjustments were clearly evident during the Los Angeles Olympic Games when dire predictions of horrendous traffic jams proved wrong, mostly because travelers anticipated the congestion and took counter measures to avoid it. The adjustments are observed every day of the year when a road gets clogged and alert motorists find ways of avoiding the tie-up. So it was no surprise when transbay motorists quickly adapted to the closed freeways and the break in the Bay Bridge. They just moved over to the other roads and other bridges, and many became first-time BART riders or ferry passengers.

Long-term adjustments are evident in the huge expansion of houses and jobs in suburbs everywhere — the visible outcomes of individuals' and corporations' decisions to relocate in response to changing levels of accessibility. Where costs of traffic congestion exceed perceived tolerance levels, many employees look for work closer to home or try to find houses closer to their jobs. Always alert to the availability of an adequate labor force, employers respond to changing costs of congestion and to employee reactions to it. The relative decline of older central business districts and the rise of suburban job markets directly reflect long-term adaptations to crowded radial transportation corridors.

San Francisco city held over 50 percent of the metropolitan area's jobs in 1930, 31 percent in 1960, and only 18 percent today. Among other forces shaping the regional economy, that decline reflects the adaptation of land use patterns to traffic patterns, including patterns of congestion. Over recent decades, the old star-shaped radial travel pattern which focused on the central city has been transformed into a multidirectional network. Today most trips go from dispersed suburban origins to dispersed suburban destinations. The transportation system is thus much more flexible than it used to be when a few radial corridors were the dominant commuter routes. So, when the quake struck even large radial corridors, commuters were less cut-off than they would have been in an earlier time.

Right after the quake struck it also became clear that transportation agencies are themselves highly adaptive. Despite all we hear about bureaucratic rigidity, when there was need for quick response after the quake, they sprang into action with sophisticated diagnoses and damage repair, with effective traffic controls, with supplemental transit and ferry services, and with informative media campaigns that advised travelers about alternative routes and modes.

Furthermore, employers proved adaptive too. Some accommodated by adopting flex-time work schedules. Others shortened the work week, relocated work places close to employees' homes, permitted telecommuting from home, and in other ways tried to adjust to the truncated transportation system. Transit agencies responded quickly to keep undamaged facilities operating and to expand or install mass transit services where roads were closed. Truckers found ways around the blocks. As a consequence, the effects of the transportation system's failures were not nearly as bad as you might have expected.
We are thus led to conclude that, to a large degree, we can rely on the autonomous and adaptive responses of the many components of the metropolitan system and that we are not dependent upon central command-and-control management when natural disaster strikes. Individuals, employers, suppliers, and the various private and governmental organizations can be trusted to accommodate spontaneously. If supplied with sufficient resources, including sufficient infrastructural resources, the metropolitan system seems to be remarkably resilient.

THREE: THIS WAS NOT THE BIG ONE

Although the transport system survived the 1989 quake, it will not prove so hardy when The Big One comes, as we’re assured it will. The Iron Law of Seismic Events holds that the further we are from the last quake, the closer we are to the next one and the greater will be its severity. We’re now 86 years from the last big break on the Bay Area sector of the San Andreas Fault in the West Bay and 124 years from the last one on the Hayward Fault in the East Bay. Recent forecasts now set the probabilities of a magnitude 7 or larger earthquake in the San Francisco Bay Area at 67 percent before the year 2020. Next time, the present system may be unable to adapt.

THE LESSON FOR INFRASTRUCTURE PLANNING IN EARTHQUAKE COUNTRY

So the message from the Loma Prieta quake is clear: we were rescued by redundancy. We should plan now to build-in more redundancy and more flexibility, even as we accelerate efforts to retrofit existing facilities to withstand the major temblors that will come.

Of course the first and major effort must be to strengthen existing bridges, overpasses, roadbeds, buildings, and other structures that will be endangered by severe earth shaking. But, despite the most valiant efforts, there will inevitably be structural failures even then. Smart planning requires that we recognize the inevitability of failure and plan accordingly.

Parallel systems provide options, permitting the overall transport system to continue to function effectively, even when parts get broken. Next time, we should be prepared by deliberately installing parallel routes — and the more the better. For the Bay Area, I suggest that means more parallel bridges, more freeways, and more transit routes.

Despite its many transport subsystems, the Bay Area’s transport capacity is already deficient. That’s especially so in the suburbs where growth was earlier spurred by congestion in the metropolitan center and where we’ve been slow to install capacity sufficient to meet present and coming demand. But I suggest we need more than just enough additional capacity to relieve congestion. We also need to install safeguards in the form of excess capacity.

Public officials will think it wasteful and inefficient to build a lot of capacity in excess of short-term traffic volumes. But the Bay Area’s future viability may well hang on the region’s ability to continue functioning after The Big One hits — after the region has been shaken by 8 or more Richter points.

The ability to move emergency equipment freely can spell the difference between life and death for tens of thousands of persons and mean the preservation or loss of tens of thousands of buildings. The ability to sustain the metropolitan system — distribute foods and medicines; to supply water; to rejoin families; to the
keep the economy in working order; to maintain the critical telecommunications, fire-fighting, and policing services — all depend on a functioning metropolitan-wide transportation system.

Prolonged dislocation of passenger and freight movements that would follow severe damage to the transport system could, in turn, inflict severe and long-term damage to the local economy and to the public health. By averting some of the horrendous costs that will follow The Big One, investment now in future options and additional capacity will surely yield tremendous returns then.

The conclusions concerning transportation must be equally applicable to other public services. Sections of San Francisco were without electricity for about a week after the Loma Prieta shock, because several large transformers and circuit breakers were damaged; it then took time to find and install replacement parts. Future redundancy in power lines, telephone and other communications channels, water mains, hospitals, and the diverse arrays of emergency equipment will all surely increase the chances of surviving a large quake in the future.

Are the costs of these additional facilities warranted? It depends on the time horizon we assign to our estimates and the discount rates we apply. We have a notorious habit of heavily discounting future benefits that are further away than the next quarterly report or the next election. However, when the next quake strikes, whenever it comes, everyone will be grateful for the foresight that averted disaster.

And for survivors of The Big One — for those who live to tell about it — redundant public facilities systems could well prove to have been the major reason they survived.
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The replacement deck of the Bay Bridge being lowered into place, less than one month after the quake.
"I am going to democratize the automobile"

Henry Ford once said

"When I am through everyone will be able to afford one, and about everyone will have one?"

Environmentally Benign Automobiles

BY DANIEL SPERLING, LEE SCHIPPER, MARK DELUCHI, AND QUANLU WANG

His dream has come true. There’s now more than one vehicle for every licensed driver in the United States, and other developed countries are not far behind.

But has the car’s success created the conditions for its own demise? Conventional wisdom of market researchers, consultants, and other experts is that the automobile and its petroleum-powered internal combustion engine will be with us for a long time and that any energy and environmental problems can be readily solved.

The automotive industry would very much like to believe that cheery prognosis — and perhaps it’s correct. But suppose it’s not. What if global warming and climate change accelerate? What if people and governments begin to demand and expect even higher environmental quality? And how will the United States and other developed nations respond to growing oil imports?

The truth of the matter is that the automotive and energy industries are not prepared — neither in terms of technology nor corporate thinking — for the major changes that are imminent. Just as the American auto-industry underestimated the market threat of Japanese imports 20 years ago, the industry may now be underestimating demands for “greener” and more socially responsible vehicles and fuels. If the industry itself is not responsive, government will undoubtedly intervene, as it has in California. And it boils down not to the survival of the automobile itself, but of the automobile manufacturers.

TRENDS

Increased car usage has already created tremendous environmental stresses, along with parallel economic and political problems. Passenger travel, expressed as passenger miles per capita, is rising virtually everywhere, especially in the United States where cars are readily available. As shown in Figure 1, auto travel accounts for 75-85 percent of all domestic travel in virtually every developed country except Japan. But even in Japan, where distances are short, congestion nightmarish, and rail transit accessible, autos still account for almost 60 percent of
DOMESTIC TRAVEL BY MODE, OECD COUNTRIES:
1973 and 1988

<table>
<thead>
<tr>
<th>Mode</th>
<th>1973</th>
<th>1988</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rail</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: U.C. Davis/LBL study of “The Future of Motor Vehicles.”
* Europe-6: France, W. Germany, Italy, Norway, Sweden and United Kingdom.

Total travel — a figure that continues to rise. It is simply a myth that public transit is the principal passenger transportation mode in Europe and Japan; in developed countries, auto use is far more prevalent than transit.

The auto industry benefits from the high value that most people place on the mobility and accessibility offered by motor vehicles, and those people will likely sacrifice much to maintain freedom of movement. But those same people are becoming less tolerant of the growing energy and environmental stresses created by the current transportation system. Tensions are increasing between continuing demand for mobility and the adverse effects of automobile use.

Increasing use of gasoline and diesel vehicles will exacerbate problems of petroleum supply. The predicament is not one of inadequate world supply: all signs indicate plentiful amounts of oil will be available at reasonable prices for years to come. The hitch is that for the United States, Europe, and Japan, those plentiful resources lie elsewhere. Virtually all forecasts anticipate a large drop in oil production in the United States and other countries outside the Persian Gulf region in the 1990s and beyond. So automotive energy use in our country is increasing at the same time that petroleum production is declining, indicating potential political and economic problems domestically and internationally.

More use of petroleum-powered autos leads to increased emissions of greenhouse gases. Although there has been no definitive proof of global warming, scientists do know that emissions and atmospheric concentrations of greenhouse gases, especially CO₂, are rising at a rapid rate. It would be unwise to proceed as if climate change is not a potential problem. We would be grossly irresponsible, not to mention disrespectful of future generations, if we did not attempt to reduce these emissions now. As the Rio conference made clear, civic leaders around the world are demanding policies and actions to forestall further environmental damage, and governments are responding in turn.

OPTIONS

So what are the remedies? Several possible options for reducing petroleum use and vehicle emissions are at hand — some that involve behavioral changes and some that require technological developments.

Behavioral changes range from rethinking government policy to modifying individuals’ conduct. For individuals it means switching from single-occupant autos to carpool and transit, and also rearranging job-residence locations. For government it means improving land-use management and regional transportation systems with the aim of reducing numbers and lengths of single-occupant car trips. Of course, substantive behavioral changes are hard to influence and slow to occur. Current research shows that politically palatable strategies aimed at behavioral change are likely to achieve vehicle travel reductions of only a few percent. More sweeping changes may be possible over the long term, but they would require aggressive road pricing and land use management initiatives.
Technological fixes appear to be more effective at reducing emissions and petroleum use, in part because they are politically more acceptable. One technological approach to the problems of increased petroleum use and greenhouse gas emissions that promises modest improvement is improved fuel efficiency in automobiles. In fact, the fuel efficiency of new cars soared in the United States between the 1973-74 energy crisis and the late 1980s and improved slightly elsewhere. But, as shown in Figure 2, when a country’s entire vehicle fleet is taken together, one finds virtually no improvement over time, except in the U.S. where vehicles were previously huge and heavy.

Can fuel efficiency be improved further, and at what cost? The auto industry says new car efficiency could rise by 10-15 percent in the next 15 years, but many environmentalists insist that 40-50 percent improvements are necessary. Studies show that improvements in the range of 15 percent will provide a net economic gain. Upping efficiency beyond that may be socially desirable, but will likely require higher prices and down-sizing.

In any case, since the late 1980s, fuel economy has been falling, while per capita car ownership and use continue to rise. The result is increasing use of petroleum by passenger cars, as measured on both per capita and per country bases. Adding in expanding truck and air travel means that total transportation energy use is on a steady upswing. All this tells us that market forces alone won’t result in improved efficiency and reduced oil consumption and that, even with substantial government intervention, it will be difficult to reduce total petroleum consumption.

The most promising long-term technical fix for reducing petroleum consumption and environmental threats is to substitute alternatively fueled vehicles, especially electric vehicles. Unfortunately, methanol (made from natural gas) is no better than gasoline in reducing greenhouse gases, and natural gas vehicles are only slightly better, as shown in Table 1. Nevertheless, both offer modest air quality benefits along with replacing petroleum imports. The only way to obtain large reductions in greenhouse gases is to shift to non-fossil fuels — which means creating alcohol fuels from cellulosic biomass, and producing electricity and hydrogen from solar and nuclear sources.

The biomass option is promising. The U.S. Department of Energy is now targeting biomass production and conversion as a primary strategy for reducing greenhouse gases from transportation. However, because biomass plantations require large tracts of land, biomass fuels are unlikely ever to be the dominant source of transportation energy in any developed country (except perhaps in sparsely populated Scandinavia and New Zealand).

In the long run — which may not be far off — there loom two promising large-scale options. The first is electricity, produced from solar (and perhaps nuclear) sources and used to drive electric cars. The second is hydrogen, separated from water, using solar energy via photovoltaic cells, then burned directly in internal combustion engines or, more likely, in fuel cells.

Fuel-cell and solar technologies are immature and expensive. Ultimately, though, as the technologies are improved and the costs are reduced, electricity and hydrogen will likely become the dominant transportation energy sources. If climate change proves to pose a real threat and energy security becomes a high priority, we’ll likely see accelerated development and use of solar-based hydrogen and electricity.
Table 1. Greenhouse Gas Emissions of Motor Vehicles, Full Fuel Cycle, Relative to Gasoline Vehicles

<table>
<thead>
<tr>
<th>FUEL / FEEDSTOCK</th>
<th>PERCENT CHANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel cells using hydrogen made from water</td>
<td>-90 to -85</td>
</tr>
<tr>
<td>with solar power</td>
<td></td>
</tr>
<tr>
<td>Ethanol made from wood</td>
<td>-75 to -40</td>
</tr>
<tr>
<td>Hydrogen made from water using nuclear energy</td>
<td>-70 to -10</td>
</tr>
<tr>
<td>EVs, electricity from natural gas powerplants</td>
<td>-30 to -25</td>
</tr>
<tr>
<td>Compressed natural gas</td>
<td>-20 to 0</td>
</tr>
<tr>
<td>Methanol made from natural gas</td>
<td>-10 to +8</td>
</tr>
<tr>
<td>EVs, current U.S. powerplant mix</td>
<td>-20 to 0</td>
</tr>
<tr>
<td>Gasoline</td>
<td></td>
</tr>
<tr>
<td>EVs, electricity from new coal powerplants</td>
<td>0 to +10</td>
</tr>
<tr>
<td>Methanol made from coal</td>
<td>+30 to +70</td>
</tr>
</tbody>
</table>


Note: Emissions of all relevant greenhouse gases (CH₄, N₂O, NOₓ, CO₂ and NMHC) were calculated and weighted according to their "global warming" effect. Calculations include emissions from the entire fuel cycle, including production, transportation, end use, and vehicle manufacturing.

As for now, continuing development of electric vehicle (EV) technology, along with modest improvements in vehicle efficiency, are the most sensible options. EVs provide a “least-regrets” and least-cost strategy in preparing for the hydrogen and electricity future. While it’s true that present generation EVs are more expensive, require longer refueling periods, and have limited driving ranges, they also have positive attributes — less maintenance, convenience of home recharging, and quiet operation. More important from a policy perspective, they provide modest greenhouse and huge air-quality benefits in most regions of the world. (See Table 2.) In general, the less coal used for electricity generation, the greater the benefits. But even in the U.S., where 55 percent of electricity is made from coal, electrification of the entire automobile fleet would still result in up to 20 percent reduction in greenhouse gas emissions and substantial reductions in ozone pollution.

In most countries, EVs will be a boon to air quality. They eliminate hydrocarbon and carbon monoxide emissions and substantially reduce nitrogen oxides. They do tend to increase sulfur oxide and particulate emissions, but these increases are generally unimportant because cars generate less than 2 percent of those pollutants. Thus even a tripling of sulfur oxide emissions from cars would cause a relatively small overall impact. If introduced on a large scale, EVs would provide much larger air quality benefits than would any other serious option, including any liquid or gaseous fuels. In the long term, as electricity supply shifts to renewable sources, electric vehicles promise almost complete elimination of air pollution and greenhouse gases, as well as almost complete reliance on domestic resources.

**THE FUTURE**

Throughout industrialized countries, then, cars play an increasingly dominant role in passenger transportation, placing great stress on cities, the environment, and political institutions. Politicians and voters will continue to push for stricter environmental and social policing of the auto's effects. Not a single auto manufacturer has persuasively marketed itself and its vehicles as being socially responsible. Even if one had, who would have noticed? Most car owners — most people — would probably continue to behave as free riders, unwilling to pay extra for environmentally sound cars and fuels even if they do have strong environmental ideals. These same people will, however, vote to force car and fuel suppliers to act more responsibly, to subsidize the expenses associated with reduced environmental pollution. And politicians sense that.
That's what happened in California, where, in late 1990 and 1991, voters adopted strict regulations on vehicle emissions and the quality of gasolines. The new standards require vehicle manufacturers to reduce emissions by up to 80 percent over the next 12 years and require gasoline to be reformulated to reduce hydrocarbon and other emissions by 20-30 percent, at an estimated cost to consumers of about 15 cents per gallon.

The state also mandated that all major automakers must begin selling electric or other zero-emission vehicles by 1998. In that year, 2 percent of the cars sold in the state by each manufacturer must be zero-emitting. The percentage increases to 5 percent in 2001 and to 10 percent in 2003 — accounting for about 200,000 cars per year in 2003.

The facts regarding automobile use are unambiguous: cars provide accessibility and mobility, and they will likely dominate passenger transportation into the foreseeable future. The challenge is to commercialize a car that is environmentally benign. But that's not likely to happen without increased governmentally sponsored research aimed at such energy sources as fuel cells, biomass, and solar-hydrogen. Nor is it likely to happen without high taxes on high-impact fuels and on gas-guzzling cars — taxes high enough to motivate consumers and industry to turn to those fuels and vehicles. Government must also redesign anti-pollution regulations, making them more flexible and incentive-based. Current regulatory systems are economically inefficient, inappropriate for promoting alternative fuels, and lacking incentives for improvement and innovation. More appropriate incentives and effective regulations will spur the adoption of fuels and vehicles that are sensitive to regional differences and that provide major air quality, greenhouse, and energy-security benefits.
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Pavement-Friendly Buses and Trucks

BY J. KARL HEDRICK, KYONGSU YI,
AND MARGARET WARGELIN

Our roads are crumbling under the weight of buses and heavy truck loads. Although early researchers attributed the pavement damage to a fixed, “static” factor — the vehicle’s weight and design — we now know that much of the blame is owed to “dynamic” variables — the interaction between the vehicle’s suspension and the road surface. Recent studies show that dynamic force can double, even quadruple, pavement damage. But by equipping trucks and buses with advanced, “semi-active” suspensions, the problem of road wear can be effectively addressed. We are anticipating an up to 20 percent reduction in tire force on pavement surfaces.

Advanced suspensions have for years been available on high-performance cars, designed to improve performance. Semi-active suspensions — outfitted with a “smart” shock absorber, having a variable damping rate, a sensor, and a microprocessor that provides the smarts — afford a better ride than passive suspensions, which use a conventional spring and shock absorber system and can only temporarily store energy. Likewise, fully active suspensions, which include actuators to generate force, provide improved performance over their semi-active counterparts.

Still, active suspensions do have drawbacks, such as the need for a large external power source, increased complexity, and higher cost. Semi-active suspensions are the perfect compromise: they’re better performers than passives and are safer, more economical, and more practical than the actives. Our research investigated the effectiveness of semi-active truck and bus suspensions on reducing pavement damage.

Among the research methods we used were computer simulations to estimate dynamic tire force. The vehicle simulation package, known as VESYM, and the flexible pavement simulation programs, VESYS and PMARP, allowed us to compare alternative suspensions such as walking beam, leaf spring/short rocker, air spring, and, of course, semi-active suspensions. Figure 1 symbolizes the interaction between a truck or a bus subjected to a rough road surface and the road, which has previously been exposed to heavy loads. Figure 2 shows the interaction of the computer simulation programs developed and modified at the Massachusetts Institute of Technology and the University of California at Berkeley. VESYM figures the dynamic tire loads of trucks or buses once the road surface is specified. VESYS and PMARP compute pavement stress and also predict ultimate road life once the dynamic factors have been determined.
The research also includes laboratory experiments with a half-car test rig, shown in Figure 3. These tests showed how semi-active suspensions could reduce dynamic force and checked the feasibility of the suspensions from a real-time perspective. Although, obviously, the half-car, which was equipped with the semi-active system, is much lighter than a truck or bus, the experimental performance could prove helpful in the future, when actual vehicles are used.

Although the semi-active suspension provided large reductions in dynamic tire force both in the computer simulation and on the half-car rig, we needed to try experiments in actual field conditions. We conducted a two-week series of tests at the PACCAR test facility in Mt. Vernon, Washington, with help from PACCAR and the LORD Corporation, which provided the semi-active dampers. Besides confirming that semi-active suspensions would reduce dynamic force, and thereby reduce pavement damage, we also hoped to show that the suspensions would operate with limited computing speed and memory and be compatible with existing high-tech parts.

Figure 4 shows the experimental research vehicle, a Peterbilt 359 truck with a four-leaf driving axle suspension. The truck had been disassembled at the University of Michigan Transportation Research Institute in order to measure its physical and dynamic properties. We equipped the fully loaded truck with strain-gauged axles to measure the actual tire force on the road. Accelerometers showed how the semi-active suspension affected the cargo and driver. We put variable shock absorbers — with 13 possible damping rates, from very stiff to very soft — on each end of the two drive axles. It took two milliseconds to switch from one setting to an adjacent one, or 20 milliseconds to change from soft to...
hard. A semi-active clipped controller, when fed information about vehicle motion from an IBM PC, automatically switched the damper. Processing the cargo and axle accelerations in real time allowed for the elimination of the effects of noise on these values, which were then used to find desired settings for the shock absorbers.

The experiments took place at a constant speed on two sections of test track and on two three-mile sections of real road. We affixed 36 surface strain gauges at one-foot intervals along the track to determine the effects of the suspension on the pavement. Another section of track was made up of rough or broken concrete designed to simulate at 5 mph the results of driving on a moderately rough highway at 55 mph. Tests on a section of Interstate 5 North showed how semi-actives operate on a rough concrete highway, while another section of rural highway showed performance on asphalt.

We expected peak tire force reductions of up to 20 percent, which was the range computed during the computer-simulation experiments. (Figure 5) The data from the pavement sensors and strain gauges in the field are not yet available to be analyzed, but we have verified that the computer memory and speed requirements were within reason. The motors which set the shock absorber position did give us some trouble, but the absorbers themselves met all specifications.

The simulations and tests show a wide range in the pavement-damaging effects of existing suspensions and reveal that semi-active suspensions have the potential to reduce road wear dramatically. As for the future, the research done here is bound to be useful in other suspension experiments: for instance, the control algorithm could be optimized to improve vehicle handling and ride quality. New research could focus on the development of adaptive control algorithms to estimate vehicle loading. Other directions include figuring sensor, microprocessor, and damper requirements and developing a prototype of the microprocessor controller. Since the preliminary tests conducted at the PACCAR Technical Center reveal that semi-active suspensions are feasible from a real-time perspective, future studies are necessary to be sure about the cost/benefit tradeoff of such a system. □
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Everyone knows that being stuck in traffic is stressful, and few look forward to long commutes on congested roadways. But the negative effects of traffic congestion go beyond frustration and fatigue. Our research at UC Irvine since the late 1970s has discovered adverse health impacts of what we call “high impedance” commuting.
Our studies have been aimed at determining whether commuting really does lead to stress, and then to identify the exact causes of stress. We find that traffic congestion is indeed stress-inducing by virtue of the physical and perceptual dimensions of travel impedance. Physical impedance is objectively measured, reflecting the distance and time spent on the journey, along with the number of roads and freeways traveled on the trip. Time of day is also a factor: congestion is normally greater in the evening peak hours, when induced stress is compounded by fatigue from the workday. We find that commuting distance is directly related to blood pressure — the longer the distance, the higher the commuter’s blood pressure. High levels of physical impedance are also related to lower tolerance for frustration, to negative mood at the workplace, and to illness. For example, the more roads traveled by commuters, the more times they will call in sick at work.

Recently we have begun to pay greater attention to the perceived dimension of commuting constraints — what we call subjective impedance. It is measured by clusters of questionnaire items in various formats. We find subjective impedance is related to illness, chest pain, job choice, and residential satisfaction. Among the strongest findings are its effect on negative mood at home in the evening. Our ongoing research seeks to understand more fully the factors involved in these psychological effects of traffic congestion.

Documenting the social costs of traffic congestion involves moving beyond simple intuitions. While it may seem obvious that chronic exposure to traffic congestion is stressful, the specific psychological and physiological effects are far from obvious. It is quite a puzzle to determine which conditions will lead to significant differences in observable stress among which people. Furthermore, before we can say that the observed stress is due to commuting, we must scientifically control for many other factors, such as the person’s physical characteristics, income, education, home life, and work environment.

For example, you might think that long-distance commuting (driving 20 miles or more) would lead to increased heart rates or to decreased positive mood at work. You might also think that people with Type-A personalities who have long commutes on congested roads would be the most stressed. While these seem to be reasonable intuitions, we do not find any of them to be true.

We do find that blood pressure is affected (statistically controlling for age, weight, smoking, exercise, and medication), but not heart rate. Similarly we find that a congested commute increases negative moods (tension, nervousness, impatience, irritability), but we have never found significant decreases in positive moods. And while we first hypothesized that Type-A personalities with long commutes would be the most stressed, our studies show that Type-B individuals (more relaxed, easy-going personalities) are most negatively affected. It turns out that the personality factor is a dynamic variable affecting residential choice, job involvement, and what one does in the car. Long-distance Type-A commuters exercise more control in selecting their residences, are more involved in their jobs, and tend to think about work during the commute instead of paying attention to the traffic.

The demographic group with the most commuting stress is that of female solo drivers having long-distance commutes. Although they have the highest family income of all groups in our studies and are most involved in their jobs, they report less choice among residential locations and feel rushed in getting to work each morning. Because we find no differences between males and females in the objective characteristics of their commutes (distance traveled, time of commute, roads used, and intermediary stops), we are now studying whether the higher stress rate among women is due to role strain (an overload of demands at home and at work) or to other factors.

Raymond W. Nevaco, a psychologist, is professor in the School of Social Ecology, University of California, Irvine, CA 92717.
Our most recent study examined the potential stress-mitigating effects of ridesharing. We studied solo drivers, carpoolers, and vanpoolers— all with commute distances of more than 15 miles. Based on multiple testings at work sites, we find that female ridesharers have lower stress than do female solo drivers. Of the ridesharing groups, passengers consistently have lower blood pressure than drivers. Male passengers and female rideshare drivers not only have significantly lower blood pressure than solo drivers, but they also perform better on mental tests—digit copying, digit recall, and proofreading.

Our studies of commuting stress reveal substantial hidden costs associated with commuting. Figure 1 illustrates these hidden costs of commuting, both to the worker and to the business organization, pertaining to job change and commuting satisfaction. The commuters in this study worked at companies in the Irvine Industrial Area, and they participated in a two-phased project that had an initial testing phase and a follow-up 18 months later. During this interval, 14 percent of the participants changed jobs to new locations.

Those who moved to different companies had lower commuting satisfaction at the initial testing than those who did not change job locations. At the time of the follow-up, those who changed jobs had increased commuting satisfaction, while those who continued to work at the same place had decreased commuting satisfaction. All these differences in commuting satisfaction are statistically significant. Importantly, when we conducted these same analyses for job satisfaction and for residential satisfaction, we found no significant differences. This suggests that the job change was primarily a function of dissatisfaction with the commute, rather than with job or residential conditions.

Intensification in commuting dissatisfaction over time can be seen in a comparison of these three satisfaction measures (commute, job, and residence) in 1977, 1979, and 1989 when employees of the same two Irvine companies participated in our research. Figure 2 shows that, while the level of residential satisfaction reported in 1989 was somewhat higher than in previous years and job satisfaction was slightly lower (neither to a statistically significant degree), the level of commuting satisfaction dropped quite significantly, especially for the evening commute. Thus, for these samples of commuters from the same two companies, dissatisfaction with commuting intensified, but not with the job or residence.

Dissatisfaction with the commute is a cost the employee absorbs, often with delayed effects on health and well-being. Our research found there are strong spillover effects of this aspect of subjective impedance on home life. Employee turnover negatively affects the work organization as well. People will change jobs to cope with traffic congestion, but commuting stress is more often manifested in illness-related absence from work, employee turnover, and reduced levels of productivity and morale.

The findings from this program of research on commuting stress should alert businesses and social institutions to adverse consequences of commuting, providing another incentive for organizations to encourage workers to try alternative modes of transportation. Our preliminary results suggest that ridesharing has benefits for well-being, but these findings require corroboration and a larger investigation. We find that commuter interest in company-sponsored vanpools has increased significantly over the period of our research. We are now beginning a study on the psychological effects of commuting by that mode.
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