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Abstract

Several aspects of core-level photoelectron emission from solid surfaces as excited by high-brightness variable-polarization synchrotron radiation have been studied with a new beamline and experimental station at the Advanced Light Source in Berkeley. These include: resolution of different chemical states and site types via high-resolution photoelectron spectroscopy (PS), the use of state-resolved photoelectron diffraction (PD) to determine local atomic geometries, and the observation and analysis of circular dichroism (CD) effects in photoelectron diffraction. These methods have been applied to clean and oxygen-exposed surfaces of W(110). Full-solid-angle photoelectron diffraction from clean W(110) was measured, with the surface and bulk atoms being clearly resolved. This provided a test case for R-factor structure analysis of low energy photoelectron diffraction data, with experiment compared to theoretical calculations based on multiple-scattering theory. We found a 4.5% outward relaxation of the surface W layer, in good agreement with prior measurements. We also determined the positions of oxygen atoms in a saturated (1x1) oxygen overlayer on W(110) from full-solid-angle photoelectron diffraction with chemical state resolution, arriving at an W-oxygen interplaner distance of 0.91 ± 0.05 Å and a small shift from the geometric center of the pseudo-threefold hollow sites on W(110) by 0.10Å in the [1 1 0] direction. Using time- and state-resolved measurements, we studied the adsorption kinetics of oxygen on W(110), finding that gas pressure is an important variable in the kind of adsorption structure formed, with low-pressure adsorption in the 10⁻⁹ torr range not leading to any
long-range ordered oxygen structures in LEED. State-resolved PS and PD measurements nonetheless permitted determining the state-by-state kinetics, as well as the atomic position of the oxygen atoms in regions of the surface where only short-range order exists. A simple Monte Carlo model was found to reproduce several features of the kinetics data. Finally, we studied circular dichroism in core photoelectron emission from (1x1) oxygen on W(110), comparing experiment and multiple scattering theory. We observed large differences of up to 50% in the PD patterns when polarization is changed from right to left circular polarization and these CD effects are quantitatively reproduced by the calculations.
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Chapter 1
General Introduction

1.1. Surface Science

As the dimensions of elements in integrated circuits, magnetic storage devices, and other important technologies continue to shrink into the nanometer scale, a quantitative microscopic understanding of surface phenomena becomes increasingly more important. Other technologically significant processes in which surface physics and chemistry play crucial roles are catalysis, oxidation, corrosion, adhesion, and the formation of overlayers, interfaces, and nanostructures. This dissertation deals with photoelectron spectroscopy and diffraction techniques performed with high-brightness third-generation synchrotron radiation so as to provide several new methods for the quantitative analysis of these surface phenomena. The research includes the development of unique instrumentation for such studies, applications of it to illustrative test cases to demonstrate new capabilities, and studies of surfaces for which novel conclusions concerning atomic structure, chemical kinetics, and circular dichroism effects can be drawn.
1.11. Photoelectron Spectroscopy and Photoelectron Diffraction

In photoelectron spectroscopy (PS), a sample is exposed to a source of monoenergetic photons which excite electrons from the sample into free-electron states that can propagate into vacuum; these free electrons are termed photoelectrons. Einstein first described the process in 1905 [1]. He proposed the energy conservation law relating the kinetic energy of these electrons to the light frequency via the quantization of the electromagnetic energy absorbed. Thus did the concept of the photon originate. To bring this idea up to its present level of sophistication, the distribution of photoelectron kinetic energies is measured by an electron energy analyzer or spectrometer, and a "no-loss" photoelectron peak in the resulting spectrum made up of electrons that have not suffered significant inelastic scattering events has a kinetic energy given by

\[ E_k = h\nu - E_b - \phi_{\text{spect}} \tag{1.1} \]

where \( E_k \) is the kinetic energy measured by the photoelectron spectrometer, \( E_b \) is the binding energy of a given peak (as referenced to the sample Fermi level in work on solid samples), and \( \phi_{\text{spect}} \) is the work function of the interior surface of the spectrometer (a constant of the measurement). Although both the outer (valence) and inner (core) electrons can be studied in such spectra, we will here consider only core electrons. The electron binding energies involved can then in first approximation be considered as the one-electron energy levels for the core subshells of the various atoms in the sample, provided we neglect corrections for electron relaxation and other final-state effects.
associated with the hole that is left behind after photoelectron emission. The core-level photoelectron peak intensities can be directly related via well-known photoelectric cross sections to atomic concentration of the sample, thereby providing qualitative and quantitative information as to sample composition. Chemical-state specific data can also be obtained if the atomic core-levels are shifted sufficiently from one state to another via "chemical shifts" or "surface core level shifts". That is, the chemical environment can cause shifts in the binding energies of the core-level electrons, and these shifts in binding energy can be used to determine structural as well as chemical information. A photoelectron spectrum may also contain photon-induced Auger electrons that result from secondary processes involving non-radiative decays of core holes. Auger electrons can be discerned from the "no-loss" photoelectrons by having constant kinetic energies regardless of photon energy. Each photoelectron or Auger peak in a spectrum is also accompanied by an inelastic tail underlying and trailing it. An example of a photoelectron spectrum is given in Fig. 1.1; here the photoelectrons are excited by a non-monochromatized Mg Kα laboratory x-ray source at 1253.6 eV and emitted from a clean W[110] surface. Various core-level peaks are visible, including those of W as well as the weaker valence band (V.B.) features near the Fermi energy.

Photoelectron diffraction (PD) involves measuring the angular (or perhaps also the energy) dependence of core photoelectron intensities above a single-crystal sample. The main information derived from the photoelectron diffraction technique is the atomic structure or local atomic geometry around an emitting atom (i.e., the positions of the atoms neighboring it). The first photoelectron diffraction experiments started almost 30
years ago [2]. In the PD measurement, each photoelectron can be considered to propagate outward from the emitter as a source wave with nearly spherical character ($\phi_o$); this source wave then scatters from the neighboring atoms around the emitter so as to produce secondary scattered waves ($\phi_i$). The interference pattern produced by the superposition of the unscattered source component and the scattered components of the photoelectron wave results in the photoelectron diffraction pattern. The photoelectron intensity in such a pattern as a function of wave vector $k$ can be written in a simple single scattering picture as:

$$I(k) \propto |\phi_o + \sum_j \phi_i|^2$$  \[1.2\]

By measuring the intensity of individual core-level photoelectrons at various directions and/or energies above a single-crystal sample, it is possible to record photoelectron diffraction patterns which have been shown to exhibit strong intensity modulations of up to ±50%. Since we are measuring the intensity of the core-level photoelectrons and each atom's core level energies are well-known and unique we thus know the atomic number and, if chemical shifts are resolvable, also the chemical state or site type, of the emitter. Figs. 1.2(a) and (b) show schematic diagrams of the PD process and a typical experimental geometry for taking scanned-angle experiments, respectively. Some important parameters are as follows: the polar electron emission angle $\theta$ (as measured here from the sample surface), the azimuthal emission angle $\phi$ (measured about the sample normal $n$ and with respect to a fixed direction lying in the sample surface), the
angle $\alpha$ between the incident light direction (parallel to the photon wave vector direction $q$) and the photoelectron spectrometer direction (parallel to the photoelectron wave vector $k$), the electron-atom scattering factor $f_j(\theta_j)$ for a given scattering angle $\theta_j$, the photon polarization $\varepsilon$ (shown here for the case of linear polarization), the electron attenuation length $\Lambda_e$ which controls the exponential damping of the no-loss photoelectron signal due to inelastic scattering processes, the inner potential $V_O$ which accounts for refraction of the electron wave as it crosses the surface potential barrier and leaves the solid, and the effective analyzer acceptance solid angle $Q_O$ over which the actual experiment is averaged. Also important is the damping of diffraction effects due to vibrationally induced atomic disorder, which is usually described via a mean-squared vibrational displacement and a corresponding Debye-Waller factor. From a quantitative analysis of the diffraction pattern based upon these fundamental parameters, one can determine the atomic structure or, if the spin polarization of the photoelectrons is somehow known, also the magnetic order, around a given type of emitting atom [3].

In order to further illustrate the theoretical description of photoelectron diffraction, we will use the simple example in which photoelectrons are being excited from an s ($l = 0$) core level. Due to the dipole selection rules for the excitation of the photoelectron by the radiation, we know that in general two final state "channels" of $l_{\text{final}} = l_{\text{initial}} + 1$ and $l_{\text{initial}} - 1$ are possible. Thus, the outgoing wave is for this case p type ($l = 1$) and it can be shown to contribute a modulation of the source wave of the form $\varepsilon \cdot k$. If we let the detector be positioned at infinity along $k$, the source and scattered wave components have their limiting spherical forms
\[
\phi_0 \propto \exp(ikr)/r \tag{1.3}
\]
\[
\phi_j \propto \exp(ik|r-r_j|)/|r-r_j|,
\]

where \(r_j\) is the vector between the emitter and the scatterer. The electron-atom scattering that produces \(\phi_j\) can also be described in the simplest approximation by a plane-wave scattering factor

\[
f_j(\theta_j) = |f_j(\theta_j)|\exp[i\psi_j(\theta_j)], \tag{1.4}
\]

where \(\psi_j(\theta_j)\) is the phase shift associated with the scattering angle \(\theta_j\). The inelastic scattering is included by an exponential factor \(\exp[-L_0/2\Lambda_e]\) for the source wave and \(\exp[-L_j/2\Lambda_e]\) for the scattered waves, where \(L_0\) and \(L_j\) are the distances inside the sample surface each wave component must travel to escape. Vibrational damping is included by the temperature-dependent Debye-Waller factor \(W_j\) which is in turn given by \(\exp[-2k^2(1 - \cos \theta_j)\overline{U_j^2}(T)]\), with \(\overline{U_j^2}(T)\) equal to the temperature-dependent mean-squared vibrational displacement of atom \(j\). We can now rewrite Eq. 1.2 for this special case after some algebra and rearrangement as:

\[
I(k) \propto \left|\left(\hat{e} \cdot \hat{k}\right)\exp(-L_0/2\Lambda_e) + \sum_j \left(\frac{\hat{e} \cdot \hat{f}_j}{r_j}\right)f_j(\theta_j)W_j\exp(-L_j/2\Lambda_e)\exp[ikr(1 - \cos \theta_j) + \psi_j(\theta_j)]\right|^2 \tag{1.5}
\]
For emission from a subshell other than $s$, the above equation will include summations over the different magnetic quantum numbers $m_{\text{initial}}$ and $m_{\text{final}}$ as well as the final-state channels $l_{\text{final}} = l_{\text{initial}} + 1$ and $l_{\text{initial}} - 1$ allowed under the dipole selection rules; in this case the photoelectron diffraction pattern can be strongly influenced by interchannel interference effects. Other complications that are essential for a fully quantitative description of PD data involve the inclusion of spherical-wave scattering and multiple scattering effects, and methods for carrying out these much more complex calculations are described elsewhere [4].

Several procedures have been used to analyze photoelectron diffraction data so as to derive structural information. For higher-energy photoelectrons, an enhancement in intensity in the forward scattering directions, due to a larger scattering factor amplitude ($|f_j(\theta_j)|$) for small scattering angles ($\theta_j$ approximately equal to zero), often allows one to directly determine bond angles and low index directions from scanned-angle data without resorting to simulations at either the single-scattering or multiple-scattering levels [3,5]. Scanned-energy photoelectron diffraction data that is obtained by varying energy at a fixed direction can also be fourier-transformed so as to yield the path-length differences between $\phi_o$ and $\phi_j$ for different atoms $j$ neighboring a given emitter [3]. A slightly more difficult, but potentially more powerful, technique that is still in the development phase is to carry out a fourier-transform-like manipulation of the photoelectron diffraction pattern as if it were a hologram, which directly leads to three-dimensional atomic positions for different scatterers [3(c),3(d),6]. But the most rigorous and most accurate way to extract information from a photoelectron diffraction pattern is to compare it to a theoretical
simulation, and this is the procedure used throughout this thesis. Earlier theoretical models such as that introduced above were more simple and only considered single scattering [3,7-8]. However, in order to quantitatively explain all of the features in photoelectron diffraction patterns, especially for photoelectron diffraction at lower photoelectron kinetic energies and/or for emission along linear chains of atoms for which multiple scattering can be particularly strong, it is necessary to use a more exact treatment of the scattering via a convergent multiple scattering calculation [4]. In analyzing the data obtained in this thesis, three separate multiple scattering codes were used. In early stages of the work, calculations were performed with a program developed by A.P. Kaduwela [4(e)]; this was the first to use a very convenient separable Green's function approach suggested by Rehr and Albers [4(d)] to reduce computation times. The second program was developed by Y. Chen et al. [4(f)], and also makes use of the Rehr-Albers formalism [4(d)]. The third program was developed by F.J. García de Abajo et al. [4(g)] and treats each scattering event in a multiple series exactly. All numerical results reported in this thesis are based on the latter two programs, which were also used to test one another for accuracy.

There are several benefits to using photoelectron spectroscopy and photoelectron diffraction for surface studies. These include:

--- Atom (element) specificity, since each element has its own signature set of core electron binding energies,
--Chemical-state or site specificity, since small changes in chemical state or atomic neighbors can change the binding energy of the electrons enough to be resolved experimentally,

--Variation of light polarization, which can be done with synchrotron radiation sources and allows one to use circular dichroism in photoelectron angular distributions to explore properties of magnetic and non-magnetic samples,

--Variation of excitation energy, which is also possible with synchrotron sources, and allows one to increase or decrease the surface sensitivity or atomic cross section for excitation,

--Short-range-order sensitivity, due to the short inelastic mean free path and the $1/r$ drop-off in the spherical source wave, atomic structure within at most about 20 Å is probed. Thus, long-range order is not essential, by contrast with other diffraction probes such as LEED.

All of these dimensions of photoelectron spectroscopy and diffraction can thus be fruitfully exploited with higher-brightness third-generation synchrotron radiation, and in particular, we will make use of high energy resolution, faster data acquisition rates, variable polarization, and short-range-order sensitivity.

1.III. Synchrotron Radiation

The electromagnetic radiation that is used to excite photoelectrons is clearly a key ingredient of any photoemission measurement. With the availability of so-called third-generation synchrotron sources such as the Advanced Light Source in Berkeley at which
the experiments for this dissertation were performed, we can obtain extremely high brightness vacuum ultraviolet and soft x-ray radiation that is both tunable in energy and variable in polarization. Such radiation thus opens up entirely new avenues for photoelectron spectroscopy and diffraction studies. For example, one can tune the energy low enough to enhance the surface sensitivity by reducing the inelastic attenuation length of the photoelectrons, vary the polarization so as to measure dichroism effects, and in addition acquire large amounts of high resolution data relatively quickly. This permits doing several new types of experiments: site-resolved photoelectron diffraction from surface and interface atoms, time-resolved measurements of surface reactions with chemical state resolution, and circular dichroism in photoelectron angular distributions from non-magnetic and magnetic systems. Additional possibilities arise for using high-resolution photoelectron spectra and photoelectron diffraction data at lower energies to obtain quantitative information on atomic positions and surface chemical reactions. This dissertation will explore all of these dimensions.

Synchrotron radiation is produced by accelerating electrons travelling at relativistic speeds [9] and it is characterized by high brightness and well-defined photon polarization over a wide range of energies (typically ultraviolet to hard x-ray). The third-generation sources of synchrotron radiation that are just coming on line around the world have been designed to produce even brighter light through better collimated and focused electron beams ("low emittance" beams) and through the use of "insertion devices" which accelerate the electrons many times as they pass along a linear array of permanent magnets. The experiments in this dissertation made use of such low emittance, and were
performed on bending magnet beamline 9.3.2 of the Advanced Light Source (ALS), one of the first few of such third-generation sources to begin operation. This beamline was designed for high energy resolution spectroscopy with the capability of changing the x-ray polarization from linear to circularly polarized light [10]. The grating monochromator permits varying the photon energy over a very broad energy range from 30 eV to 1500 eV. The combination of this monochromator and a high-resolution, high-throughput electrostatic electron spectrometer in the experimental end station [11] yields overall resolutions of $1:10^4$ in energy. Further details of this facility appear in the next section.

1.IV. Thesis Outline

In Chapter 2, we describe the beamline and experimental end station used to collect the data for this thesis, and discuss some of the data analysis procedures utilized. The writer was a key member of the team which designed, assembled, and debugged this system, which first began to take data in October, 1993. This system was built with the idea of exploiting all of the benefits of third-generation synchrotron radiation, and involves several elements that are at the state of the art. Currently it is located at bending magnet beamline 9.3.2 of the Advanced Light Source (ALS), but later this year, it is planned to be moved to undulator beamline 4.0.1 which is equipped with an elliptically polarized undulator (EPU).

In Chapter 3, we examine the well-characterized clean surface of W(110) [12-17], which is used as a reference case to check the accuracy of structure determinations from
full-solid-angle photoelectron diffraction data via R-factor comparisons of experiment with multiple scattering theoretical calculations. The photoelectron energy of \(-40\) eV used was also lower than in many prior PD studies, providing enhanced surface sensitivity and further challenges to theory. The W(110) surface structure is well known to be nearly bulk terminated; that is, the interlayer spacings near the surface are essentially identical to those in the bulk, with little/no interlayer relaxation [12-17]. The shift in binding energy of the surface atoms relative to the bulk atoms is also relatively large at about \(-320\) eV and the surface and bulk line widths relatively narrow, allowing easy deconvolution of the two peaks and the separate measurement of both surface and bulk diffraction patterns. In analyzing this data, the influence of various non-structural theoretical input parameters (e.g., scattering phase shifts, electron inelastic attenuation length, and inner potential) was also assessed. A final optimized structure is presented and compared to the results of prior studies [12-17].

In Chapter 4, we next consider a previously undetermined surface structure which arises when one monolayer of an incipient oxide is formed on W(110). This structure has a long-range periodicity that we find to be (1x12) in symmetry, and we have thus termed it O/W(110) (1x1)x12. This system has been studied before by several different techniques such as low energy electron diffraction (LEED), Auger electron spectroscopy, thermal desorption spectroscopy, work function measurements, and scanning tunneling microscopy (STM) [18-21]. From STM [21], it has been determined that the O sits in the pseudo-threefold hollow site of the W(110) surface, but the height of the O layer above the W layer and the precise lateral position of the oxygen in the threefold site could
not be determined. In addition, the large unit cell here has prevented using LEED to
determine these structural parameters. Thus, we have made use of the site specificity and
short-range-order sensitivity of PD to determine both the height of the oxygen and a small
shift of the O atoms from the center of the three-fold hollow site. Once again, the
structure determination from the photoelectron diffraction data was via R-factor
comparisons of experiment with multiple scattering theoretical calculations.

In Chapter 5, we use chemical-state-resolved core-level photoelectron
spectroscopy and diffraction to study the basic kinetics of oxidation of W(110) and the
precise adsorption structures involved. By studying the growth and decay with time of
various state-resolved peaks in the W 4f\textsubscript{7/2} photoelectron spectra, and comparing our data
with the results of a simple Monte Carlo model, we are able to draw some novel
conclusions concerning the reaction kinetics involved. We have also measured full-solid-
angle photoelectron diffraction patterns for two of the oxygen-induced W states, which
permit determining the different short-range-order structures involved in the oxidation
process for the first time.

In Chapter 6, we take advantage of the variable polarization of the synchrotron
radiation from bend magnet radiation and the high-resolution core-level photoelectron
spectra obtainable with our end station to study the effects of circularly polarized light on
photoelectron diffraction patterns. That is, in connection with core photoelectron
emission, it becomes possible to look for circular dichroism effects in which the intensity
with excitation by left circular polarization is not equal to the intensity with excitation by
right circular polarization. Such effects are known to occur for both non-magnetic [22-24] and magnetic systems [25]. For the latter, they constitute a novel element-specific way of studying atomic structure and local magnetic order, but the question arises of clearly distinguishing non-magnetic from magnetic circular dichroism effects. To study this relationship, we have performed circular dichroism measurements for the non-magnetic system of O/W(110)(1x12) (the one-monolayer incipient oxide on W(110) whose atomic structure is determined in Chapter 4). Such non-magnetic circular dichroism in core-level photoelectron angular distributions (CDAD) effects were first observed by Schönhense et al. from CO/Pd(111) [22]. This experiment showed that, even in what are overall non-chiral geometries, circular dichroism may be present in core photoelectron emission. Subsequent to this, Daimon et al. observed similar effects in core emission from Si(100), and proposed a simple model for predicting the azimuthal peak "rotations" seen between left and right circularly-polarized light [24]. In this chapter, we relate our experimental findings for O/W to this prior model and to a more accurate multiple scattering treatment that well predicts all of the changes seen as polarization is varied from left to right circular polarization and to linear polarization.

In Chapter 7, we present some overall conclusions and remarks on interesting future directions for study.
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Figure 1.1. Survey spectrum of a clean W(110) surface obtained by exciting with a non-monochromatized Mg Kα laboratory x-ray source. The core-level photoelectron peaks for W are indicated together with the valence band (V.B.) spectral region.
Figure 1.2. a) A schematic representation of the Photoelectron Diffraction (PD) process. Only the case of single scattering is shown for simplicity. b) Illustration of the basic experimental geometry used in PD.
Chapter 2
Instrumentation and Data Analysis

2.1. Instrumentation Development

The experiments for this dissertation were performed on beamline 9.3.2 at the
Advanced Light Source (ALS) [1], as illustrated in Fig. 2.1. This beamline was designed
for high energy resolution spectroscopy with the capability of changing the light
polarization from linear to circular. This beamline has a bend magnet as its radiation
source. Bend magnet synchrotron radiation is linearly polarized when collected in the
plane of the electron orbit, with the polarization vector lying in the orbit plane. However,
a non-zero perpendicular component of polarization can be obtained by collecting the
radiation at an angle above or below the orbit plane. This perpendicular component gives
rise to elliptically polarized light. The helicity or rotation direction of the polarization
vector of the light can be changed by collecting the radiation from either above or below
the orbit plane. The amount of circular polarization increases the further one moves from
the orbit plane, although the radiation intensity also decreases.

The first set of optical elements in the beamline are horizontal and vertical
refocusing mirrors (M1 and M2) in a Kirkpatrick-Baez configuration; these act to deflect
the beam and focus it on the entrance slit of the grating monochromator, with a final
demagnification of the source by 2:1. Just after its first mirror (M1), beamline 9.3.2 has a
narrow water-cooled aperture that can be scanned vertically so as to determine the beam
centroid (orbit plane) for linearly polarized light; this is an important initial step in calibrating the beamline. A larger aperture as part of the same mechanism can also be moved vertically so as to select light from some selected distance above and below the beam centroid, thus obtaining circularly polarized light. In this way, circular polarization of 80-85% was achieved with an intensity loss of only a factor of 1/3 to 1/4 [1]. With the 2:1 demagnification, the source at the entrance slit of the monochromator has a vertical size of approximately 50 µm and a much larger horizontal size of approximately 6 mm. A final bendable refocusing mirror (M3) after the monochromator focuses the light back onto the sample, yielding typically a spot of 0.5 mm in vertical size and 1.0 mm in horizontal size.

The Rowland circle spherical grating Monochromator (SGM) has three interchangeable gratings with 100 lines/mm, 600 lines/mm, and 1200 lines/mm so as to access photon energies from 30 eV to 1500 eV. During this thesis research the third high-energy grating with 1200 lines/mm was not operating properly, so the effective range of utilization with the other two gratings was 30 eV to 800 eV. This monochromator also has movable entrance and exit slits so that the Rowland-circle condition can be met for all energies; these slits are under computer control, as is the variation of the monochromator energy. The ultimate energy resolution of the beamline is 1:10⁴ of the photon energy, with actual measurements on N₂ photoionization showing resolving powers of at least 8,000. The entrance slit for the majority of experiments is set to a vertical width of 10-50 µm. Because these values are comparable to the vertical size of the focussed incoming beam, any misalignment or movement of the incoming beam can cause incomplete filling
of the source on the entrance slit, thus leading to changes in the transmitted flux. To counteract this flux stability problem (which was rather serious in our first experiments with the beamline), the vertical mirror (M2) and the entrance slit are coupled in a feedback arrangement which maintains the synchrotron light centered on the slits. This keeps small motions in the electron storage ring source and instabilities in the mirrors from affecting the photon flux and energy. As a final monitor of the actual photon flux for normalizing the data so as to derive what is often termed an $I_0$ correction, there is a gold grid in the path of the beam just before the experimental chamber whose photoemitted drain current is assumed to be proportional to this flux.

Part of this thesis work involved assisting with the commissioning of this beamline, which was the first at the ALS to permit variable-polarization studies. Additional details on the design and operation of it appear elsewhere [1].

At the end of the beamline, there is a rotating platform which allows switching between two experimental endstations (the system used in this work, and other general user endstations) without breaking vacuum, as shown in Fig. 2.2. This platform rotates over 60° via a bellows connection to the rest of the beamline. Also shown in this figure is a horizontal deflection mirror that can be inserted in the beam path to permit doing soft x-ray interferometry, but this was not relevant to the present research.

At the end of this beamline is the Advanced Photoelectron Spectrometer/Diffractometer (APSD), whose design and construction constituted a major
endeavor during the initial years of this thesis research. Various aspects of this system are shown in Figures 2.3-2.10. It consists of a rotateable main analysis chamber (Fig. 2.7) to which is attached the electron spectrometer (Fig. 2.3), an isolateable preparation chamber mounted on top of the main chamber (Figs. 2.5 and 2.6), a specially-designed two-axis variable-temperature sample goniometer which can be translated in three dimensions (Figs. 2.8 and 2.9), and various other sample cleaning, preparation, and characterization facilities that are mounted on its ports. The pumping system is also shown in Fig. 2.10.

The electron energy spectrometer (Scienta SES200), as shown in detail in Fig. 2.3, consists of a hemispherical electrostatic analyzer with a Herzog-plate field termination and an accelerating-retarding multi-element electrostatic lens at its entrance [2]. The mean radius of the hemispheres is 200 mm. This lens serves to both retard the electron energy from its initial value $E_k$ to some lower pass energy $E_{\text{pass}}$ at which the deflection and analysis is actually performed and to magnify the source size by 5x. Several entrance apertures to the hemispherical deflection region can also be selected, with each one of these being consistent in both source size and accepted solid angle with a certain resolution as judged by $\Delta E / E_{\text{pass}}$. With the narrowest aperture in both size and solid angle, the analyzer resolution is $\Delta E / E_{\text{pass}} = 0.1\%$. Thus, with a 2 eV pass energy, we have obtained in initial tests of the system a resolution of 2.9 meV that is very close to 0.1%. We also verified in initial tests that the narrowest aperture yielded $\Delta E / E_{\text{pass}} = 0.1\%$ (or actually somewhat less than this) in a series of measurements with high-energy Al Kα x-ray excitation of Ag 3d levels and a variety of pass energies. Retarding by a
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typical value of 10 from $E_k$ to $E_{\text{pass}} = E_k/10$, then yields an overall resolution of $\Delta E / E_k = 0.01\% \text{ or } 1:10^4$. The lens magnification also means that, for a given aperture size, the area of the sample seen by the analyzer is only $1/5$ of this. The angular acceptance of the analyzer is nominally $\pm 5^\circ$ and can be reduced to $\pm 1.5^\circ$ by inserting a specially-designed double-pinhole collimator in front of the lens. After deflection over $180^\circ$ of arc in the hemispherical electrodes, electrons of a given energy are brought to a focus at various radial positions and at various distances above and below the symmetry plane of the hemispheres. By finally detecting electrons over this two-dimensional area, in which the radial dimension is energy, the overall spectrum accumulation rates are much improved.

At the time the data for this dissertation were taken, the final electron detector consisted of two multichannel plates to amplify the incident photoelectrons, a phosphorescent screen to turn each amplified electron signal into a light pulse, and a CCD camera outside of vacuum to read these light pulses and encode them in two dimension. In its initial configuration, this system could handle a maximum count rate of 100 kHz over the 1” diameter of the detector. Currently the detector can run in a so-called "grey-scale" mode that increases the count rate to 600-700 kHz. This analyzer thus combines the attributes of high energy resolution with high throughput. The maximum energy resolution of $1:10^4$ also matches that of the beamline monochromator, which keeps either one from becoming a limiting factor for high resolution experiments. This analyzer also has extremely stable power supplies, which is important for attaining the highest possible energy resolution and for obtaining correctly calibrated electron energies. An additional special feature of the APSD is that the detector can be changed in-situ by rotating between two detectors mounted with linear drives to a carousel which rotates on a
differentially pumped rotary seal, as shown in Fig. 2.4. This last feature was not used in the present research, but will in the future accommodate a much higher speed multichannel detector operating in the GHz range and a single-channel spin detector based on Mott scattering.

The main analysis chamber, as shown in Figs. 2.5-2.7, is rotateable by $60^\circ$ in the plane of the electron storage ring. This rotation is illustrated in Fig. 2.7 [3]. This in-plane rotation allowed us to keep the photon-sample angle fixed while still being able to measure intensities over a significant portion of the $2\pi$ solid angle above the sample surface, as will be essential for the work to be discussed in Chapter 5. This rotation is achieved by using two-stage differentially pumped seals at the top and bottom of the chamber and a large diameter bellows connecting the chamber to the beamline. The graphite-impregnated Teflon seals (Balseal) were incorporated into these custom-made seals by APX Scientific and designed to handle the unusual and large lateral vacuum loading force (1700 lbs.) due to the large diameter bellows. The bellows is 19" long and 13.75" in diameter which allows direct line of site for the synchrotron light between the last refocusing mirror and the sample over the required $\sim 60^\circ$ of rotation. When synchrotron light is not available, there is also a dual-anode Al K\textalpha and Mg K\textalpha lab X-ray source (Perkin Elmer Model 04-548) installed. There is also a low energy electron flood gun in the main chamber for neutralizing sample charge buildup on insulating samples.

The preparation chamber, also shown in Figs. 2.5 and 2.6, is separated from the analysis chamber by a viton-sealed gate valve. Closing this prevents any sample
preparation procedure from contaminating the main analysis chamber. The preparation chamber has two water-cooled Knudsen cells for metal deposition, along with an Inficon model XTC quartz crystal oscillator that is used to monitor film thickness. There is also a large gap electromagnet that is used for magnetizing samples, an ion sputtering gun, and a reverse view optics for low energy electron diffraction (Princeton Research Model 118).

The sample manipulator, as shown in Fig. 2.8, has three degrees of linear motion: a long z motion allowing it to move vertically between the two chambers, and two more limited x and y motions for positioning the sample horizontally in the chamber. The two-axis goniometer mounted at the end of the manipulator, driven by two high-precision rotary feedthroughs shown in Fig. 2.8, is shown in more detail in Fig. 2.9. This goniometer has a high angular accuracy (±0.30°) in its two degrees of angular motion: polar (θ) and azimuthal (ϕ). There are three different types of sample heating available: a non-inductive resistive coil, electron bombardment on the back of the sample, and direct current heating by passage of current through the sample. In the present work, only electron bombardment heating of tungsten was used. Liquid nitrogen cooling is also possible via a copper braid and detachable spring-actuated copper cold finger. This combination allows samples to have a temperature range between 200K and 2300K, although no cooling was necessary for the work reported here. There is also an in-vacuo sample carousel that permits loading up to eight samples initially and switching them off and on the goniometer without breaking vacuum by using a wobble stick (as shown in Fig. 2.9(b)). Finally, three reference samples are permanently mounted below the primary sample position to permit calibration and alignment of the system; these normally
consisted of a large diameter phosphor to locate the light beam, a small gold dot to
determine where the spectrometer is actually looking, and a large diameter gold sample
for resolution and intensity calibration.

Because the APSD system is designed to work at ultrahigh vacuum conditions in
the low $10^{-11}$ to low $10^{-10}$ range, its pumping and valving system is a crucial subsystem
of the overall facility. In Fig. 2.10 all of the main pumps and valves, and their
interconnections are shown. Primary UHV pumping in the chambers is by ion pumps
(IPs), assisted by water cooled titanium sublimation pumps (TSPs). Roughing of the
chambers down from atmosphere is via turbomolecular pumps (Turbos), which are in
turn backed by diaphragm pumps. Differential pumping of the three rotating seals (two
for the main analysis chamber and one for the detector carousel) is via turbomolecular
pump or a scroll pump for the outer seals and small dedicated ion pumps for the inner
seals.

This experimental system, while very comprehensive and unique in several
aspects for photoelectron experiments, is still under development. Several more projects
are scheduled to enhance capabilities:

--installation of a loadlock system in the preparation chamber, which will permit inserting
and removing samples in a very short time of a few hours, instead of the present
requirement to vent the preparation chamber, load up to 8 samples, and then bake the
chamber and goniometer fully, which takes 2-3 days,
replacement of the commercial software for controlling the analyzer with a much more flexible and user-friendly control system that will permit scanning not only sample angles but also photon energy, and doing on-line data analysis of photoelectron diffraction patterns,

replacement of the CCD-based detector on the analyzer with a much higher speed multichannel detector, which will have an overall count rate capability in the GHz range,

addition of a micro-Mott spin detector in the second position of the detector carousel, which will enhance studies of magnetic materials,

design and construction of a new sample goniometer with higher angular resolution and the ability to go to lower temperatures in the 10-30 K range with liquid helium cooling,

addition of a surface magnetooptical Kerr effect system to the preparation chamber, which will enhance studies of magnetic materials,

additional usage of the APSD endstation on a soon-to-be-commissioned elliptically polarized undulator beamline 4.0.1 at the ALS, which should result in 10-50 times higher photoelectron intensities and greater flexibility in varying radiation polarization,

addition of a scanning tunneling microscope (STM) to the preparation chamber, which will permit doing pre- and post- experiment analysis of surface morphologies.
2.11. Data Analysis

Peak intensity determinations:

Peak intensities were determined by fitting each spectrum with Voigt functions (a convolution of Lorentzian and Gaussian shapes) riding on a Shirley-type inelastic photoelectron background [4]. An example of a fitted spectrum is shown in Fig. 2.11. The fitting was done with a commercial fitting package provided with the data acquisition software for the Scienta SES200 spectrometer. From a physical point of view, the inelastic background is comprised of inelastically scattered photoelectrons due to a given photoelectron peak itself, riding on the inelastically scattered electrons from all electrons at higher kinetic energies. The former contribution thus varies over the spectrum, while the latter can usually be assumed to be a constant underlying the entire spectrum. In order to subtract the former type of background, the software makes use of the Shirley-type algorithm [4]. This procedure first selects two points in the spectrum, one on the high-kinetic-energy side of the spectrum and one on the low-kinetic-energy side of the spectrum. The intensity of this background at any point in between is then proportional to the sum of the intensity of the photoelectron peak minus the background of the entire spectrum to higher kinetic energies, with the condition that the background contains the two reference points. An initial assumption about the form of the inelastic background is then iterated to self-consistency, with this process converging in a few seconds in the software utilized.
There are two major contributions to the photoelectron peak shape: the photoelectron line shape associated with processes intrinsic to the sample and the instrumental broadening. The contribution to the peak from instrumental broadening is mostly of a Gaussian nature and given by the equation,

\[
G(E) = H \exp \left[ -\frac{4 \ln 2 (E - E_0)^2}{(FWHM)^2} \right]
\]

where \( G \) is the Gaussian peak shape, \( E \) is the kinetic energy, \( H \) is the height of the peak, \( E_0 \) is the center kinetic energy of the peak, and FWHM is the full-width at half-maximum of the peak. The contribution from the lifetime associated with the core hole left behind after photoelectron excitation is Lorentzian in nature and is given by the equation,

\[
L(E) = H \left[ 1 + \frac{4(E - E_0)^2}{(FWHM)^2} \right]^{-1}
\]

where \( L \) is the Lorentzian peak shape. The convolution of the Gaussian and Lorentzian peak shapes, known as a Voigt function, is thus needed to accurately describe a peak shape that includes both instrumental broadening and the contribution from the lifetime. In general, other final-state effects (many-electron excitations, vibrational excitations) may cause additional asymmetries and deviations from this peak shape, but it was found possible in any case to describe our spectra very accurately with Voigt function fitting. In
order to save time in the fitting procedure, the software handles this convolution by using the approximation of a linear combination of Gaussian and Lorentzian components with the same energy and width [5]. The resulting equation for the Voigt function is

\[ V(E) = mG(E) + (1-m)L(E) \]  \[ 2.3 \]

where \( V \) is the Voigt peak shape, and \( m \) is the mixing parameter. This peak is added to any other similar peaks that may be fitted simultaneously and the background. The program makes use of a non-linear peak fitting procedure, optimizing the parameters iteratively using \( X^2 \) as a merit function. Initial trial values for the parameters must be supplied to the program and the program iteratively improves these parameters.

When fitting the many spectra involved in large-solid-angle photoelectron diffraction data, each azimuthal scan at a given polar angle was fitted separately. The first angle in the scan was fitted with all the parameters floating. When a reasonable result was obtained, all the parameters for fitting the rest of the scan are held fixed except for the peak heights (and thus also areas). Each azimuthal angle in a scan was fitted consecutively, with the height of the previous angle in the azimuthal scan as the initial height parameter. As a second step, each azimuthal scan was fitted again, this time with all the parameters allowed to float and the initial values chosen to be the previous fitted values for the same angle. Thus, the FWHMs, the peak positions, the Gaussian/Lorentzian mixes, and the intensity were slightly different for each angle at this step of the analysis. As a third step, the FWHMs, the peak positions, and the mixing
parameters were fixed to the mean values determined from the previous fitting, with only
the intensity parameters H allowed to vary. The last two steps may be repeated for
several of the parameters, depending on how well the fit agrees with the experimental
data. The final fit will always have all of the parameters for the azimuthal scan fixed
except for the height since we can assume from the physics of the measurement that the
parameters FWHM, position, and mix should not depend on the azimuthal angle (or at
most depend on it very weakly). Fitting the data in this way avoids spurious changes in
peak relative intensities due to slight changes in these three parameters that may lead to a
slightly better fit but are not physically reasonable adjustments.

Normalization of diffraction patterns:

Correction for storage ring current decay: After the experimental data has
been fitted, the individual experimental peak areas are collected as a function of theta (θ)
and phi (ϕ), i.e. I_{exp}(θ,ϕ). Corrections are then made for time-dependent beam decay in
the storage ring. With typical times between fills of the storage ring of 4 hours, a decay
in current over this time to about 50% of its initial value, and typical data set acquisition
times of at least a few hours, this correction is crucial. As noted above, the secondary
electron current from a gold grid located directly before the sample is used to monitor the
photon flux incident on the sample. The drain current of the gold grid is assumed to be
proportional to the amount of flux on the sample. Therefore, the corrected intensity is
finally given as I(θ,ϕ)=I_{exp}(θ,ϕ)/I_{GG}, where I is the adjusted intensity and I_{GG} is the drain
current read from the gold grid.
Correction for geometrical intensity modulation: Due to well-known geometrical effects, the intensities of photoelectrons emitted at lower takeoff angles with respect to the surface usually have a lower intensity. Due to this drop-off in intensity, it is difficult to observe in a straight plot of \( I(\theta, \phi) \) the oscillations in the diffraction pattern for small \( \theta \) values, and it is thus not optimal to have the intensity plotted just as it is collected. To correct for these geometrical effects, we desire to normalize the data with a smooth function \( I_0(\theta) \) that is intended to represent all angular-dependent effects outside of photoelectron diffraction. Provided such a function can be found, the data are then normalized in a standard way into a chi function as

\[
\chi(\theta, \phi) = \frac{I(\theta, \phi) - I_0(\theta)}{I_0(\theta)}. \tag{2.4}
\]

The smooth function \( I_0(\theta) \) was determined in two steps. First, the data was averaged in \( \phi \) for each polar angle \( \theta \) giving us \( I_{\text{ave}}(\theta) \). Next, the average intensities were fitted by a low-order spline function that is not required to go through the points, such that the spline does not show any significant oscillations on the same scale as the diffraction modulations. The result of such a spline fit to \( W \) 4f\(_{7/2} \) data from clean \( W(110) \) is the \( I_0(\theta) \) as shown in Fig. 2.12.

Surface quantitative analyses from photoelectron intensities:

Core photoelectron peak intensities can be used to determine surface chemical
compositions, contamination levels, and overlayer coverages and thicknesses [6,7]. Or, if the sample is sufficiently well characterized, such an analysis can be inverted to determine the inelastic electron attenuation length [8]. Standard equations exist for using experimental intensities to determine these quantities, provided that certain other parameters can be derived from either experiment or theory. For example, the experimental variation of the analyzer transmission with pass energy [9] and experimental or theoretical relative photoelectric cross sections [10] are essential in this respect.

In this thesis, such quantitative analysis has been done to verify the surface cleanliness and compositional stability before, during, and after a series of measurements. The specific results of these analyses are given in the following chapters, but we here use one case as an illustrative example of how such an analysis proceeds. This is the determination of the oxygen coverage in monolayers (MLs) of the (1x1)-(1x12) incipient oxide overlayer on W(110). To do this, we used the standard result applicable to a semi-infinite substrate with uniform weakly-attenuating overlayer [6,7], for which the fractional coverage $\Theta$ in ML can be expressed as:

$$\Theta = \frac{N_j(\theta) A_o(E_k,\theta)\Omega_o(E_k)D_o(E_k)(d\sigma_k/d\Omega) \Lambda_o(E_k)\sin\theta}{N_k(\theta) A_o(E_j,\theta)\Omega_o(E_j)D_o(E_j)(d\sigma_j/d\Omega) \sin\theta} \quad [2.5]$$

where $E_k$ is the kinetic energy of a peak from the substrate (here W(110)), $E_j$ is the kinetic energy of a peak from the overlayer (here oxygen), $N_k(\theta)$ is the intensity of a peak from the substrate (W 4f or one of its state-resolved components), $N_j(\theta)$ is the intensity of
a peak from the overlayer (O 1s), \( \Omega_o \) is the energy-dependent effective solid angle seen by the spectrometer, \( A_o \) is the energy-dependent effective specimen area seen by the spectrometer, \( D_o \) is the energy-dependent efficiency of the detector, \( \frac{d\sigma_k}{d\Omega} \) is the differential photoelectric cross section of the substrate peak (which depends on photon energy), \( \frac{d\sigma_f}{d\Omega} \) is the differential photoelectric cross section of the overlayer peak (also dependent on photon energy), \( d \) is the atomic interplaner distance in the substrate (2.23 Å for W(110)), and \( \Lambda_e \) is the inelastic attenuation length in the substrate. In what follows, we will consider analyses done with two different experimental systems: a VG ESCALAB5 laboratory system with an unpolarized x-ray source and the APSD at the ALS.

The effective specimen area \( A_o \) can be assumed to identical for the substrate and overlayer peaks and can be canceled out in the ratio. However, the kinetic energy dependent instrumental transmission function \( T(E_{\text{kin}}) \), which is represented by the combined product \( \Omega_o(E_{\text{kin}})D_o(E_{\text{kin}}) \), has to be determined for the two different photoelectron peaks involved. It is also well known that \( T(E_{\text{kin}}) \) can to good accuracy be assumed to be simply proportional to \( (E_{\text{kin}})^q \) [7]. The value of \( q \) was determined to be 0.70 for the VG ESCALAB5 system used for this analysis, and it is much smaller at \( q = 0.15 \) for the Scienta SES200. That is, the Scienta has the advantageous feature of a very weak dependence in transmission on electron kinetic energy, for a given pass energy. The differential photoelectric cross sections are calculated in the standard manner [9]:
Unpolarized radiation:

\[
\frac{d\sigma(\alpha)}{d\Omega} = \frac{\sigma}{4\pi} \left[ 1 + \beta \left( \frac{3}{2} \sin^2 \alpha - 1 \right) \right] \tag{2.6}
\]

Polarized radiation:

\[
\frac{d\sigma(\gamma)}{d\Omega} = \frac{\sigma}{4\pi} \left[ 1 + \beta \left( \frac{3}{2} \cos^2 \gamma - \frac{1}{2} \right) \right] \tag{2.7}
\]

where \(\sigma\) is the total cross-section of a given photoelectron peak, \(\beta\) is the asymmetry parameter for the photoelectron peak, \(\alpha\) is the angle between the incident light and the emitted photoelectron (\(\alpha = 48^\circ\), for the VG ESCALAB5 used here), and \(\gamma\) is the angle between the light polarization direction and the emission direction (variable for the APSD, since the chamber is rotateable). In the ESCALAB experimental system we used to determine the oxygen coverage of the \((1\times1)\times12\) structure, we had an unpolarized source. Tabulations of \(\sigma\) and \(\beta\) appear in the literature [10]. An attenuation length for W 4f photoelectrons in W at a kinetic energy of 1455 eV of \(\Lambda_e = 18.1\ \text{Å}\) was determined by extrapolation of a similar quantitative calculation with a clean tungsten surface, as described elsewhere [8]. \(\Lambda_e\) was estimated from an experimental value at lower energy [8], as extrapolated to higher energy using the relation \(\Lambda_e = CE^{1/2}\), where C is an empirical constant and E is the electron kinetic energy. This formula was in turn derived
by Seah and Dench using experimental attenuation lengths for several solid elements [11]. The parameter C was determined from an experimental determination for the clean W(110) surface of 3.0 Å at a kinetic energy E of 40 eV [8].

In order to minimize possible errors in the O and W intensities due to diffraction effects, a full-solid-angle photoelectron diffraction pattern was taken for both the O 1s and state-resolved bulk W 4f photoelectron peaks as integrated over both the bulk and incipient-oxide features seen in Fig. 2.11, and then the data was averaged in φ for each polar angle (θ). Thus, \( N_k(\theta)(N_j(\theta)) \) is the average W 4f (O 1s) intensity for the polar angle θ. Then to find the final oxygen overlayer coverage, an average was taken over the coverage from each polar angle, as shown in Fig. 2.13, to yield a final value of 1.04 ± 0.07 ML that is in excellent agreement with the expected 1.00 ML for this saturated overlayer.
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Figure 2.1. a) Scale drawing and b) schematic of beamline 9.3.2 at the Advanced Light Source.
Figure 2.2. Schematic of beamline 9.3.2 rotateable platform.
Figure 2.3. Photograph of the Scienta SES-200 electrostatic analyzer.
Figure 2.4. Schematic of the detector carousel permitting \textit{in-situ} switching between two detectors.
Figure 2.5. Schematic of the Advanced Photoelectron Spectrometer/Diffractometer (APSD).
Figure 2.6. Photographs of the Advanced Photoelectron Spectrometer/Diffractometer (APSD) in three views.
Figure 2.7. Schematic indicating the in-plane rotation of the main analysis chamber that is possible with the APSD.
Figure 2.8. Overall photograph of the sample manipulator, showing the precision rotary feedthroughs for $\theta$ and $\phi$ motion, the long bellows for vertical (z) translation, the horizontal (x-y) motions, and various elements near the sample.
Figure 2.9. Photographs in two views of the two-axis goniometer with sample cooling mechanism and *in-situ* sample storage carousel. In (b), the placement of the wobble stick sample transfer mechanism is also indicated.
Figure 2.10. Schematic of the pumping and valving system for the APSD.
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Figure 2.11. W 4f spectrum of one ML oxygen on W(110) in a (1x1)x12 structure, fitted with two Voigt functions and riding on Shirley-type inelastic background.
Figure 2.12. Spline fitting of azimuthally-averaged data to derive $I_o(\theta)$. The smooth curve is $I_o(\theta)$ and the azimuthally-averaged data points are $I_{ave}(\theta)$. 
Figure 2.13. Oxygen coverage determination for a saturated coverage of oxygen on W(110) in a (1x1)x12 structure. The error bars are the standard deviation of the coverage as determined at each polar angle $\theta$, which provide an estimate of the possible error if diffraction is not accounted for. The average coverage is 1.04 ML. The solid horizontal lines are at $\pm 0.07$ML (one standard deviation) of the data points.
3.I. INTRODUCTION

We have studied the atomic structure of the clean W(110) surface by means of site-resolved scanned-angle W4f\(_{7/2}\) photoelectron diffraction (PD) data obtained over nearly the full \(2\pi\) solid angle above the surface. PD is by now a well-developed and in some respects unique tool for studying surfaces that is not only element-specific through the atomic core levels, but also chemical-state and site specific through chemical shifts and surface core level shifts (SCLS's) [1]. However, prior to the availability of high-brightness third-generation synchrotron radiation sources (such as the Advanced Light Source at which this study was performed), fully exploiting the site specificity has not been possible because of the small shifts involved and the resulting large times needed to obtain sufficiently large high-resolution data sets. In this study, we have measured and analyzed such data sets for the well-characterized W(110) test case, both to demonstrate what is possible with these new excitation sources and to make a more rigorous test of the multiple scattering methodology that has been developed for simulating such data.

The clean W(110) surface was chosen as a well-studied reference case [2-9] to check the accuracy of structure determinations from such scanned-angle data via R-factor comparisons of experiment with theoretical multiple scattering calculations. This system was selected for several reasons: First, the surface crystallography is well established,
with the general conclusion that there is very little or no relaxation of the interplanar distances from those in the bulk [4-8]. Second, the surface core level shift is relatively large at \(-320\) meV and the surface and bulk linewidths are relatively narrow: thus the spectra are easily fitted with two components so as to derive accurate intensities [3,9]. (Surface core-level shifts have been known for some time, and various discussions of them and their physical origins appear elsewhere [11-13].) Finally, cleaning the W(110) single crystal is relatively easy and very reproducible. In this work, a photoelectron kinetic energy of \(~40\) eV was used. This energy was lower than in most prior PD studies [4], and it leads to greater surface sensitivity, but also provides further challenges to theory, with both elastic and inelastic scattering expected to be very strong. In our analysis of the data, we have also assessed the influence of various non-structural theoretical input parameters on the final structure, such as electron inelastic attenuation length, scattering phase shifts, and inner potential. A final optimized structure is presented, together with comparisons to prior studies by PD and low energy electron diffraction [4-6,8] and comments on the future applications of this method to other unknown structures.

3.II. EXPERIMENTAL METHODOLOGY

These experiments were performed on bend-magnet beamline 9.3.2 at the ALS [10(a)] using its advanced photoelectron spectrometer/diffractometer experimental station [10(b)]. The end station incorporates a Scienta SES200 hemispherical electrostatic analyzer that was used to obtain all spectra. The sample was prepared by an initial
oxygen treatment at a temperature of 1200°C and a pressure of $1 \times 10^{-7}$ Torr $O_2$ to reduce the amount of carbon from the near-surface region. This was followed by repeated flashing at up to 2200°C by electron bombardment heating. Sample cleanliness was then monitored by x-ray photoelectron spectroscopy (XPS) using Al Kα excitation, low energy electron diffraction (LEED), and most sensitively by the surface core level shift (SCLS) between the bulk and surface atoms, which reaches a maximum value of about -320 meV for a fully clean surface, but decreases in magnitude with time due to exposure to the residual gas in ultrahigh vacuum [3(b),9]. The greatest contribution to this decrease is hydrogen adsorption from the residual gas. Fig. 3.1 shows (a) the schematic experimental geometry, (b) the atomic geometry to be determined, and (c) a typical spectrum. For a given sample preparation, the actual data collection time was limited to 30 minutes to maintain adequate cleanliness. The base pressure during measurements was $1.3 \times 10^{-10}$ Torr.

The photoelectrons were excited by 70 eV linear-polarized light from a spherical-grating monochromator, as second-order light from a 35 eV setting [10(a)], with the polarization $\epsilon$ lying in the plane containing also the [110] surface normal and the photoelectron wave vector $k$ (cf. Fig. 3.1(a)). This resulted in W 4f$_{7/2}$ photoelectrons at a kinetic energy of ~39-40 eV, as shown in Fig. 3.1(c); the bulk and surface components are easily resolvable. The angle ($\alpha$) between the incident radiation and the analyzer (which is in fact variable for this system [10(b)]), was for this experiment fixed at 70°.
To enable the most accurate measurement of the bulk and surface peak intensities, full W 4f\textsubscript{7}/2 spectra were obtained at each direction and stored for later analysis by peak fitting. Data were obtained over the nearly full $2\pi$ solid angle above the surface by rotating the sample on two perpendicular axes for polar takeoff angle $\theta$ (measured with respect to the surface) and azimuthal angle $\phi$ (measured with respect to the [1\overline{1}0] direction). The data consisted of twenty-eight azimuthal scans spanning takeoff angles $\theta$ from $9^\circ$ to $90^\circ$ (=normal emission) and with $3^\circ$ steps in takeoff angle. The azimuthal step size (which had a minimum value of $3^\circ$ for $\theta = 9^\circ$) was adjusted upward with increasing takeoff angle such that the final data set consisted of 892 spectra representing roughly equal solid-angle increments. Angles below $\theta = 9^\circ$ were not used due to the much lower count rates and thus longer counting times involved. Due to the symmetry of the crystal surface, only a $90^\circ$ azimuthal scan is in principle needed to provide information on the full $360^\circ$ intensity profile. However, to increase accuracy and average over any small sample misalignments, we collected data over $180^\circ$ in azimuth, and then mirror-averaged this into a $90^\circ$ sector that was finally used to generate full $360^\circ$ representations of our data. The solid angle cone accepted by the analyzer has a half angle of $\sim 5^\circ$. The brightness of the light from the beamline, together with the high luminosity of the Scienta analyzer for a given resolution setting, permitted taking a single high-resolution spectrum in $\sim 20$ seconds; thus the actual data taking time was about 5 hours. With further improvements in detection and the use of undulator radiation for excitation, it is expected that this time will be reduced by at least an order of magnitude in the future [10(b)]. Any variations of radiation flux with time were normalized out in determining the final
intensities $I(\theta, \phi)$. Each spectrum was resolved into bulk and surface components by fitting them with asymmetric Voigt functions of at first variable widths and spacings, riding on a Shirley-type inelastic background; in the final fits, the widths and spacings were kept fixed at their average values over the whole set of data to minimize spurious intensity changes. The two intensities so derived thus permit deriving site-specific diffraction patterns from both the tungsten atoms in the surface layer and the tungsten atoms below the surface layer. Finally, these two intensities were normalized into a chi function $\chi(\theta, \phi) = [I(\theta, \phi) - I_0(\theta)]/I_0(\theta)$, with $I_0(\theta)$ being the estimated intensity in the absence of diffraction effects. $I_0(\theta)$ was determined by first averaging $I(\theta, \phi)$ over each $\phi$ value to produce $\bar{I}(\theta)$, and then fitting $\bar{I}(\theta)$ with a spline function in $\theta$ to finally yield $I_0(\theta)$. Figs. 3.2(a) and 3.2(c) show the final separate diffraction patterns $\chi_{\text{bulk}}$ and $\chi_{\text{surface}}$, respectively. Due to the different local geometries around the two types of atoms, the bulk and the surface diffraction patterns are strikingly different.

3.III. RESULTS AND DISCUSSION

The 39-40 eV kinetic energy range of the photoelectrons used here is very near the minimum in their inelastic attenuation length $\Lambda_e$, which we have estimated from an analysis of the takeoff-angle dependence of the experimental surface/bulk intensity ratio to be only 2.0-4.0 Å. In this analysis, the $I_0(\theta)$ curves for both surface and bulk were determined as indicated above, and the resulting $\theta$-dependent ratio $I_0(\theta)_{\text{surface}}/I_0(\theta)_{\text{bulk}}$ analyzed via a standard formula for the quantitative analysis of angular-dependent peak
intensities for an attenuating thin overlayer (the surface layer of atoms) on a semi-infinite substrate (the bulk atoms) [14]:

\[
\frac{I_o(\theta)_{\text{surface}}}{I_o(\theta)_{\text{bulk}}} = \frac{1 - \exp\left(-\frac{d_{110}}{\Lambda_e \sin \theta'}\right)}{\exp\left(-\frac{d_{110}}{\Lambda_e \sin \theta'}\right)} = \exp\left(\frac{d_{110}}{\Lambda_e \sin \theta'}\right) - 1
\]

or

\[
\Lambda_e = \frac{d_{110}}{\sin \theta' \ln\left(1 + \frac{I_o(\theta)_{\text{surface}}}{I_o(\theta)_{\text{bulk}}}\right)} \quad [3.1]
\]

where \(\theta'\) is the angle of propagation of the electron inside the surface before refraction at the potential barrier \(V_o\), and \(d_{110}\) is the (110) interplanar spacing = 2.23 Å. Thus, \(\Lambda_e\) could be determined from Eq. 3.1 as a function of \(\theta\). The application of this formula to our data gives the curves shown in Fig. 3.3, where three different values of the inner potential \(V_o\) between 10 and 15 eV have been used to determine the internal angle of propagation \(\theta'\) before surface refraction to yield the externally observed angle \(\theta\). The values found for \(\Lambda_e\) are not particularly sensitive to the choice of \(V_o\), and range from a very low value of about 2.2 Å at normal emission (\(\theta = 90^\circ\)) to a high of about 4.5 to 5.2 Å at the lowest takeoff angle of \(\theta = 90^\circ\). The minimum value thus corresponds to an attenuation length about equal to the (110) interplanar spacing. Prior analyses of this type [14] further suggest that the most reliable range of angles (i.e., for which the assumptions implicit in Eq. 3.1 are most valid) is nearer normal emission, or over about \(\theta = 45^\circ\) to \(90^\circ\) [14], which yields approximately 2.2-4.0 Å as a final best estimate from this
approach. For comparison, this is somewhat lower than the approximately 6.0 Å predicted by the so-called Universal Curve derived by Seah and Dench using a fit to experimental attenuation lengths for several solid elements [15]; this fit describes the attenuation length via the formula $\Lambda_e = C_1E^{-2} + C_2E^{1/2}$ with $C_1$ and $C_2$ being empirical constants. However, the determination of Eq. 3.1 and Fig. 3.3 is certainly more quantitatively applicable to our particular case. A more exact material-dependent calculation for the attenuation length due to Tanuma, Powell, and Penn and known as the TPP-2M formula [16] is not applicable below 50 eV, but in any case yields a value of 5.2 Å right at 50 eV that is very close to our other estimates. Thus, we have finally used a value of 3.0 Å in our multiple scattering calculations, although we have verified that values over the range of 3-6 Å did not significantly alter the final theoretical diffraction patterns, nor change the final structural conclusions after R-factor analysis. The very small values found for the experimental attenuation lengths enhance the surface contribution, making it stronger than the bulk contribution for many emission directions, as illustrated in Fig. 3.1(c).

In order to now determine the atomic structure, multiple scattering diffraction calculations were performed using a program developed by Chen et al. [17] and based on the convenient Rehr-Albers separable-Green's-function that has been used previously for treating the multiple scattering of photoelectrons [18]. Because of its high atomic number, tungsten is a very strong scatterer, particularly for low-energy electrons [6,19]. Thus, several different sets of calculated scattering phase shifts were tried. Each set resulted in very similar scattering factors, and the different choices did not influence our
final structural conclusions, as discussed further below. However, in what follows, we show results obtained from two sets of phase shifts to illustrate this point. Due to the very strong inelastic attenuation, only emission from the top 3-4 layers was found to contribute significantly to the diffraction, but to insure convergence as to cluster size, 5 layers with a total of 101 atoms which have the same symmetry as clean W(110) were used. To describe vibrational effects, the calculations included Debye-Waller factors based on uncorrelated atomic motion, with a Debye temperature of 400 K for tungsten and room temperature (298 K) for measurement. The inner potential $V_0$, which induces at the surface both a direction change due to refraction and a wavelength change due to the increase in internal kinetic energy, was initially estimated by adding the W(110) work function to the difference between the theoretical values for the muffin-tin zero and the Fermi energy, which yields 13 eV. We have further optimized $V_0$ for the best fit to our data, which yields the very similar value of 12.5 eV. This is also the same value as the inner potential used in a recent LEED analysis of W(110) [5], but slightly greater than the $V_0 = 10$ eV of an earlier LEED analysis for this system [6]. The angular aperture was set to ±3 degrees in our calculations, although the actual experimental angular aperture was approximately ±5 degrees. We have in addition gaussian-broadened the theoretical calculations so as to have an effective angular aperture of ±5 degrees but this was not found to influence the optimum position for the surface atomic layer.

Experiment was compared to theory via a set of five R-factors originally suggested for LEED analyses [21(a)] and later modified for PD analyses [21(b)]; these involve the absolute value of the difference between experimental and theoretical
intensities (R1), the absolute value squared of this difference (R2), the fraction of the data range over which experiment and theory have different slopes (R3), the absolute value of the difference between the derivatives with azimuthal angle of experimental and theoretical intensities (R4), and the absolute value squared of this difference of derivatives (R5). The trial atomic geometries in theory involved a series of outward relaxations or inward contractions of the surface layer with respect to the second layer below, with the relevant distance being defined as $\delta z$ and measured relative to the unrelaxed bulk interlayer distance of 2.23 Å (cf. geometry in Fig. 3.1(b)). Fig. 3.4 shows the variation with $\delta z$ of these five R-factors and a normalized sum of these five. The two curves (black circles and grey squares) represent calculations with two different sets of scattering phase shifts (one from a recent LEED calculation [5(b)] and one from a program due to Chen et al. and based on a muffin-tin model of the crystal potential, as in the LEED work [17]). All five R factors and the normalized sum are found to yield very nearly the same structure, with the overall conclusion being a small $0.10 \pm 0.05$ Å outward relaxation of the surface layer from its normal bulk termination. This is thus 4.5% of the bulk interlayer distance of 2.23 Å. The excellent final agreement between experiment and theory for surface emission is illustrated in Figs. 3.2(c) and (d). The analogous comparison for bulk emission in Figs. 3.2(a) and (b) shows good agreement, with the multi-layer nature of the emission and the strong elastic and inelastic scattering involved perhaps accounting for the fact that agreement is not as good as that for surface emission.
Another interesting aspect of the surface-atom analysis is that theory and experiment are in general in very good agreement if only the surface layer of scatterers is included in the calculation (i.e., if no bulk scatterers are present); this is represented by the horizontal lines in Fig. 3.4. This implies that intralayer scattering is the most important mechanism producing the observed diffraction features. However, with a proper calculation including all scatterers, the influence of the bulk scatterers is evident: the minimum R-factors are slightly lower for the optimum geometry, and the values for interlayer distances more than about 0.1 Å away from the optimum in either direction are significantly higher, such that the agreement decreases.

Our final structure agrees with prior PD results by Jugnet et al. based on a much smaller scanned-angle data set, which show no relaxation to within a larger estimated error of ±0.2 Å [4]. Scanned-energy PD by Kim et al. show a slight outward relaxation of 0.03 ±0.05 Å [8]. Our structure is also at least in qualitative agreement with prior LEED studies of this surface, which have reached conclusions varying from a small contraction of 0.07 Å [5] to no relaxation at all [6,7]. However, the sign of the relaxation as we find it is opposite to the small average negative value found in LEED.

Finally, Fig. 3.5 shows R-factors versus δz over an expanded scale and illustrates the oscillatory nature of such fits, a phenomenon familiar in LEED [22] and also seen before in PD [21(b)]. But in all cases, the deepest minimum is that for the structure we have discussed above. Nonetheless, this kind of plot makes it clear that using some sort of direct first-approximation such as a holographic inversion of PD data [1(b)] could
serve as a useful adjunct to narrow the structure search interval, thus avoiding local minima that may not represent the true structure.

3.IV. CONCLUSIONS

Full-solid-angle photoelectron diffraction has been applied to the well-defined test case of the clean W(110) surface, for which the surface and bulk diffraction patterns can be measured separately. Multiple scattering theory is found to provide an excellent description of the surface data, even at a low kinetic energy of ~40 eV for which both elastic and inelastic scattering are expected to be very strong, and R-factor comparisons of experiment and theory permit deriving structural information with an accuracy of about ±0.05 Å. Our results for this structure are in excellent agreement with prior photoelectron diffraction studies based on more limited data sets, showing a slight 4.5% outward relaxation of the surface W layer; our structure shows more outward relaxation than in prior LEED analyses, but is not in strong disagreement with them. Our data also permit estimating an effective inelastic attenuation length in W at 40 eV of about 2-4 Å. Future applications of such large-scale site-resolved data sets to various surfaces and interfaces are thus promising, with two recent examples being to a metal-metal interface (Fe/W(110)) [23] and the structures of oxygen on W(110) [20].
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Figure 3.1. (a) The experimental geometry. (b) The atomic geometry, showing the two types of tungsten atom sites studied and the key structural parameters. (c) A W 4f\textsubscript{7/2} photoelectron spectrum, showing the two component due to bulk atoms and surface atoms, with a surface core level shift (SCLS) between the two of $320 \text{ meV}$. Emission was at a takeoff angle with respect to the surface of $\theta = 45^\circ$ and an azimuthal angle of $\phi = 90^\circ$ (lying along the [100] direction in the W(110) surface).
Figure 3.2. Full-solid-angle W4f$_{7/2}$ photoelectron diffraction patterns: (a) bulk experiment, (b) bulk theory for the optimum interlayer distance, (c) surface experiment, and (d) surface theory for the optimum interlayer distance.
W(110) Attenuation Length:
$E_{\text{kin}} = 40\text{eV}$

Figure 3.3. Determination of the effective electron inelastic attenuation length $\Lambda e$ from the ratio of surface and bulk intensities via Eq. 3.1. The experimental intensities have been averaged in azimuth before taking the ratio, but some residual diffraction modulation of the curves is still evident, particularly at a takeoff angle of $\theta = 47^\circ$. Calculations have been performed for three different values of the inner potential $V_0$, with 12.5 eV representing the best value as judged by the structure analysis.
Figure 3.4. R-factor comparison of experiment and theory as a function of the interlayer relaxation ($\delta z$) relative to the bulk separation $d_{110}$. Gray curves correspond to theoretical values calculated with our muffin-tin-potential derived phase shifts. Black curves correspond to theoretical values calculated with phase shifts from a prior LEED study by Heinz et al. [5].
Figure 3.5. As Fig. 3.4 but with a much larger range in \( \delta z \). Phase shifts were here taken only from a prior LEED study [5].
Chapter 4

Structure Determination for Saturated (1x1) Oxygen on W(110) from Full-Solid-Angle Photoelectron Diffraction with Chemical-State Resolution

4.1. INTRODUCTION

The saturated one-monolayer adsorption of oxygen on W(110) has been studied previously by a number of other methods such as low energy electron diffraction (LEED), Auger electron spectroscopy, thermal desorption spectroscopy, work function measurements, and scanning tunneling microscopy (STM) [1-4], but several questions remain as to the precise adsorption structure involved. Earlier measurements concluded that superstructure spots seen in LEED, which were described as c(14x7) in symmetry, were due to a compressed misfit overlayer [2,3]. Later STM measurements made by Johnson et al. [4] found a local (1x1) symmetry and suggested that the oxygen atoms actually sit in the pseudo-threefold hollow sites of the (110) surface, as shown in Fig. 4.1(a). This is the same site thought to be occupied in the p(2x1) structure formed at 0.5 monolayer (ML) [5], as well as other adsorption structures of oxygen on W(110) [3]. Also, as part of the STM study [4], the superstructure spots in the LEED pattern were found to be due to two types of striped (1x1) domains related by a site-exchange of two equivalent threefold-hollow adsorption sites on the surface and spaced at regular intervals of about 33 Å and approximately (1x12) periodicity along the [1 1 3] and [1 1 3] directions (cf. Fig. 1 of ref. 4). In a more recent LEED and x-ray photoelectron diffraction (XPD) study, Daimon et al. [6(a)] have found this periodicity to be (1x12) (or less likely (1x13)),
and that the striped domains align along the $[1 \overline{1} 2]$ and $[\overline{1} 1 2]$ directions (or about $10^\circ$ in azimuth away from the $[1 \overline{1} 3]$ and $[\overline{1} 1 3]$ directions seen previously [4]). Furthermore, the XPD data permitted estimating of the actual position of the oxygen in the threefold site from the positions of forward scattering maxima. The most likely atomic geometry of what we will here term the $(1\times1)\times12$ structure with an ideal site-exchange boundary between two domains is thus shown in Fig. 4.1(b). However, the large unit cell involved in this structure has prevented determining the actual oxygen position in this threefold site via LEED, and it is still unclear as to why it chooses to have the $(1\times1)\times12$ periodicity on our surface, or other periodicities in prior studies.

In order to better understand this interesting "incipient-oxide" structure, we have measured chemical-state-resolved low-energy photoelectron diffraction patterns for the $W\ 4f_{7/2}$ level, with these data permitting the first quantitative structure determination, including the two structural parameters $z$ and $\ell$ defined in Fig. 4.1(c). Scanned-angle photoelectron diffraction (PD) data were obtained over nearly the full $2\pi$ solid angle above the surface, with the $W\ 4f_{7/2}$ peak exhibiting a cleanly-shifted incipient-oxide peak that is displaced by about $+0.73\ eV$ from that due to bulk atoms, as illustrated in Fig. 4.2(a). This oxide peak more precisely corresponds to surface $W$ atoms that are directly bound to three oxygen atoms in a local geometry that is $(1\times1)$ in character, and it is seen in high-resolution $W\ 4f$ spectra from $O/W(110)$ well before reaching the saturated coverage [6(b),6(c)]. The oxide and bulk diffraction patterns were measured separately,
and the experimental data compared to multiple scattering theoretical simulations via R-factors to determine the final structure.

4.II. EXPERIMENTAL METHODOLOGY

These experiments were performed on bend-magnet beamline 9.3.2 of the Advanced Light Source (ALS) at the Lawrence Berkeley National Laboratory [7(a)] using its advanced photoelectron spectrometer/diffractometer (APSD) experimental station [7(b)]. This facility has both a high resolution spherical grating monochromator and a high-resolution/high-throughput Scienta SES 200 spectrometer. The W(110) sample was prepared by an initial oxygen treatment at a temperature of 1200°C and a pressure of 1x10^(-7) Torr O_2 to reduce the amount of carbon from the near-surface region. This was followed by repeated flashing at up to 2200°C by electron bombardment heating to yield a clean surface as judged by both in situ x-ray photoelectron spectroscopy (XPS) and a sharp (1x1) LEED pattern. The final oxide layer was formed via a separate surface reaction by exposing the sample to a pressure of 1.3x10^(-6) Torr of oxygen at a temperature of 700°C for about 11 minutes or more, a recipe used in prior STM [4] and x-ray photoelectron diffraction studies [6] and leading for our particular surface to a sharp LEED pattern with (1x12) superstructures superimposed on the (1x1). Such LEED patterns obtained with incident energies of 85 eV and 95 eV are shown in Fig. 4.3; with (a) representing a single-domain structure and (b) a two-domain structure. Both of these patterns clearly show the primary (1x1) spots, plus the modulation by higher order spots trailing off into the [1 1 1] and the [1 1 1] directions. Although two domains of the (1x12)
structure are expected with equal probability for a perfectly flat surface, we sometimes found only one domain to be dominant over much of the surface by scanning the LEED beam over it (as shown in Fig. 4.3(a)); this may be due to a slight tilt in the surface relative to (110), although we estimate the degree of miscut of the surface to be less than 0.5 degrees. It was previously determined by STM that these superstructure spots are due to the periodicity of domain walls oriented in the [1\bar13] and [\bar113] direction and spaced about 26 Å apart or 12-13 unit cells apart. With our preparation, domain walls formed in the [1\bar12] and [\bar112] directions, giving us a (1[1\bar12]\times12[1\bar11]) or more concisely (1x1)x12 pattern. With slight post annealing, a c(21x7) LEED pattern is observed that is more consistent with some prior observations on this surface [1], probably due to the desorption of some oxygen atoms. This structure at slightly less than 1 ML coverage is consistent with the directions of domain walls seen in the STM work, and we thus suggest that some desorption could have occurred in this study as well [4].

To further quantify the issue of surface stoichiometry, we have checked the final coverage reached with our surface and preparation recipe for the (1x1)x12 structure via a quantitative analysis of full-solid-angle O 1s and W 4f XPD data sets acquired at higher energies using a standard Al Kα x-ray source. We quantitatively determined the coverage by examining the dependence of the O 1s/W 4f intensity ratio over the full solid angle diffraction pattern. The details of his analysis appear elsewhere [8], but from the measured O 1s/W 4f ratio, we have used standard XPS quantitative analysis formulas and photoelectric cross sections [9] to determine that there are 1.04 ± 0.1 monolayers (ML's)
of oxygen at saturation, in excellent agreement with the coverage expected for the saturated surface. The base pressure in the chamber where the PD measurements were made was $1.3 \times 10^{-10}$ Torr. Due to the passivation of the surface by the oxidation, this oxygen monolayer was quite inert and allowed measurements for several days without any measurable buildup of contaminants or changes in the structure, as verified via both XPS the lack of qualitative changes in the LEED pattern.

The experimental geometry is shown in Fig. 4.2(b). The angle $\alpha$ between the linearly-polarized incident radiation and the electron emission direction was kept fixed at $70^\circ$, with the polarization vector $\vec{e}$ lying in the plane of the [110] surface normal and the photoelectron wave vector $\vec{k}$; the light was thus p-polarized in the usual notation. The sample was rotated on two perpendicular axes using a custom-built goniometer, with the polar angle $\theta$ being measured relative to the surface (i.e. as a takeoff angle) and the azimuthal angle $\phi$ measured relative to the [110] direction, so as to obtain the full diffraction pattern. The excitation energy used was 170 eV (obtained as fourth-order of 42.5 eV from a spherical-grating monochromator), resulting in photoelectrons with a kinetic energy of approximately 140 eV.

We measured ~900 W 4f$_{7/2}$ spectra over nearly the full $2\pi$ solid angle above the surface, which spanned the takeoff angle range from $\theta = 9^\circ$ to $90^\circ$ (= normal emission) in $3^\circ$ steps and the $180^\circ$ azimuthal angle range from [1$ar{1}$0] to [$ar{1}$10]. The angle step for each azimuthal scan was determined according to the equation: $\Delta \phi(\theta) = [\sin(\theta/2)/\sin(\theta_i/2)]\Delta \phi_i$, with $\theta_i = 9^\circ$ and $\Delta \phi_i = 3^\circ$; in this way, the azimuthal step size was
adjusted with takeoff angle such that the final data set consisted of spectra representing roughly equal solid-angle increments. Angles below 9° were not used due to the much lower count rates and thus longer counting times involved. The analyzer acceptance angle is approximately a ±5° cone. The monochromator exit slit was set to 30 microns width and the analyzer pass energy to 20 eV, with these choices leading to an overall instrumental contribution to the resolution of approximately 50 meV. The resulting intensities permitted taking a high-resolution spectrum such as that in Fig. 4.2(a) in about 20 seconds; the actual data acquisition for all spectra thus took about 5 hours, or slightly more than one fill duration of the ALS storage ring. Due to the symmetry of the crystal and the oxygen overlayer, only a 90° azimuthal scan is in principle needed to provide all the information for a full 360° azimuthal scan. However, in order to increase accuracy and average over any small sample misalignments, a 180° range in \( \phi \) was measured and this data was then mirror-averaged into 90° and finally repeated four times so as to obtain the full 360° azimuthal pattern. As Fig. 4.2(a) indicates, the spectra were easily resolved into oxide and bulk components by fitting them with analytical functions, in particular asymmetric Voigt functions, of at first variable width and spacing, riding on a Shirley-type inelastic background. In the final fits, the widths and spacings were kept fixed at their average values over each azimuthal scan to minimize spurious intensity changes. The bulk peak is found to occur at a kinetic energy of 140.2 eV and corresponds to the multilayer signal from all the tungsten atoms below the top layer of tungsten. The chemically-shifted peak has a higher binding energy by +730 meV, and this has been verified to be due to a strongly bound "incipient-oxide-like" species associated with the top layer of tungsten atoms that are directly bonded to three oxygen atoms (cf. Figs. 4.1(a)
These two intensities thus permit deriving site-specific patterns from both the top layer of tungsten atoms which form the interface layer and the tungsten atoms below this interface layer. Any variations of radiation flux with time were normalized out in determining the final intensities I(θ,φ). These two intensities were then normalized into a chi function \( \chi(\theta,\phi) = [I(\theta,\phi) - I_0(\theta)]/I_0(\theta) \), with \( I_0(\theta) \) being the estimated intensity in the absence of diffraction effects. \( I_0(\theta) \) was determined by first averaging \( I(\theta,\phi) \) over each \( \phi \) value to produce \( I(\theta) \), and then fitting \( I(\theta) \) with a smooth low-order spline function in \( \theta \) to finally yield \( I_0(\theta) \). Figs. 4.4(a) and 4.4(c) show the final separate experimental diffraction patterns \( \chi_{\text{bulk}} \) and \( \chi_{\text{oxide}} \), respectively. Not surprisingly, the two patterns are quite different. We have only analyzed the oxide pattern in determining the adsorption structure, as this layer of W atoms should be the most sensitive to the position of the overlying oxygen monolayer.

4.III. STRUCTURE ANALYSIS AND DISCUSSION

To determine the structure of the O/W(110) (1x1)x12 surface, comparisons were made between experiment and theoretical calculations performed with a program developed by Y. Chen et al. [10] and based on the Rehr-Albers separable-Green's function formulation [11]. The several non-structural inputs needed for these calculations are as follows: Due to a change in the work function of the sample as one monolayer of oxygen is adsorbed, the inner potential is estimated to change from 12.5 eV for a clean W(110) surface [8] to 11.0 eV for the O/W(110) (1x1)x12 surface [3]. The electron inelastic attenuation length \( \Lambda_e \) was estimated from an experimental value at lower energy
as extrapolated to higher energy using the relation \( \Lambda_e = CE^{1/2} \), where \( C \) is an empirical constant and \( E \) is the electron kinetic energy. This formula was derived by Seah and Dench using experimental attenuation lengths for several solid elements [13]. The parameter \( C \) was determined from an experimental determination for the clean W(110) surface of 3.0 Å at a kinetic energy \( E \) of 40 eV, as shown elsewhere [8]. The final value for \( \Lambda_e \) at our energy was thus 5.0 Å. To describe vibrational effects, the calculations include Debye-Waller factors based on uncorrelated vibrational motion, with a Debye temperature of 400 K for tungsten and measurement at room temperature (298 K). The angular averaging in the program was set to ±3°, although the actual experimental angular aperture was ±5°. To allow for the possibility of too little angular averaging in the theory, the calculated \( 2\pi \) solid angle diffraction patterns were finally convoluted with a two-dimensional gaussian function in \( \theta \) and \( \phi \), with a 4° full width at half maximum (FWHM) in amplitude that was found by R-factor tests to yield the best overall agreement with experiment. The atomic cluster used contained 100 atoms, including a full layer of 30 (1x1) O atoms and 4 layers of W underneath it. Theory was finally compared to experiment via a set of five R factors (R1-R5) that have been used previously in XPD, and these are discussed in detail elsewhere [8,13]. Corollary structural information to begin the structure search came as well from a similar analysis of an experimental diffraction pattern obtained with higher-energy x-ray excitation at 1,487 eV [6], as reproduced in Fig. 4.5(a). The high-energy XPD study showed from the forward scattering directions associated with higher W 4f photoelectron kinetic energies that the oxygen atom is laterally displaced along the [1\( \bar{1} \)0] (or [\( \bar{1} \)0] depending on the site-exchanged domain type) direction from the center of the pseudo-threefold hollow site.
As Fig. 4.1(c) illustrates, the exact position can thus be defined by specifying the distances $z =$ the vertical interlayer separation of the interface tungsten and the oxygen and $\ell =$ the lateral displacement of the oxygen overlayer from the tungsten substrate in the $<1\bar{1}0>$ directions, with $\ell = 1.67$ Å corresponding to three equal bond distances between the overlying oxygen atoms and tungsten. The XPD study suggests via R-factor analysis that $z \approx 0.84$ Å and that a deviation from the equal-bond-distance case exists, with $\ell \approx 1.52$ Å.

Lower-energy scanned-angle PD data is expected to be more sensitive to interplanar distances and local structure due to the greater importance of back and side scattering [14]. To determine the final optimum atomic positions for the oxygen in this incipient oxide structure, we have thus used the structure derived from XPD as a starting point, and compared our low-energy experimental and theoretical PD data sets while varying both $z$ and $\ell$ and monitoring all five R-factors, as well as a normalized sum ($R_{\text{sum}}$) of the five; the normalization was carried out by making the minimum value and the full excursion of each of the five R-factors over the full range of $z$ and $\ell$ studied have the same values, and then carrying out a sum over all five [8]. The minimum in the normalized sum should thus represent the best overall estimate of the structure. A summary of these R-factor results is shown in Fig. 4.6, and it is clear that, with the exception of $R_2$ (based on squared differences between experimental and theoretical chi functions), the R-factor minimum is found in very nearly the same place for all of the fundamental R-factors. Even $R_2$ has a local minimum very close to the absolute minima of the other four. The normalized sum also yields the same minimum as $R_1$, $R_3$, $R_4$, and
and we thus are finally able to conclude that the oxygen sits in a quasi-threefold hollow site on the W(110) surface, with an interlayer separation $z$ from the first W layer of $0.91 \pm 0.05$ Å and a lateral displacement $\ell$ of $1.57 \pm 0.05$ Å from each W atom in the $[1\bar{1}0]$ (or $[\bar{1}01]$) direction. The final theoretical diffraction pattern for the best fit geometry is shown in Fig. 4.4(b), and it is in general in excellent agreement with experiment. The final structure is also within our error limits of the XPD structure, although we expect the low-energy values derived here to be somewhat more accurate.

As noted above, if the oxygen atom were in the center of the pseudo-threefold hollow with the bond length to each of the three atoms being the same, this lateral displacement $\ell$ would be 1.67 Å. The value of 1.57 Å thus leads to two different bond lengths between the oxygen and the tungsten: one of them is 1.79 Å and lies along the $[1\bar{1}0]$ (or $[\bar{1}01]$) direction, and the other is 1.94 Å and is associated with the other two atoms that make up the threefold hollow with a rotation of $\pm 67^\circ$ away from the $[1\bar{1}0]$ direction, as can be directly seen in the most prominent features in the XPD diffraction pattern in Fig. 4.5(a), as discussed in more detail elsewhere [6]. Figs. 4.5(a) and 4.5(b) further compare XPD experiment and theory for our optimized geometry, and there is again excellent agreement. Thus, both low-energy and high-energy PD data are found to agree very well concerning this structure. Furthermore, the W-O bond distances found here to be within the range of those reported in bulk W oxides of 1.46-2.94 Å [15].

We can finally compare our results to the only other structural determination completed to date for the O/W(110) system, a LEED study of the stable 1/2 ML coverage
p(2x1) overlayer in which the bond length is found to be 2.08 Å between the oxygen and the tungsten. In the LEED determination, however, only the interlayer spacing was varied, and no allowance was made for the lateral displacement $\ell$. This corresponds to the oxygen layer having a height $z$ of 1.24 Å that is significantly larger than our value [5]. Our geometry for the (1x1)x12 structure is thus significantly different from this p(2x1) LEED result.

4.IV. CONCLUSIONS

The atomic geometry of a one-monolayer saturated oxygen structure on W(110), which we have designated (1x1)x12, has thus been determined, and is found to correspond to a vertical interplanar distance of $z = 0.91 \pm 0.05$ Å and a lateral displacement of $\ell = 1.57 \pm 0.05$ Å that leads to two different O-W bond lengths. This study thus demonstrates the considerable potential of chemical-state resolved photoelectron spectroscopy at a third-generation synchrotron radiation source for studying adsorption by using photoelectron diffraction to determine the local atomic geometries around species in different bonding sites. This study also illustrates the ability of multiple scattering theory and R-factor analysis of such data to permit determining slight deviations from higher symmetry adsorption positions. While incident-beam diffraction-based techniques such as LEED can provide detailed structural information for systems with relatively small unit cells, photoelectron diffraction has the advantage of being a short-range-order probe capable of determining local average structure even in very large unit cells, as long as the vast majority of atoms within the unit cell have the same near-neighbor
environment. With STM, it is possible to directly derive the atomic positions within the outermost exposed layers, but it is much more difficult to extract detailed information on the height of an overlayer above the underlying atoms (z in the present case) or on the precise lateral registry of the overlayer (ℓ in the present case). The complementarity of these three particular methods is thus evident. Various areas of application of chemical-state resolved photoelectron diffraction are thus suggested by this work, including metal oxidation, metal-metal epitaxy, semiconductor surface reactions, and model studies of heterogeneous catalysis.
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Figure 4.1. a) The top layer of tungsten with one monolayer of oxygen in the O/W(110) (1x1) structure and oxygen sitting in one of two possible three-fold hollow sites. Oxygen atoms are denoted by the white circles and tungsten atoms by the grey circles. b) The (1x1)x12 structure studied here, with domain walls along the [\bar{1}12] direction. c) The nearest-neighbor geometry for an adsorbed oxygen atom. The parameters varied for the R-factor analysis are the height of the oxygen layer above the tungsten surface (z) and the lateral displacement of the oxygen as referenced from the ontop position (l).
Figure 4.2. a) W 4f\(_{7/2}\) spectrum from the (1x1)x12 structure with \(\theta=45^\circ\) and \(\phi=90^\circ\) or along the <001> azimuthal direction. b) Experimental geometry.
Figure 4.3. O/W(110) (1x1)x12 LEED pattern: a) Single domain (1x1)x12 with 85 eV incident electron energy, b) two-domain (1x1)x12 with 95 eV incident electron energy.
Figure 4.4. Full-solid angle W4f photoelectron diffraction data ($E_{\text{kin}} = 140$ eV) from (a),(b) the top layer of W atoms of O/W(110) (1x1)x12: (a) experimental data; (b) multiple scattering theory with oxygen atoms occupying the threefold hollow sites at the optimized structure parameters of $z = 0.91$ Å and $t = 1.57$ Å and (c) the underlying W bulk atoms, experimental data only.
Figure 4.5. Full-solid angle W 4f high-energy photoelectron diffraction ($E_{\text{kin}} = 1456$ eV) from the top layer of W atoms of O/W(110) (1x1)x12: (a) experimental data; (b) multiple scattering theory with oxygen atoms occupying the threefold hollow sites at the optimized structure parameters of $z = 0.91$ Å and $t = 1.57$ Å.
Figure 4.6. Two dimensional R-factor comparison between experiment and theory. Theoretical lateral position \( t \) ranges from 1.0 Å to 1.8 Å, with 1.67 Å corresponding to equal bond distances between the oxygen atom and each tungsten atom in the pseudo-threefold hollow site. Theoretical height of the oxygen layer \( z \) ranges from 0.3 to 1.3 Å.
Oxygen adsorption on tungsten has a long history of investigation and was in fact one of the first surface adsorption systems to be studied [1-4]. Many experimental techniques have been applied to this system and an extensive review of many prior studies concerning it exists [5]. We will focus here on the close-packed W(110) surface, which has also been studied previously by many methods [5], including some investigations of particular relevance to our work using low energy electron diffraction (LEED) [6-8] scanning tunneling microscopy (STM) [9], and high-resolution core-level photoelectron spectroscopy [10-14]. These studies permit concluding that the oxygen adsorption site is in the pseudo-threefold hollow on W(110) [9], as shown for various possible adsorption geometries in Fig. 5.1. One LEED determination of the position of the oxygen atom in an ordered p(2x1) structure (cf. Fig. 5.1(b)) has also been performed [7]. The ordering kinetics, phase diagrams, and site-to-site interaction parameters for forming overlayer structures with longer-range order or disorder have also been studied by finite size scaling theory [15] and by a spot profile analysis of superlattice LEED spots [8]. In spite of this large body of work, however, several important questions remain as to the basic kinetics of adsorption and the precise atomic structures involved. For
example, under certain conditions (an example of which is described below) no long-range ordered structures are formed, and so there exist no LEED superstructure spots with which to study kinetics, even though final coverages can reach 0.5 monolayers (ML) or more. Such structures lacking long-range order are in fact expected to be the rule rather than the exception in surface reactions, and so it is of interest for future surface science research in general to develop experimental techniques to study them. We have thus applied chemical state- and time-resolved photoelectron spectroscopy (PS) and photoelectron diffraction (PD) to the O/W(110) system as a first illustration of what these combined methods can provide in the way of additional information on surface reaction kinetics and atomic structure for situations lacking long-range order. Chemical state specificity is provided via the chemical shifts in high-resolution W 4f\textsubscript{7/2} spectra, which have been studied for some time [10-12]. Time resolution is provided by the fact that such spectra can now be accumulated in as little as 10-30 seconds by taking advantage of third-generation high-brightness synchrotron radiation [13,14,16]. By studying the decay and growth with time of various chemically shifted peaks in the W 4f\textsubscript{7/2} photoelectron spectra, as recently also discussed for oxygen on W(110) by Riffe and Wertheim [14], we are thus able to draw quantitative conclusions concerning the reaction kinetics involved. We have also modeled the time-resolved data in the simple limit that the oxygen atoms are not allowed to diffuse on the surface, using a simple Monte-Carlo simulation. Finally, we have also measured full-solid-angle photoelectron diffraction patterns for two oxygen-induced W states, and by comparing experiment with theoretical photoelectron diffraction calculations, are able to accurately determine the local atomic structures involved in this adsorption process for the first time. The relationship of these structures to prior work [7]
and to a very recent PD study of the (1x1) oxygen structure formed at 1.0 ML coverage [17] is also considered.

5.11. EXPERIMENTAL METHODOLOGY

Our experiments were performed on bend-magnet beamline 9.3.2 of the Advanced Light Source (ALS) at the Lawrence Berkeley National Laboratory [18(a)] using its advanced photoelectron spectrometer/diffractometer experimental endstation [18(b)]. This facility has both a high-resolution spherical grating monochromator and a high-resolution/high-throughput Scienta SES 200 spectrometer. The W(110) sample was prepared by an initial oxygen treatment at a temperature of 1200°C and a pressure of 1x10⁻⁷ Torr O₂ to reduce the amount of carbon from the near-surface region. This was followed by repeated flashing at up to 2200°C by electron bombardment heating. A clean W(110) surface (as judged by conventional x-ray PS analysis and a sharp (1x1) LEED pattern) was then reacted in a dynamic way with oxygen at a pressure of 3x10⁻⁹ Torr and at three temperatures: T = 298 K (room temperature), 360 K, and 593 K. The base pressure in the chamber before beginning to leak in oxygen was 1.3x10⁻¹⁰ Torr, and, at this pressure, the influence of residual hydrogen on the resulting surface reaction kinetics is expected to be negligible [19]. For example, even if all of the residual gas were hydrogen (a conservative assumption), the reaction with oxygen at 3x10⁻⁹ Torr would still be 30/\sqrt{1.3} \sqrt{2/32} = 5.8 times faster based on a simple surface collision rate argument. High resolution W 4f₇/₂ spectra in which the total instrumental contribution to linewidth is estimated to be 80 meV were then taken every 23 seconds over a total exposure time to
the high pressure of oxygen of 70 minutes. This corresponds to a total of about 180 spectra obtained up to a total oxygen exposure of 12.6 Langmuirs (L). Finally, after the 70-minute exposure to oxygen in the room temperature experiment, we performed full-solid-angle state-resolved photoelectron diffraction measurements, as detailed below.

The experimental geometry is shown in Fig. 5.2. The angle (α) between the linearly-polarized incident radiation and the electron emission direction was kept fixed at 70°, with the polarization vector \( \mathbf{e} \) lying in the plane of the [110] surface normal and the outgoing photoelectron wave vector \( \mathbf{k} \). The sample was rotated on two perpendicular axes using a specially-constructed goniometer so as to vary the polar angle of emission \( \theta \) (a takeoff angle measured relative to the surface plane) and the azimuthal angle of emission \( \phi \) (measured relative to the W[110] direction lying in the surface plane). The excitation energy used was 100 eV, via second order light with the monochromator set at 50 eV, resulting in W 4f\(_{7/2}\) photoelectrons with kinetic energies of approximately 69 eV. This photon energy was selected to maximize flux while maintaining high resolution and surface sensitivity (via the small electron inelastic attenuation length).

The time-resolved photoelectron spectra were taken at an angle of 45° along the [001] azimuthal direction [\( \phi = 90° \) in our convention]. This corresponds to bulk photoelectron emission along [111] chains of tungsten atoms at an internal angle of 54.7°, after taking into account refraction of the photoelectrons as they exit the solid into the vacuum due to the inner potential \( V_0 \) of approximately 12.5 eV [20]. The time-resolved intensities were then corrected for any variations in flux with time due to the
decay of current in the storage ring, and normalized to remove slight effects on them due to photoelectron diffraction (by making use of the PD data obtained at the end of the exposure). The LEED patterns during and after all three of these time-dependent studies did not show any superstructure spots, but simply exhibited a progressive smearing of the clean W (1x1) pattern; the clean (1x1) and the three patterns after exposure are shown in Figs. 5.3 (a)-(d). Thus, no oxygen-induced long-range-ordered structures were formed on our surface under these reaction conditions.

The W 4f_{7/2} photoelectron diffraction data were measured over nearly 80% of the 2\pi solid angle above the surface, spanning the takeoff angle range from \( \theta = 9^\circ \) to \( 70^\circ \) (with \( 90^\circ \) = normal emission) in 3° steps and the 180° azimuthal angle range from W [\( \overline{1}10 \)] to [1\( \overline{1}0 \)]. The azimuthal step size was also adjusted with takeoff angle such that the final data set consisted of spectra representing roughly equal solid-angle increments. Angles below 9° were not used due to the much lower count rates and thus longer counting times involved. Angles above 70° were omitted due to experimental time limitations, but in any case this region of solid angle is also not as sensitive to structure as the other 80% over which we did measure. The analyzer acceptance angle was approximately a \( \pm 5^\circ \) cone, with the spectrometer lens being operated in standard mode with no pre-collimators in place. Due to the symmetry of the crystal and the oxygen overlayers (which will be found to form in two mirror-related domains), only a 90° azimuthal scan was needed to provide all the information over the full 360° azimuthal range. However, in order to increase accuracy and average over any small sample misalignments, 180° azimuthal scans were made and this data was then appropriately
mirror-averaged into 90° and then repeated four times to obtain the full 360° azimuthal patterns that will be shown here. During the diffraction measurements, the beamline and spectrometer permitted taking a high-resolution spectrum in about 27 seconds, or just slightly longer than in the kinetics study. Fitting these spectra with appropriate inelastic backgrounds of Shirley type and peak shapes of Voigt type then permitted deriving separate diffraction patterns from each chemically-shifted peak. Any variations of radiation flux with time due to decay in the storage ring current were normalized out in determining the final diffraction intensities $I(\theta,\phi)$.

O on W(110) can form several different long-range ordered structures depending on the coverage, the exposure and annealing temperature, and the pressure at which the adsorption takes place [8,9,17]. As important background data for this study, we have thus also obtained high-resolution W 4f7/2 spectra for the three long-range-ordered O structures which form on W(110): p(2x1) and p(2x2) [8], as well as the saturation coverage (1x1) with a (1x12) superlattice that requires high-temperature annealing for its formation [9,17]. These three structures formed easily on our clean W(110) surface under the following conditions: for the p(2x1), we exposed the surface to $1.0 \times 10^{-7}$ Torr of oxygen for 30 seconds at room temperature, for the p(2x2) we exposed the surface to $5.0 \times 10^{-7}$ Torr oxygen for 12 seconds at room temperature, and for the (1x1) we exposed the surface to $1.3 \times 10^{-6}$ Torr of oxygen and a temperature of 700°C for 10 minutes. Figs. 5.1 (b)-(d), show schematic drawings of these different structures, with the oxygen atoms in one of two possible pseudo-threefold sites related by a mirror reflection along [110]. The second mirror-related site thus leads to a second domain type for any of the three
ordered structures. The corresponding experimental LEED patterns for the clean surface and the three ordered structures are shown in Figs. 5.3(d)-(g). The coverages for complete stable single-domain overlayers are as follows: p(2x1) yields 1/2 monolayer, p(2x2) yields 3/4 monolayer, and (1x1) yields a full monolayer coverage, with a monolayer corresponding to $1.42 \times 10^{15}$ atoms/cm$^2$, the density of tungsten atoms in the (110) plane. Depending on how domain boundaries are formed the actual coverages may be slightly higher or lower than these numbers. If these ordered structures are now viewed from the W atoms, we also note that there are four distinct types of nearest-neighbor oxygen bonding environments, corresponding to W atoms bound to one O atom only (the distinct O1a and O1b types), W atoms bound to two O atoms (O2), and W atoms bound to three O atoms (O3), as discussed previously in connection with high-resolution core spectra [11,14]. Fig. 5.1(a) also shows a sparsely covered surface in which there is a mixture of both oxygen domain types (as short-range-ordered structures) and all four W atom types.

As one final aspect of our experimental data, we have also determined the variation of total oxygen coverage with time for our room temperature reaction conditions, by using a standard Al K$\alpha$ x-ray source and measuring the ratio $I_{O}/I_{W}$. These measurements were carried out both on the same W(110) surface at the end of our 70 minute exposure only, and on a second W(110) surface over the full 0-70 minute time interval. In the first measurement, which was analyzed using standard equations and photoelectric cross sections for quantative XPS [21], we found a final O coverage of $0.57 \pm 0.10$ ML at the end of 70 minutes. Note that this is above the saturation coverage if
the most stable p(2x1) structure were to be formed. In measurements on a second W(110) surface which may have had a different degree and orientation of slight miscut, full-solid-angle O 1s and W 4f data was analyzed through angle-averaged ratios so as to minimize diffraction effects, and this showed a smooth uptake curve and a final coverage of 0.47±0.08 ML that is somewhat lower than for the principal surface studied here, but within our accuracy estimate of being the same value.

5.III. RESULTS AND DISCUSSION

High-resolution spectra:

Fig. 5.4 now shows photoelectron spectra for the clean surface and the three ordered oxygen overlayer structures mentioned in the last section, as taken at a kinetic energy of ~69 eV and with the photoelectron emission below the surface along the [111] direction (as judged by allowing for surface refraction due to the inner potential). For the clean surface, there are two well-known peaks corresponding to the bulk W atoms and the W atoms at the clean surface, with a surface core level shift of ~320 meV in binding energy and the surface peak thus at a higher kinetic energy with respect to the bulk peak [10-12]. Based on prior analyses [11,13,14], the p(2x1) spectrum is known to consist of two peaks: one mainly due to bulk tungsten atoms and a chemically shifted peak for which each tungsten atom is bound to two oxygen atoms (O2). In addition, other chemically-shifted peaks that are more difficult to resolve correspond to tungsten atoms bound to one oxygen atom (O1 = O1a and O1b) and these are found very close to the bulk peak. These peaks are thought to lie on either side of the bulk peak and they result from
the two different local geometries associated with tungsten bound to one oxygen, as indicated by O1a and O1b in Fig. 5.1. For the p(2x1) structure shown in Fig. 5.1(b), the O1a exists only at the edges of the domain, while the O1b comprises exactly 50% of the top layer of W atoms inside the domain, with O2 comprising the other half. Thus, we can imagine that, for the large domains characteristic of a surface showing a sharp p(2x1) LEED pattern, the peak O2 in Fig. 5.4(b) has a "twin" of nearly equal intensity that corresponds to the O1b intensity contribution to the "Bulk + O1" peak. In our study, the O1 peaks are not clearly resolved due to their smaller chemical shift from the bulk peak (approximately a \(-160\) meV shift to lower kinetic energy for O1a and a \(+60\) to \(+80\) meV chemical shift to higher kinetic energy for O1b) \([10-12,14]\); and, for the O1a peak, its relatively low intensity compared to the bulk peak. For these reasons, we have in the subsequent analysis of our data simply grouped these peaks with the bulk peak, although we present in Fig. 5.5 spectra in which all six components thought to be present (surface, bulk, O1a, O1b, O2, and O3) have been resolved by peak fitting. Returning to Fig. 5.4, we note that the p(2x2) spectrum in (c) consists of three peaks: the bulk peak (again with unresolved O1 contributions), the chemically-shifted O2 peak, and a third chemically-shifted peak for which each tungsten atom is bonded to three oxygen atoms (O3). The (1x1) spectrum in Fig. 5.4(d) by contrast consists of only two peaks: the bulk peak and the chemically shifted O3 peak.

The time-resolved W 4f\(_{7/2}\) spectra taken at room temperature during the reaction of oxygen with the surface are now also shown in Fig. 5.5. In Fig. 5.5(a) is a spectrum taken for a nearly clean W(110) surface just after the onset of adsorption, at only 30
seconds of exposure thus corresponding to about 0.09 L oxygen exposure. This figure shows two well-resolved peaks, with a binding energy shift of about -320 meV between them and the peak at higher kinetic energy (lower binding energy) being attributed to the top layer of tungsten atoms with no overlying adsorbate [10-12]. (See also discussion of the clean surface structure as studied by full-solid-angle PD elsewhere [21]). The spectra have been analyzed by peak fitting so as to derive approximate estimates of the relative contributions of O1a and O1b to the "bulk + 01" peak, as well as more precise determinations of the surface, O2, and O3 peaks, and the results are shown as the several curves under the experimental spectrum. Figs. 5.5(b), (c), (d), and (e) show later spectra taken at 10 minutes, 20 minutes, 35 minutes, and 70 minutes, respectively, for our room temperature data. By 35 minutes or an exposure of 6.3 L, the surface peak has disappeared, indicating that all atoms in the top layer of tungsten are bound to at least one atom of oxygen (or perhaps also hydrogen—-but we expect this to be to a much lower degree, as noted previously [12-14,19]). There are two very evident chemically-shifted peaks in Fig. 5.5(d) at 35 minutes: one at a higher binding energy with +350 meV shift relative to bulk that we assign to a first and more weakly bound chemisorbed species (O2). The second weaker chemically shifted peak has a separation of +625 meV from the bulk. We assign this peak to a second and more strongly bound "incipient-oxide-like" species (O3). This +625 meV peak is found to increase in relative intensity in going up to 70 minutes exposure, as shown in Fig. 5.5(e), and by the end of the exposure it is more important than the O2 peak. This O3 chemical state is also dominant at 1.0 ML oxygen coverage, as shown already in Fig. 5.4(d), but the longer-range order present in this structure has increased the chemical shift to 730 meV. (See also discussion of this 1 ML
structure elsewhere [21].) Figs. 5.5(b), (c), (d), and (e) also make it clear that the +350 meV state grows in first, but that the +625 meV state becomes dominant by the end of the time interval for room temperature reaction.

In order to relate our values for various surface and chemical shifts to prior work, we compare various values for these shifts in Table 1. There is in general excellent agreement, especially with the more recent work by Riffe and Wertheim [14]. Note also the change in these shifts with coverage, presumably due to effects beyond the nearest-neighbor interactions that are used to establish the designations 00 = clean surface, O1, O2, and O3.

**Kinetics analysis:**

Fitting peak shapes to our set of time-resolved spectra now permits determining the quantitative time dependence of all four of the peak intensities observed (Surface, Bulk+O1, O2, and O3), as shown in Fig. 5.6. The intensities shown here have been corrected slightly so as to be more closely proportional to the number of W atoms of a given type by allowing for effects from photoelectron diffraction. These small corrections were determined from the diffraction data obtained at the end of the 70 minute exposure at room temperature (see discussion below), with the ratios of the Bulk+O1, O2 and O3 peaks thus being adjusted to account for diffraction. The intensities have also been corrected for the usual drop in flux due to storage ring beam decay with time.
We first consider the room-temperature time-resolved results in Fig. 5.6(a). From this figure, we can see that the decay of the surface peak occurs over the first 10-15 min. (thus terminating at an oxygen exposure of 1.8-2.7 L) and that it is accompanied by a growth of the Bulk+O1 peak. This growth is due to contributions from the unresolved O1a and O1b peaks that are included in the Bulk+O1 peak (cf. Figs. 5.5(b),(c)). As the Bulk+O1 peak begins to decrease, the +350 meV-shifted O2 peak begins to grow, reaching a maximum at about 30 min. Then, the +625 meV O3 peak begins to grow in, at the expense of the +350 meV O2 peak, becoming more important than it at about 60 minutes. These results thus show a clear linkage in the kinetics of the adsorption processes leading to these various bonding states of W.

Fig. 5.6(b) and (d) show analogous state-resolved kinetics curves at the elevated temperatures of T=360° and T=598°. With an increase in temperature, it is interesting that these reactions occur in a different manner (probably due to the increased oxygen mobility on the surface) and in general on a slower time scale for overall oxygen uptake (probably due to a greater rate of desorption). At both higher temperatures, the O2 spectral component representative of W bound to two O atoms grows in and levels off, implying that the final majority local bonding structure is of p(2x1) type. The formation of W bound to three O atoms, as represented by the O3 component, is strongly suppressed at both higher temperatures: at T=360°, this component barely appears, while at T=598° it has negligible intensity. These state-resolved measurements thus exhibit a striking change in the evolution of the local bonding with time as temperature is increased. The LEED patterns for these three different exposure temperatures by contrast show no
significant differences after 70 minutes of oxygen exposure, as shown in Figs. 5.3(a)-(c). These data demonstrate the unique ability of state- and time-resolved PS to study kinetics for structures which do not exhibit long-range order and are thus difficult or impossible to clearly identify in LEED.

In order to have some more quantitative insight on the actual kinetics that are taking place, we have carried out Monte-Carlo simulations for the simple limiting case in which oxygen atoms (somehow formed by the dissociation of an O₂ precursor on the surface) are not allowed to move once they have been adsorbed on the surface. This first assumption is reasonable, as prior work suggests that the diffusion coefficient of O atoms on the surface is very low up to room temperature. In fact in some early studies it was believed that the O atoms were essentially immobile for temperatures below 600K, and this is essentially confirmed in more recent work [4,5,22]. For example, the lowest temperatures at which diffusion has been measured with reasonable accuracy are 417K to 660K [4,22]. In this prior work, it was found that, for a coverage of about 0.18 ML, the diffusion constant pre-factor D₀ is 2.7 x 10⁻⁵ cm² s⁻¹ and the activation energy for diffusion E_d is 16.5 kcal mol⁻¹ [22]. For a coverage of about 0.54 ML near the maximum reached in our study, D₀ increases to a maximum of about 2.7 x 10⁻⁵ cm² s⁻¹, but the activation energy also increases to about 25.2 kcal mol⁻¹. In the low coverage regime and at room temperature, these numbers translate via the simple theory for tracer diffusion [4] into a hopping frequency between two adjacent pseudo-threefold hollow sites of 0.08 s⁻¹ that is low enough to justify our assumption of immobile oxygen atoms at room temperature. We also in our model do not explicitly consider the initial process of
dissociation of $O_2$ that is thought to occur on W(110) via a mobile precursor state which has been assumed to preferentially bond to the oxygen-covered parts of the surface [5]. Rather we simply assume that each collision of $O_2$ from the gas phase with the surface deposits two O atoms at random and uncorrelated positions on the surface; this is the Monte Carlo aspect of the model. The last is an extreme assumption, but we will see that the model nonetheless overall yields results that are in surprisingly good agreement with experiment. Also, a recent STM study of oxygen adsorption on the close-packed Al(111) surface by Brune et al. [23] indicates a similar very low mobility of oxygen atoms and a lateral separation of the atoms upon molecular dissociation that is consistent with one of the assumptions of our model. Furthermore, from the attractive and repulsive interactions known to exist in leading to the formation of the various ordered structures of oxygen on W(110) [5,8,15], we do not allow an oxygen atom to adhere to the surface unless it can occupy a pseudo-threefold-hollow site that is sufficiently far from any previously occupied site. That is, the oxygen atoms are only allowed to occupy sites which can finally form a local (1x1) structure in the three-fold hollow-sites around each tungsten atom (cf. Fig. 5.1(d)), with this prohibiting these atoms from becoming too tightly packed on the surface. The allowed occupations are thus illustrated in Fig. 5.1(a), and for more ordered structures in Figs. 5.1(b)-(d). Our assumption of non-mobility of adsorbed oxygen atoms is thus more reasonable at lower temperatures, and this model is therefore expected to best describe the room temperature data.

The simulation starts off with a 100x100 matrix of empty threefold sites for the oxygen to adhere to. The oxygen molecules in the gas phase are assumed to have an
average velocity as dictated by the Boltzman distribution in determining the collision rate with the surface and, as noted above, are simply assumed to dissociate upon collision with the surface so as to form two oxygen atoms at uncorrelated positions. If a given atom produced in this way is within the two-dimensional triangular "cell" centered on an allowed threelfold hollow adsorption site, it is assumed to stick. At room temperature and at a pressure of $3.0 \times 10^{-9}$ Torr O$_2$, there are $1.7 \times 10^{12}$ collisions cm$^{-2}$s$^{-1}$, which are assumed in the calculation to produce $3.4 \times 10^{12}$ atoms cm$^{-2}$s$^{-1}$, and we make use of this rate to put a real time scale on the Monte Carlo process. Calculations and experiment can thus finally be compared on the same time scale by comparing theory with experiment at the same total collisional exposures to O$_2$. The first set of simulations allowed for only one domain to form (i.e. only one type of threelfold hollow to be occupied) while the second simulation allowed formation of both domains as simply dictated by the initial (random) formation point of a given oxygen atom.

In analyzing the final results of these calculations, tungsten atoms that do not have any oxygen nearest neighbors are considered surface atoms. Tungsten atoms that have one nearest neighbor oxygen atoms are marked as O1 species, thus including sites of O1a and O1b type. Tungsten atoms with two nearest-neighbor oxygen atoms are marked as O2 species and tungsten atoms with three oxygen nearest-neighbors as O3 species. As a graphic indication of the time dependence of the structures formed during the time sequence of the calculation, we show in Figs. 5.7(a)-(c) the actual types of W atoms present at 10 min, 20 min, and 40 min.; here, the blank surface areas represent W atoms not bound to O, and the O1, O2, and O3 species are indicated in various codes. In these
figures, we do not distinguish the two mirror-related domain types, although both have been allowed to form. In a second set of calculations, the same model was used, but with only one domain type allowed; this is potentially a physically meaningful reference as well, as we have seen a preference toward single-domain formation of the (1x1)x12 structure on this particular surface, as seen in the LEED pattern of Fig. 5.3(g), perhaps because of a slight miscut away from (110). The number of "bulk" tungsten atoms trivially remained constant, since the simulation only involved the top layer of tungsten atoms. In the experiment, we could not in practice accurately resolve the two O1 components from the bulk peaks and have thus grouped them into one intensity. In the simulation, we can of course resolve the two O1 states from the bulk and have included that data. As noted previously, these O1 states account for the sharp increase and then decrease in the Bulk+O1 intensity seen in the first twenty minutes of the experimental data.

The final state-resolved results from the theoretical simulation are shown in Figs. 5.8(a) and (b) for single-domain and two-domain models, respectively. For the single-domain simulation shown in Fig. 5.8(a), we see that the different chemical states behave in a manner very similar to the experiment. The O1 peak is the first to dominate at the expense of the surface peak, with its maximum occurring at about 6 minutes. As time increases, the O2 peak comes to dominate as the primary species, with its maximum at 16 minutes and a crossover in importance with O1 at 10 min. Finally, the O3 peak comes to be more important, with the crossover between O2 and O3 dominance occurring at about 20 min. For the two-domain simulation in Fig. 5.8(b) that we might expect to be a more
accurate representation of reaction at a perfectly cut (110) surface, the curves have a qualitatively similar shape, but in general the maxima and crossover points occur at longer times. The O1 peak has a maximum at 8 minutes. The O2 peak reaches its maximum at about 49 minutes and then begins to fall slowly, and has a crossover with O1 at 20 minutes. The O3 peak steadily grows in importance until the end of the 70 minute time interval, and in additional calculations for much longer times not shown here is found to saturate at 3600 atoms, with the O2 peak leveling off at 4400 atoms; thus in the two-domain model, O3 never exceeds O2 in number and is finally about 82% of it. The behavior of these two sets of theoretical curves can now be compared to our room-temperature experimental curves, for which O1 (as part of the Bulk+O1 peak) has a maximum at 9 minutes that is in excellent agreement with both sets of calculations; O2 has a maximum at 30 minutes that is intermediate between those of the single-domain and two-domain calculations, and a crossover with O1 at 20 minutes that is in excellent agreement with the two-domain calculations; and O3 shows the correct steadily increasing form in both calculations, and a crossover with O2 at 60 minutes that is intermediate between the two calculations. Given the extreme simplicity of our theoretical model, it nonetheless describes the observed state-specific kinetics remarkably well, with the possible preference for one of two domains on our particular surface helping to explain why some features of the single-domain theory (in particular, the crossover of O2 and O3 in importance at longer times) fit the experiment better. From this analysis, it is thus reasonable to suppose that the oxygen atoms in our particular low-pressure reaction condition are essentially immobile once they have found a threefold hollow site to sit in, in agreement with prior work [5,22]. We stress also that the gas
pressure at which the reaction takes place is a crucial variable, as we are able by going to a much higher exposure pressure on the same single-crystal surface to form well-ordered p(2x1) and p(2x2) phases, as discussed previously. Thus, the much-discussed phase diagram for this surface [5,8,15] really has one more variable in it: the gas pressure during exposure, and it would be interesting in future studies to explore this in more detail.

The total oxygen coverage versus time is also directly derivable from these model calculations, and these results are shown as solid curves in Figs. 5.8(a),(b). With a single domain, the total coverage approaches 1.0 ML at 70 minutes, which is reasonable in view of the dominance of O3 type W atoms. The two-domain calculations by contrast yield about 0.74 ML at 70 minutes, which is in fact closer to the measured final coverage estimate for this surface of 0.57 ML. Thus, from all aspects of comparing experiment to these Monte Carlo calculations, it appears that the two-domain model provides a better description, but that a preference for one of the two domain types is also suggested and that this leads to certain features being better described better by the single-domain model.

In the other extreme limit of higher temperature (or by implication from our observations here also of higher pressure) for which the oxygen atoms are in some sense freer to move in order to minimize their energy, the most stable p(2x1) overlayer should form at 0.5 monolayer coverage. Evidence for this is in fact found in our experimental data for higher temperatures, where only the O1, and then the O2 peaks grow in, while
the O3 growth was minimal. However, we again note that no domains of p(2x1) of sufficient size to be seen in LEED were found even in these cases (cf. Figs. 5.3(b),(c)), so that state-resolved PS provides a unique way of studying these states as small domains or even single sites of a given type. An additional interesting point concerning our two higher temperature data sets is that, for the lower adsorption pressures in the 10^{-9} Torr range at which these experiments were conducted, the lower rate of initial precursor adsorption and/or higher rate of atomic desorption leads to a lower uptake rate of oxygen on the surface and effectively causes the formation of the O2 and O3 states to occur much more slowly, even though the O1 formation, as judged by the Bulk+O1 peak, is very similar at all three temperatures.

As a final aspect of our kinetics analysis, we now consider the actual uptake of oxygen on the surface more quantitatively, including determinations of coverage and sticking coefficients versus time from our state-resolved data. In order to determine the oxygen coverage, $\Theta_O$ in ML, from our intensity measurements of the various W states, we have started with a formula derived recently by Riffe and Wertheim [14]:

$$\Theta_O = \frac{\sum_{n=0,3} n^3 I_{On}}{\sum_{n=0,3} I_{On}}$$  \[5.1\]

where the summation is over the three resolved and, in our case one unresolved, spectral components, with n equal to the number of oxygen atoms that a given type of tungsten
atom is bonded to (0 for surface, 1 for O1, 2 for O2, and 3 for O3), $I_{On}$ is the intensity of that spectral component (i.e., Surface = O0, O1, O2, and O3), and the division by 3 is because each O atom is three-fold coordinate (since the oxygen atoms always sit in a three-fold hollow site). Since we were not able to accurately measure the O1 peaks, we determined $I_{O1}$ by first assuming that the bulk intensity should remain essentially constant during the entire time interval of reaction. This assumption requires that the degree of inelastic and elastic scattering in the overlying layer of W+adsorbed O is very nearly constant over the full exposure range, which is quite reasonable in view of the expected dominance of the W atoms in this overlayer in producing both inelastic and elastic scattering of the photoelectrons emitted from the bulk. We have also checked this assumption, including the effects of diffraction, by measuring photoelectron diffraction patterns at the end of the room temperature experiment, and then multiplying the Bulk+O1, O2, and O3 peaks by appropriate values to compensate for the estimated effects of diffraction. Second, from the empirically more accurate two-domain kinetics calculation, we see that the ratio O1/O2 at the end of the 70 min is ~0.4. Thus, to estimate the contribution of O1 to $I_{O1+Bulk}$ we have simply gone to the end of the 70 minutes in the experiment, set $I_{expt@70} = I_{O1+Bulk}$ and then calculated $I_{Bulk}$ from $(0.4)I_{expt@70}$ in order to determine the assumed-constant bulk value over all times. Then for each data point as a function of time, we simply subtracted off the constant bulk value from Bulk+O1 to estimate the O1 intensity; these estimates are shown as the dashed curves in Fig. 5.6. Using these values for $I_{O1}$ and the directly determined experimental values for $I_{O0}$, $I_{O2}$, and $I_{O3}$ in Eq. 5.1, we finally obtain estimated coverages versus time as the curves shown in Fig. 5.9. The points are from the experimental data for the three
temperatures, and the curves overlying them are 15-point smoothed values based on this data. The dot-dash curve is directly from the two-domain Monte Carlo simulation. Considering experiment first, the coverage initially increases rapidly as the sample first gets exposed to oxygen. As time increases and the number of possible sites decreases, the rate of change of coverage reduces, and all three experimental curves show a knee with fairly abrupt change of slope, occurring at about 16 minutes for 298 K, at about 10-12 minutes for 360 K, and at about 8 minutes for 593 K. As the temperature increases, the amount of coverage at a given temperature also decreases, with only about 80% as much oxygen on the surface at $T = 360$ K and 593 K as at 298 K. It is also encouraging that the final coverage for 298 K at 70 minutes as calculated using Eq. 5.1 is in excellent agreement with that derived directly from the Monte Carlo simulation. The overall forms of the uptake curves are also very similar between experiment at 298 K and theory, although experiment shows more of a break in slope at approximately 20 minutes and a higher more nearly constant slope for longer times. In any case, the analysis in terms of Eq. 5.1 seems to provide a very good description of the lower-temperature data. All of the experimental curves are above theory for the lowest times measured, but this is probably due to the fact that it requires some time to raise the pressure from its base value to $3.0 \times 10^{-9}$ Torr of oxygen; thus some adsorption has already taken place before the "clock" for our state-resolved spectra has been started.

From Fig. 5.6(a) we note that the maximum in the O2 component for 298 K occurs at ~30 minutes. The corresponding experimental coverage from Fig. 5.9 now shows that this point arises for a coverage very close to 1/2 monolayer. From this time
onward, it is thus reasonable that any extra oxygen atoms adsorbed to the surface will convert O2 and O1 peaks into O3 peaks. This agrees with Fig. 5.6(a), which shows O3 beginning to grow in at the expense of the O2 and O1 peaks more strongly after about 30 minutes. At the two higher temperatures, we can see that the final coverages end at only slightly higher than 1/2 ML, thus helping explain why the O3 component is so weak in these cases.

By taking appropriate time derivatives of the results of Fig. 5.9, we can also easily determine the oxygen sticking coefficient, or probability that a colliding molecule will stay on the surface. The sticking coefficient was determined straightforwardly from our data by taking the derivative of coverage versus time curve, and then multiplying by the number of minutes needed to reach a coverage of 1.0 ML of oxygen atoms with unit sticking coefficient (i.e., $1.41 \times 10^{15}$ atoms/cm$^2$). The variation of both the experimental and theoretical sticking coefficients with coverage are shown in Fig. 5.10, where they are also compared to an average over several prior determinations of this type (Squares) [14]. We can see from this figure that the two higher-temperature sticking coefficients agree very well with prior work, showing a steep falloff from low to high coverage, and a very small value of about 5% by the time the saturation value of 0.5 ML for the most stable p(2x1) structure is reached. The sticking coefficient for 298 K by contrast stays higher at about 10% up to a coverage of ~0.75 ML, and in general shows the same form as the simulation, lending further credence to this different behavior. This difference from prior room temperature data we attribute to the lower pressure at which the adsorption was carried out, as well as a possible difference in step and defect density from one surface to
another. But the fact that we are able to effectively saturate this surface at 0.5 ML by adsorbing at higher temperatures for which the oxygen atoms have higher mobility to form the p(2x1) structure, and to form highly ordered structures for p(2x1), p(2x2) and (1x1)x12 strongly suggests that we were studying a (110) surface with low step and defect densities.

**Surface structure determinations:**

As a final aspect of this study, we consider the local atomic structure around the two easily resolved types of W atoms: O2 and O3. To determine this, we have measured full-solid-angle photoelectron diffraction patterns for both the chemisorbed O2 and incipient-oxide O3 peaks in the W 4f7/2 spectrum at the end of the 70 min. adsorption, with these then permitting a direct and independent structural determination for the two W states involved. The experimental results for the O2 and O3 atoms are shown in Figs. 5.11(a) and 5.11(b), respectively.

Considering first the prior structural analyses that might be relevant to this system, we note that LEED has been used to determine the atomic structure of the 1/2 ML p(2x1) overlayer [7] that should consist entirely of the O2 state with a 350 meV shift relative to the bulk (cf. Fig. 5.4(b)), but there is no other structure determination for O/W(110) and LEED could not in any case be easily applied to the overlayer formed here, which lacks long-range order. The LEED values for the two structural parameters defined in Fig. 5.1(e) are $z = 1.25$ Å and $\ell = 1.67$ Å, with the latter corresponding to equal bond distances from oxygen to all three W atoms in the pseudo-threefold hollow and not being
varied in the R-factor fit to experiment. The only other related structure determination is for the (1x1)-x12 O overlayer (cf. Fig. 5.3(g)) in which the O3 state is dominant, which has been studied by both high-energy x-ray PD and low-energy synchrotron radiation PD, and yields values of z = 0.91 Å and ℓ = 1.57 Å, with the latter now corresponding to a lateral shift of the oxygen by 0.1 Å away from the equal-bond-distance position along the [110] direction (with the opposite shift in the second domain type). The present study thus represents the first attempt to determine the adsorption site when both the O2 and O3 structures occur simultaneously and with no long-range order.

The photoelectron diffraction data in Fig. 5.11(a) and (b) have been analyzed by comparing experiment to multiple scattering theory via five R-factors previously defined by Saiki et al. for use in PD studies [24(a)] together with a normalized sum of these five as an overall indicator of goodness of fit [24(b)]. The experimental data were also first converted to normalized chi functions, and that is what is presented in the figures. (See discussion elsewhere of these normalization and data analysis procedures [21].) The calculations were carried out using a newly completed multiple scattering cluster program [25] based upon the Rehr-Albers separable Green's function approach [26]. Beyond scattering phase shifts calculated in a standard way for muffin-tin potentials, the various non-structural inputs for these calculations were: electron inelastic attenuation length = Λe = 4.0 Å, inner potential = V0 = 11.0 eV (reduced from the clean surface value of 12.5 eV to allow for the effect of adsorption), and Debye-Waller effects from an uncorrelated vibration calculation based on a Debye temperature of 400 K. The atomic cluster used for the O3 calculation contained 100 atoms, including a full layer of 30 (1x1) O atoms and 4
layers of W underneath it. In the atomic cluster used for the O2 calculation, every other row of O atoms was removed, as shown in Fig. 5.1(c). Angular averaging was done in a two-step fashion by first summing theoretical intensities at 5 points equally distributed over a cone of ±3° (with one point weighted double in the center) and then applying a finer scale two-dimensional Gaussian smoothing with a full width at half maximum of 3°. This procedure was found to yield lower R-factors and better visual agreement between theory and experiment. Finally, in view of the preponderance of prior evidence that O sits in the pseudo-threefold hollow site, we have only considered this in our structure optimization, although we have also allowed the lateral position as determined by ℓ to be varied. No relaxations or rumplings of the first-layer W atoms were considered, nor was the spacing between the first and second W layers varied. Thus, there may be other structural details that we have not considered, but we have in any case gone beyond a prior LEED investigation of the system [7].

The final optimized theoretical chi functions for the O2 and O3 data are shown in Figs. 5.11(c) and 5.11(d), respectively, and they are in excellent agreement with experiment. The variation of the summed, normalized overall R-factor is also shown in Figs. 5.11(e) and 5.11(f) as a function of z and ℓ, to provide some idea of the sharpness of the minimum. We finally find that the oxygen in O2 sites has an interlayer separation from the first W layer of z = 0.97 ± 0.05 Å and a lateral position of ℓ = 1.51 Å ± 0.05 Å, and that the oxygen in O3 sites has z = 0.88 Å ± 0.05 Å and ℓ = 1.56 Å ± 0.05 Å. These results are shown in Table 5.2, in which they are compared to other previous structure determinations for similar structures. Our results show that the adsorption geometries for
both O2 and O3 are very close to one another, with essentially identical lateral positions, but an indication of a smaller vertical distance on going from W bound to two oxygens to W bound to three oxygens. There is also excellent agreement between the present result for the O3 state and a recent determination for the (1x1)x12 structure from low-energy scanned-angle PD data [21]. The resulting W-O bond distances for our structures are: O2--two at 1.99 Å and one at 1.79 Å, and O3--two at 1.93 Å and one at 1.79 Å. Comparing these to W-O distances in bulk oxides of 1.46-2.94 [27] shows that they are reasonable.

5.IV. CONCLUSIONS

We have thus applied chemical state- and time- resolved photoelectron spectroscopy and photoelectron diffraction together for the first time in a study of oxygen adsorption on a metal surface. For the system O/W(110), several conclusions can be drawn. For our surface and at an oxygen pressure of 3 x 10⁻⁹ Torr, no adsorbate structures with long-range order are visible in LEED, but high-resolution W 4f7/2 spectra nonetheless permit detecting "O2" W atoms bound to 2 oxygen atoms (p(2x1)-like in local structure), "O3" W atoms bound to three oxygen atoms ((1x1)- or incipient-oxide-like in local structure), as well as less well resolved "O1" W atoms bound to 1 oxygen atom. Highly ordered p(2x1), p(2x2) and (1x1)x12 structures could also be formed on this surface at higher pressures of exposure and/or with annealing at higher temperatures, indicating that the gas pressure is an important variable in determining the kind of adsorption structure formed. The individual time dependencies of the clean surface,
unresolved Bulk+01, O2, and O3 W intensities were studied by taking high resolution photoelectron spectra approximately every 20 s over a period of 70 minutes. Three temperatures of 298 K, 360 K, and 593 K were studied. We find that the formation of the O3 state comes to be dominant at longer times for room temperature reaction, but its formation is strongly suppressed at the higher temperatures. A simple Monte Carlo model assuming that the adsorbed oxygen atoms have no mobility on the surface once they can occupy a given allowed pseudo-threefold hollow site is furthermore found to very well predict the qualitative form, and even some quantitative aspects, of the observed time-dependent intensities at 298 K. The state-resolved intensities can furthermore be used to determine the total oxygen coverage versus time and hence the sticking probability versus coverage, with these results also agreeing with the Monte Carlo results in general, as well as with prior experimental determinations of sticking coefficients for this system. Finally, the local atomic geometries of oxygen in the short-range-order O2 and O3 sites have been determined by means of full-solid-angle photoelectron diffraction measurements, combined with multiple scattering theory and R-factor comparisons of experiment and theory. The positions thus determined are very similar to one another, and to the position of oxygen in the saturated (1x1)x12 structure as determined recently by high-energy and low-energy PD [17,21], with an indication that oxygen sits closer to the surface by 0.06-0.09 Å when the W atoms are bound to three oxygens and that, in all structures studied, the oxygen is offset laterally in the pseudo-threefold hollow site by 0.09-0.16 Å.
This study thus demonstrates the considerable potential of chemical state- and
time- resolved photoelectron spectroscopy at a third-generation synchrotron radiation
source for studying surface reaction kinetics, as illustrated here by the multiple-state
system involved in the initial stages of oxidation of clean W(110) and also by several
recent studies by another group working at the Elettra facility in Italy [16]. Being able to
simultaneously use photoelectron diffraction to determine the local atomic geometries
around species with different chemical states, even in the absence of long-range order, as
illustrated here for two different chemical states of W, represents another unique
capability that should be broadly applicable to various surface reactions and epitaxial
growth processes. Finally, we have pointed out the importance of adsorption pressure in
determining the kinds of structures which form on a given surface, and it is expected that
this will have implications for many surface reactions and their kinetics.
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TABLE 5.1--Comparison of W 4f chemical and surface shifts for oxygen on W(110) as determined in various studies. All numbers are relative to the bulk binding energy, with - representing a decrease in binding energy and + an increase. Units are meV.

<table>
<thead>
<tr>
<th>O Surface Structure: Coverage</th>
<th>Clean W# 1 ML</th>
<th>(1x1)x12 O#: 1 ML</th>
<th>p(2x1)#: ½ ML</th>
<th>p(2x2)#: ¼ ML</th>
<th>Low Coverage O#: 0.2 ML &lt;0.1 ML [12,14]</th>
<th>Low Coverage O: ½ ML [14]</th>
<th>~½ ML [11]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface</td>
<td>-320</td>
<td>-----</td>
<td>-----</td>
<td>-302</td>
<td>-321</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>O1a</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-160</td>
<td>-160</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>O1b</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>+75</td>
<td>+59</td>
<td>+100</td>
<td>-----</td>
</tr>
<tr>
<td>O2</td>
<td>-----</td>
<td>+345</td>
<td>+365</td>
<td>+260</td>
<td>+275</td>
<td>+342</td>
<td>+340</td>
</tr>
<tr>
<td>O3</td>
<td>-----</td>
<td>+730</td>
<td>+630</td>
<td>+730</td>
<td>-----</td>
<td>+662</td>
<td>+550</td>
</tr>
</tbody>
</table>

#From this study, with additional details in reference 21.
TABLE 5.2--Comparison of various results for the atomic geometry of oxygen in the pseudo-threefold hollow on W(110)

<table>
<thead>
<tr>
<th>Structure</th>
<th>Method</th>
<th>$z$ (Å)</th>
<th>$\ell$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p(2x1)</td>
<td>LEED [7]</td>
<td>1.25</td>
<td>1.67</td>
</tr>
<tr>
<td>(1x1)x12</td>
<td>XPD [17]</td>
<td>0.84</td>
<td>1.52</td>
</tr>
<tr>
<td>(1x1)x12</td>
<td>low-energy PD [21]</td>
<td>0.91</td>
<td>1.57</td>
</tr>
<tr>
<td>O2</td>
<td>PD#</td>
<td>0.97</td>
<td>1.51</td>
</tr>
<tr>
<td>O3</td>
<td>PD#</td>
<td>0.88</td>
<td>1.56</td>
</tr>
</tbody>
</table>

#From this study, with additional details in ref. 21.
Figure 5.1. Illustration of different types of surface tungsten atom types with oxygen adsorption on W(110): a) Sparsely covered, b) p(2x1), c) p(2x2), and d) (1x1). “O1” denoted W bound to one oxygen atom, “O2” to two, and “O3” to three. (e) Nearest-neighbor atomic geometry for oxygen adsorbed in a pseudo-threefold-hollow site. The parameters varied for the R-factor analysis are the height of the oxygen layer above the tungsten surface (z) and the lateral displacement of oxygen as referenced from the ontop position (l).
Figure 5.2. The experimental geometry. For the kinetics experiments, the angle $\theta$ was fixed at $45^\circ$. For the diffraction experiments, the angle $\theta$ was rotated from $9^\circ$ to $70^\circ$. Diffraction is measured by rotating the sample on the two perpendicular axes.
Figure 5.3. a), b), c) -- LEED patterns on W[110] after 70 minutes of exposure to oxygen at 3.0x10^{-9} Torr for sample temperatures of (a) 298°, (b) 360°, and (c) 593°, as measured with a primary energy of 85 eV. d), e), f), g) -- LEED patterns of common oxygen structures with long-range order on W[110], as measured with a primary energy of 93 eV: (d) Clean W(110) surface, (e) p(2x1) surface, (f) p(2x2) surface, and (g) (1x1)x12 surface.
Figure 5.4. W 4f\textsubscript{7/2} Photoelectron spectra of common oxygen structures with long-range order on W[110] with internal photoelectron emission along the [111] direction, and an externally measured kinetic energy of 69 eV. (a) Clean W(110) surface, (b) p(2x1) surface, (c) (2x2) surface, and (d) (1x1)x12 surface.
Figure 5.5. Time resolved W 4f\textsubscript{7/2} spectra with internal photoelectron emission along the [111] direction, and an external kinetic energy of 69 eV. The spectra are taken at a) 30 sec., b) 10 min., c) 20 min., d) 35 min., and e) 70 min. of exposure to a pressure of 3.0x10\textsuperscript{-9} torr O\textsubscript{2}. The spectra have been decomposed into six components as indicated, via curve fitting.
Figure 5.6. Time- and state- resolved W 4f7/2 photoelectron intensities for three different sample temperatures (a) $T = 298^\circ$, (b) $T = 360^\circ$, and (c) $T = 593^\circ$. The Surface, Bulk+O1, O2, and O3 intensities are directly measured. The O1 intensity is derived by assuming that the bulk intensity is constant with time and that the O1 is 0.4 of the O2 at the end of the scan (as derived from the two-domain Monte Carlo analysis).
Figure 5.7. The spatial and time dependence of the types of W atoms occupying a 10,000 atom surface cell, as calculated via our Monte Carlo model and allowing for the formation of two mirror-related domain types. Results are shown for three times: a) 10 min., b) 20 min., c) 40 min. The three types of W atoms (cf. Fig. 5.1) are also indicated.
b) Time = 20 min.
c) Time = 40 min.
Figure 5.8. Monte Carlo simulation of oxygen adsorption on the W(110) surface for (a) one domain and (b) two domains. Surface, O1, O2, and O3 occupations $N_{on}$ and total oxygen coverage are plotted.
Figure 5.9. Time dependence of oxygen coverage: coverage calculations from time- and state-resolved W 4f\textsubscript{7/2} intensities via Eq. 5.1 are shown as points. Associated lines are from 15-point smoothing. The dash-dot curve is a coverage calculation directly from the two-domain Monte Carlo simulation.
Figure 5.10. Oxygen sticking coefficients derived from the coverage data of Fig. 5.9. Symbols are the derivatives of the 15-point smoothed curves in Fig. 5.9, and the solid curve is from the Monte Carlo simulation. The square points are from a recent study by Riffe and Wertheim [14].
Figure 5.11. Surface structure determination from W 4f\(_{\pi/2}\) state-resolved photoelectron diffraction after 70 minutes exposure of oxygen at room temperature. Experimental diffraction data from the (a) O2 and (b) O3 species. Multiple scattering theory at the optimum structure for the (c) O2 and (d) O3 species. A normalized sum of five R-factors as a function of the two structural parameters z and \(t\) is shown in (e) and (f). The optimum positions for the oxygen atoms are (e) \(z = 0.97\) Å and \(t = 1.51\) Å for the O2 W sites, and (f) \(z = 0.88\) Å and \(t = 1.56\) Å for the O3 W sites.
Chapter 6

Circular Dichroism in Core Photoelectron Emission from (1x1) Oxygen on W(110):
Experiment and Multiple-Scattering Theory

6.1. INTRODUCTION

Circular dichroism in core-level excitation is now a very active area of study [1-5], due both to the availability of circularly polarized synchrotron radiation in the vacuum ultraviolet and x-ray regimes, and to the realization that such measurements can be useful as element-specific probes of magnetic materials [1,3], non-magnetic materials [3(d),4] and adsorbates [2]. Although circular dichroism has been observed in both core-level x-ray absorption spectroscopy (XAS) [1], and angle-resolved core-level photoelectron spectroscopy (PS) [2-4], we will here concentrate on the latter more surface-sensitive type of experiment in which the direction of the outgoing electron is precisely measured. To date, circular dichroism has been observed experimentally in angular distributions of core photoelectrons from both adsorbed molecules and atoms in single-crystal substrates [2-4]. It is also important to distinguish circular dichroism in non-magnetic systems [2,4] from similar effects in magnetic systems [3]. In non-magnetic systems, chirality can be introduced into the experiment by particular choices of the photon-electron-substrate crystal geometry, with scattering of the photoelectrons from near-neighbor atoms in the crystal then playing a crucial role in affecting the angular distributions so as to lead to dichroism [2,4,5]. Although molecular quantum-chemical calculations of the final-state photoelectron wave functions were first used to predict such effects in non-magnetic
cases [2(a)-(c)], photoelectron diffraction theory has also been shown to provide a general method for predicting and analyzing such effects for more complex systems [2(d),5]. In magnetic systems, one must consider in addition the effects of spin-orbit splitting and multiplet (exchange) splitting of the spectra, which provide additional contributions to dichroism [3]. However, the non-magnetic sources of dichroism will always be present, and it is thus necessary to allow for these fully in order to derive information specific to magnetic order. A principal aim of this paper is thus to more quantitatively assess these non-magnetic circular dichroism effects.

Such non-magnetic circular dichroism in core photoelectron angular distributions (CDAD) was first observed by Schönhense et al. from CO/Pd(111) [2(a)-(c)]. This experiment showed that circular dichroism may be present in core photoelectron emission, even in what are overall non-chiral atomic geometries. Subsequent to this, Daimon et al. observed similar effects in core emission from Si(100) [4(a)], and we will relate our experimental findings for O/W to a theoretical model for these effects introduced by them, as well as to more accurate multiple scattering photoelectron diffraction calculations of such effects.

In order to better understand the interrelationship between such non-magnetic circular dichroism and magnetic circular dichroism, we have performed measurements for the non-magnetic system of a (1x1) saturated oxygen overlayer on W(110) using a third-generation synchrotron radiation beamline and end station [6]. This incipient-oxide overlayer corresponds to a coverage of 1.0 ML of oxygen, leads for our surface
preparation to a (1x12) superstructure in its LEED pattern [8] that is similar to that observed in a prior STM study [7(a)], and exhibits W 4f core spectra that are easily resolvable into "incipient oxide" and bulk components separated by ~0.73 eV [7(b),(c),8]. For convenience, we will term this structure (1x1)x12 O/W(110), but the "oxide" W atoms in this surface are in fact locally in a p(1x1)O chemisorption environment in which each W is bonded to three O atoms [7(a)]. This system has several advantages for the present study. It forms a very stable non-magnetic overlayer. Also, due to the presence of chemically-resolved spectra, we have distinguishable signals coming from two different types of tungsten atoms, those in the outermost W layer directly bonded to the oxygen atoms and those in the "bulk" layers below. Thus, in comparing experiment to theory, we have both the case of near-surface oxide emitters which look outward through only one layer of oxygen scatterers, and for which multiple scattering is probably less important, and multi-layer bulk emitters, for which multiple scattering effects are expected to be more important. Finally, the atomic structure of this surface has recently been determined accurately from scanned-angle photoelectron diffraction measurements [7(b),(c),8], providing accurate structural parameters to use in our theoretical simulations.

6.11. EXPERIMENT

One of the several advantages of using synchrotron radiation for such a study is the possibility of varying the polarization from p-type linear (here denoted LPx) to left and right circular (LCP and RCP, respectively), and we have used bend-magnet beamline 9.3.2 at the Advanced Light Source [6] to exploit this capability in high-resolution core-
level photoelectron emission. This beamline is capable of varying polarization over a broad energy range from ~30 to 1500 eV by using radiation in, above, or below the plane of the electron storage ring. In connection with core photoelectron emission from surfaces, it then becomes possible to look for circular dichroism effects in which the intensity with LCP excitation ($I_{\text{LCP}}$) is not equal to the intensity with RCP excitation ($I_{\text{RCP}}$), and to compare these two types of measurements with those involving LP$_X$ excitation ($I_{\text{LP}_X}$). Angle-resolved and chemical-state-resolved photoelectron spectra were measured using the advanced photoelectron spectrometer/diffractometer situated on this beamline [3(d)]. The (1x1)x12 oxygen overlayer was prepared on the clean W(110) surface as described elsewhere [7,8].

The experimental geometry is shown in Fig. 6.1(a). The photons were incident normal to the sample surface and chosen to be linearly polarized in the plane of the storage ring (p-polarized with respect to the plane of light incidence and electron exit or x in our convention), left circularly polarized, or right circularly polarized. The polar takeoff angle theta ($\theta$) is measured with respect to the surface, and the azimuthal angle phi ($\phi$) is measured with respect to the [110] direction lying in the surface. An 85% degree of circular polarization was achieved by means of a movable aperture at the entrance to the beamline; the intensity loss on going from linear to circular was only about a factor of 1/3-1/4 [6]. The experiment was conducted at a photon energy of 280 eV, leading to W 4f photoelectrons with a kinetic energy of 246-250 eV. This corresponds to one of the kinetic energies used by Daimon et al. in a previous study of circular dichroism in Si 2s and 2p emission from silicon [4], permitting a more direct
comparison of these two sets of CDAD data. The photoelectrons were analyzed using a Scienta SES 200 spectrometer [3(d)]. A typical spectrum is shown in Fig. 6.1(b), this spectrum is taken with \( \theta = 44^\circ \) and \( \phi \) pointing along the W \(<001> \) azimuthal direction in the sample plane (i.e. \( \phi = 90^\circ \)). The W \( 4f_{7/2} \) bulk peak occurs at a kinetic energy of 249.5 eV, while the W \( 4f_{5/2} \) bulk peak is shifted to higher binding energy by +2.25 eV. Each member of the W \( 4f_{5/2}, 7/2 \) doublet consists of a bulk peak and an oxide peak that is shifted to higher binding energy (lower kinetic energy) by \( \sim +0.73 \) eV. Separate photoelectron diffraction patterns were measured for these two types of photoelectron peaks by fitting appropriate peak shapes to the spectra; the spectra were easily resolved into two components by fitting them with asymmetric Voigt functions of fixed width and spacing, riding on a Shirley-type inelastic background. Total 4f intensities for both oxide and bulk were then derived as the sum of the 5/2 and 7/2 areas for each type of peak. Summing in this way increases the number of counts and statistical reliability, and also allows us to neglect any effects due to spin-orbit coupling in the modeling of the data. The sample was rotated in azimuthal angle (\( \phi \)) over 230° and the analyzer was rotated in polar (takeoff) angle (\( \theta \)) over a range of approximately 27.5° so as to preserve the normal incidence of the light. In this way, both intensities could be measured over a \( \theta \) range (as measured with respect to the surface plane) of 16.5° to 44° and a solid angle corresponding to \( \sim 41\% \) of the \( 2\pi \) steradians above the surface. The analyzer rotation was achieved through the use of differentially pumped seals at the top and bottom of the main experimental chamber, and a large diameter bellows that allowed the light to pass from the last refocusing mirror of the beamline to the sample position [3(d),8]. Any variations of radiation flux with time were normalized out in determining the final intensities \( I(\theta, \phi) \).
6.3I. THEORETICAL BACKGROUND

When the light propagation direction $\mathbf{q}$ is along the positive $z$ axis, RCP (LCP) light can be represented by the operator $x - iy$ ($x + iy$), where $x$ and $y$ are polarization vectors along the $x$ and $y$ axes. In this definition, RCP (LCP) rotates in a clockwise (counterclockwise) direction as viewed by an observer looking into the oncoming light from positive $z$ and has a negative (positive) helicity. Linearly polarized light of p-type ($\text{LP}_x$) and linearly-polarized light of s-type ($\text{LP}_y$) along the $x$ ($y$) direction can then be represented by the operators $x$ ($y$).

A brief description of our calculational procedure as applied first to a free atom, and then to an atom in a lattice, is given below. The photoelectron intensity due to excitation from a given initial state $\psi_{nlm}$ to a final state $\psi_f$ (which can in general involve scattering and diffraction in a lattice) due to LCP or RCP light can be written in a standard way as

$$I_{\text{LCP(RCP)}} = \left| \left< \psi_f | x \pm iy | \psi_{nlm} \right> \right|^2 = \left| \left< \psi_f | x | \psi_{nlm} \right> \pm i \left< \psi_f | y | \psi_{nlm} \right> \right|^2$$  \hspace{1cm} [6.1]

For $\text{LP}_x$ or $\text{LP}_y$ light, we also have the photoelectron intensities as

$$I_{\text{LP}_x} = \left| \left< \psi_f | x | \psi_{nlm} \right> \right|^2$$  \hspace{1cm} [6.2]
Finally, as a reference for unpolarized light we have,

\[ I_{\text{UNP}} = \left| \langle \phi_f | x | \phi_{nlm} \rangle \right|^2 + \left| \langle \phi_f | y | \phi_{nlm} \rangle \right|^2 = I_{LPx} + I_{LPy} = I_{RCP} + I_{LCP} \tag{6.4} \]

Using these equations, we can rewrite the result for circularly polarized light as

\[ I_{\text{LCP(RCP)}} = I_{LPx} + I_{LPy} \pm 2 \sqrt{I_{LPx} I_{LPy}} \sin \Delta \tag{6.5} \]

where \( \Delta \) is the phase between the two integrals \( \langle \phi_f | x | \phi_{nlm} \rangle \) and \( \langle \phi_f | y | \phi_{nlm} \rangle^* \). In calculating the matrix elements for a free atom, the initial core state is written in the non-relativistic limit as

\[ \phi_{nlm}(r, \theta, \phi) = R_{nl}(r) Y_{lm}(\theta, \phi) \tag{6.6} \]

where \( R_{nl}(r) \) is the radial part of the wavefunction, \( Y_{lm}(\theta, \phi) \) is a spherical harmonic, and the final photoelectron state \( \phi_f \) at energy \( E_{\text{kin}} \) and propagating along the wave vector \( \mathbf{k} \), in the absence of final-state scattering, is written as
\[ \phi_{l}(r, \theta, \phi) = 4\pi \sum_{m' \ell'} \delta_{l'} \exp(-i\delta_{l'}) Y_{l'm'}(\theta, \phi) \sum_{m} \phi_{l'm}(r, \theta, \phi) R_{l'}(r) \]

\[ = 4\pi \sum_{m'} \phi_{l'm'}(r, \theta, \phi) \quad \text{[6.7]} \]

where \( \delta_{l'} \) is the radial phase shift for the \( l' \) final state channel, \( R_{l'}(r) \) is the radial part of the \( l' \) channel, and \( \phi_{l'm'} \) is introduced to simplify the notation. We now take the z-axis to be along \( q \), with the spherical harmonics for both the initial and final states then being quantized along that axis as well. The total intensity from a given subshell is then given by

\[ I_{\nu,l,\text{LCP(RCP)}} = \sum_{m} \sum_{m'} \left[ \langle \phi_{l'm'} | x | \phi_{nm} \rangle \pm i \langle \phi_{l'm'} | y | \phi_{nm} \rangle \right]^2 \quad \text{[6.8]} \]

The first sum is over the initial occupied \( m \) states, and the second is over the final \( l'm' \) states as allowed by dipole selection rules. An analogous sum applies to \( I_{l} \) for LPx, LPy, and UNP. Final-state interference between the \( l'=l+1 \) and \( l'=l-1 \) channels is thus explicitly included.

The generalization from the free-atom final-state wave function so as to include a full multiple-scattering treatment of photoelectron scattering and diffraction effects in a cluster of atoms is found elsewhere [5,9]. Briefly, the photoelectron wave function for this case can be written by noting that each neighboring atom "a" in a cluster around the emitter acts as a scattering center, and can be considered to generate a spherical outgoing wave contribution to the final photoelectron wave, which is finally measured in a far-field...
detector. This outgoing wave furthermore includes contributions from all single and multiple scattering paths between the emitter and atom "a". With these assumptions, the photoelectron wave component $\phi_{f,l'm'}$ can be written as a sum overall all atomic positions $r_a$ as:

$$\phi_{f,l'm'}(r,0,\phi) = \sum_a e^{-i\mathbf{k} \cdot \mathbf{r}_a} C_{a,l'm'}^f(k) Y_{l'm'}(\theta,\phi) R_{fa,l'm'}(r)$$  \hspace{1cm} [6.9]

where $C_{a,l'm'}^f(k)$ includes all effects of scattering between the emitter and atom "a", and $R_{fa,l'm'}(r)$ is the radial part of the partial wave $l'm'$ as calculated in the potential of atom "a" at the photoelectron energy. This reduces to the free-atom limit when "a" = 0 only for the emitter, in which case $C_{0,l'm'}^{f}(k)$ is directly derivable from Eq. 6.7. In the far-field limit, the radial functions in both the free-atom and cluster cases can be represented by spherical Hankel functions $h_{l'm'}^{(+)}(kr)$. We have carried out calculations of the $C_{a,l'm'}^f(k)$ using both the Rehr-Albers separable Green's function approach to each scattering event [9(a),(b)], and the exact multiple scattering propagator [9(c)], although all results reported here will be based on the exact propagator.

As noted above, it is not necessary here to include spin-orbit coupling, as we will consider total subshell intensities as summed over the 5/2 and 7/2 peaks, although the general-purpose program we have used [9(c)] in fact does incorporate spin-orbit effects and permits calculating such quantities as spin-orbit branching ratios. This program [9(c)] also allows for full multiple scattering of the photoelectron wave function as it exits the crystal (that is, $\phi_f$ chhas the much more complicated form of Eq. 6.8, as
compared to the simple form given by Eq. 6.7) and includes effects of inelastic scattering (via an inelastic attenuation length $\Lambda_e$), vibrational damping of diffraction (via Debye-Waller factors and an assumed Debye temperature $\Theta_D$), and surface refraction of the photoelectrons in crossing the surface potential barrier (via an inner potential $V_0$). For the calculations reported below, a cluster of 30 O atoms and 70 W atoms was used, with the oxygen assumed to be sitting in a pseudo-threefold hollow site at a vertical distance of 0.91 Å and a lateral displacement of 0.10 Å along the [1\bar{1}0] direction and away from the point of three equal bond lengths, as determined from recent scanned-angle photoelectron diffraction studies [7(b),(c),8]. The non-structural parameters used were $\Lambda_e = 6.5$ Å, $\Theta_D = 400$ K, and $V_0 = 11$ eV, as derived from this prior work.

6.IV. RESULTS AND DISCUSSION

Azimuthal photoelectron diffraction patterns at polar takeoff angles $\theta$ of 16.5°, 26.5°, and 44.0° are shown in Figs. 6.2, 6.3, and 6.4, respectively, for oxide emission and in Figs. 6.5, 6.6, and 6.7, respectively, for bulk emission. These three patterns are thus part of the larger data set, and represent the minimum, average, and maximum takeoff angles studied. These figures show experiment and theory for intensities with all three polarizations, (a) LP$_X$, (b) LCP, and (c) RCP, together with (d) the normalized circular dichroism in angular distributions (CDAD), which is defined in % as $100[IRCP - ILCP]/[IRCP + ILCP]$. The azimuthal diffraction patterns have been normalized in intensity into a chi function to allow for direct comparisons of experiment with theory and more direct comparison of experiment for different polar angles. This normalization was done
by first taking azimuthal averages of intensities at each polar angle, and then fitting the entire average data set with a low-order spline function in $\theta$ and treating this result as the intensity $I_0(\theta)$ in the absence of any diffraction; the resulting chi function is then calculated as $\chi(\theta, \phi) = [I(\theta, \phi) - I_0(\theta)]/I_0(\theta)$. We will defer discussing the theoretical results shown as grey curves in Figs. 6.2-6.7 for now, but return to them below.

As a self-consistency check on the experimental intensity data, we show in Figs. 6.8 and 6.9 the RCP intensities at the three polar angles in Figs. 6.2-6.7 overlaid with the mirror image of the corresponding LCP intensities. Due to the symmetry of the experimental geometry (cf. Fig. 6.1(a)), these overlaid curves should be identical, and we see that they indeed are to a very high degree, with the two bulk curves being almost superimposable in Fig. 6.9. The small differences between these two sets of curves then provide an indication of the overall statistical and systematic accuracies of the data.

Now comparing the experimental diffraction patterns for LCP and RCP excitation for either oxide or bulk in Figs. 6.2-6.7, we see that some features appear to exhibit azimuthal peak "rotations" across the mirror planes at $\phi = 90^\circ$ and $180^\circ$, with the diffraction peaks for LCP being shifted to the left and those for RCP being shifted to the right. These kinds of rotations have been discussed previously by Daimon et al. [4], and we return to consider them in a more quantitative way below. However, other differences between the LCP and RCP curves do not follow such a simple characterization, and the full description of the data will be seen to require a multiple-scattering theory of photoelectron diffraction. There are also large dichroism effects, with the oxide showing
up to 47% effects and the bulk showing up to 44% effects, as judged by the extrema over
our entire data set.

Figs. 6.10(a)-(c) and 6.11(a)-(c) now show stereographic projections of the full
experimental data sets for both oxide and bulk emission, respectively. Similar azimuthal
peak rotations (especially visible in the oxide data) and other more complex changes
between LCP and RCP can be seen here as well.

Diffraction peak rotations with changing circular polarization were first observed
in Si 2s and 2p emission from Si(001) and theoretically interpreted in terms of a
physically intuitive model by Daimon et al. [4(a)]. This model relies on the dipole
selection rules for circularly polarized light (Δm = m' - m = -1 for LCP and Δm = +1 for
RCP), combined with an estimate of the relative strengths of the various allowed
transitions to different |ψf,l,m'> = |ψf,l ± 1,m'> final states. If it is further assumed that the l
+ 1 channel dominates due to a much larger radial matrix element, this leads to final-state
wave functions in a free-atom picture that are for many cases dominated by |ψf,l,m'> = |ϕ
f,l ± 1,±l ± 1'>, with the two signs holding for the two different circular polarizations. The
spherical harmonics associated with these wave functions (cf. Eq. 6.7) in turn have an
azimuthal dependence of exp(m'|ϕ), and they thus yield spiraling surfaces of constant
phase in azimuth, rather than the simpler spherical surfaces of constant phase that are
more often seen in the radial dependence of wave functions. Since the photoelectron
current will be carried perpendicular to these constant phase surfaces, a given
photoelectron diffraction feature (for example, associated with forward scattering along
an interatomic direction) is predicted to be rotated in opposite directions by the two polarizations. A simple formula for estimating these rotations using the above assumptions, together with a final assumption that there is some kind of intensity peak due to scattering in the forward direction with which to observe the rotation, is the following:

\[ \Delta \phi = \frac{m'}{R_{nn,||} k \cos \theta_k} \]  

[6.10]

where \( \Delta \phi \) is the azimuthal peak shift from the unperturbed forward scattering direction, \( m' \) is the final-state m value, \( R_{nn,||} \) is the component of the nearest-neighbor distance along a certain forward scattering direction parallel to the surface, \( k \) is the magnitude of the electron wave vector, and \( \theta_k \) is the angle between the surface and this forward scattering direction. This formula has been presented elsewhere and compared to experimental data [4,10], and it is found to predict the changes in position of some, but not all, peaks in going from LCP to RCP excitation. For example, for the case of bulk emission in this study, we have nearest neighbors along the [001] azimuth with \( R_{nn} = 2.74 \AA \) at \( \theta_k = 53^\circ \), and next-nearest neighbors along the [(110) azimuth with \( R_{nn} = 3.16 \AA \) at \( \theta_k = 45^\circ \), leading to peak rotations of 16.2° and 17.9° respectively. According to this model, Fig. 6.12 shows where these forward scattering peaks should be rotated to, and there is reasonable agreement with experiment for some features but not others. For example, the pair of peaks centered on \( \phi = 90^\circ \) and 270° in the LP data appear to behave approximately as predicted by Eq. 6.10 in the RCP and LCP data, as do weaker shoulders
on the strong peak centered at $\phi = 180^\circ$. However, the strongest peaks at $\phi = 0^\circ$, $90^\circ$, and $180^\circ$ do not show any evidence of such rotations. Further discussion of applying this model to the O/W system appears elsewhere. [10].

A more accurate description of these effects is to include all allowed transitions with their precise weightings, as well as single and multiple scattering of the outgoing photoelectron wave. Such calculations have been applied successfully to Si(001) by Kaduwela et al. [5(b)], and we here apply them to our data for O/W. These calculations were performed using a program newly developed by García [9(c)] which includes a full treatment of the multiple scattering, and were checked against the program developed by Kaduwela et al. [8(a)] which is in turn based on the Rehr-Albers approximation for treating multiple scattering [8(b)]. The non-structural parameters used are the same as those used in the structure determination for O/W(110) (1x1)x12, and they are found elsewhere [7(c),8].

The resulting normalized theoretical intensities and CDAD values for oxide and bulk emission are compared directly to experiment as the grey curves in Figs. 6.2-6.7 and experiment and theory for the full data set are also compared in Figs. 6.10 and 6.11. In general, diffraction theory at this level correctly predicts not only the gross motion of certain features that one can often describe as rotations, but also various other peak distortions and fine structure beyond this simple description. Considering first intensities in more detail, the more stringent curve-to-curve comparisons of Figs. 6.2-6.7 show some discrepancies between experiment and theory, especially for oxide emission with linear
polarization, but the global grey-scale comparisons over the full data sets in Figs. 6.10 and 6.11 are in general in excellent agreement as to all major changes with polarization, whether they can be interpreted as rotations or more complex alterations in fine structure. The bulk intensities in Figs. 6.5-6.7 are predicted somewhat more accurately for all three polarizations than the oxide intensities in Figs. 6.2-6.4, with theory generally showing more fine structure than experiment, perhaps due to an effective degree of experimental angular averaging that is larger than that included in theory. The CDAD comparisons for oxide in the bottom panels of Figs. 6.2-6.4 also show excellent agreement between experiment and theory, even as to certain narrower features, as for example in Fig. 6.2 around $\phi = 180^\circ$. The fact the agreement for CDAD behavior is actually better than for the normalized oxide intensities suggests that predicting such CDAD effects may be easier than actually calculating the two separate RCP and LCP intensities involved. The magnitude of the theoretical CDAD effects is in Figs. 6.2 and 6.3 about 1.5-2.0 times larger than experiment, but this could be due to inadequate angular averaging or other simplifications we have made in dealing for example with inelastic or vibrational effects in theory. The CDAD comparisons for bulk in the bottom panels of Figs. 6.5-6.7 also show reasonable agreement between experiment and theory, with theory again predicting larger effects, this time by about 2-3 times. For this multilayer emission case that is expected to involve more multiple scattering, it is interesting that the intensities appear to be predicted somewhat more accurately than the CDAD values, or the converse of the situation for the oxide data. Thus, we conclude that a quantitative description of non-magnetic CDAD is possible within this multiple scattering model, but that further
refinements of the theory may be necessary to provide agreement at the few % level that may be necessary to quantitatively describe small magnetic circular dichroism effects [3].

The azimuthal variation of the CDAD effects can also be better understood if we look back at Eq. 6.5. Here, we see that the intensities for circularly polarized light should both exhibit the same two leading terms \( (I_{\text{LP}x} + I_{\text{LP}y}) \) and that these should show a basic pattern that is symmetric about the low index directions, since \( I_{\text{LP}x} \) and \( I_{\text{LP}y} \) have the same symmetry as the sample in our experimental geometry. Added onto this is a term proportional to \( \sin\Delta \), where \( \Delta \) is the phase between the two integrals \( \langle \phi_{\text{lx}}|\phi_{nlm}\rangle \) and \( \langle \phi_{\text{ly}}|\phi_{nlm}\rangle^* \), which alters the intensity away from low-index directions that in turn contain mirror planes perpendicular to the surface (such as \( \phi = 0^\circ, 90^\circ, 180^\circ, 270^\circ \) in the present case). This term will thus control the angular dependence of the CDAD, which must have mirror symmetry around such low-index directions, as seen in both experiment and theory in Figs. 6.2-6.7.

Overall, we conclude that, although the model of Daimon et al. [4(a)] correctly describes the basic physics of the peak rotation phenomenon, a fully quantitative description of such non-magnetic CDAD effects will require a complete treatment of the excitation matrix elements, including photoelectron scattering and diffraction.

Finally we note the interesting result that, in our data, the sum of \( I_{\text{LCP}} \) and \( I_{\text{RCP}} \) is found to be very nearly equal to \( I_{\text{LP}x} \), as illustrated in Figs. 6.13(a)-(c) for the oxide data and in Figs. 6.14(a)-(c) for the bulk data at the same three takeoff angles. The
corresponding theoretical curves are shown in Figs. 6.13(d)-(f) and 6.14(d)-(f), and they verify that this is indeed an expected result, with the actual form of the sum $I_{LCP} + I_{RCP}$ for bulk intensities again being predicted more accurately than those of oxide, as seen already for the individual intensities in Figs. 6.2-6.7. Stereographic projections of the full experimental data sets are shown in Fig. 6.15, including the sum $I_{LCP} + I_{RCP}$ and $I_{LPX}$ for both bulk and oxide. Again, the near identity is striking. This result is not rigorously true for all cases, but can be shown to be a good approximation for W 4f in our geometry and for our kinetic energy range. That is, from Eq. 6.4, in order for our observed relationship $I_{LPX} \propto I_{LCP} + I_{RCP}$ to hold, the contribution of $I_{LPY}$ must either be much less than that of $I_{LPX}$, or very nearly equal to it. Neglecting diffraction effects, the relative intensities of $I_{LPX}$ and $I_{LPY}$ can be calculated from the atomic W 4f differential photoelectric cross-sections $d\sigma/d\Omega$ for the two polarizations, which depend in turn on the total subshell cross section $\sigma$ and the asymmetry parameter $\beta$:

$$
\frac{d\sigma(\gamma)}{d\Omega} = \frac{\sigma}{4\pi} \left[ 1 + \beta \left( \frac{3}{2} \cos^2 \gamma - \frac{1}{2} \right) \right]
$$

[6.11]

where the angle $\gamma$ is between the polarization vector and the wave vector $k$, and is thus equal to $\theta$ for $x$ polarization and $90^\circ$ for $y$ polarization in our experimental geometry (cf. Fig. 6.1(a)). The quantities $\sigma$ and $\beta$ have been determined from tabulations that appear in the literature [11]. The angular dependent term in the differential cross section is multiplied by the $\beta$ parameter, and thus the angular dependence is smaller when $\beta$ is smaller, with $d\sigma/d\Omega$ isotropic when $\beta = 0$. Figures 6.16(a) and (b) show both $\sigma$ and $\beta$ as
a function of photon energy over a broad range from 40 eV to 1486 eV (a typical XPS energy). We note that $\beta$ has its minimum at 160 eV and is only about 0.45 at our photon energy of 280 eV. With our experimental geometry and electron kinetic energy of 250 eV, the differential cross section is thus rather isotropic compared to that at higher XPS kinetic energies, with the actual forms being plotted in Figs. 6.16 (c),(d). In Fig. 6.16(d), we have indicated the value or range of $\gamma$ that is important for each polarization, and these are within a factor of 1.4-1.6 of one another over the entire range studied. This near equality causes the x and y polarizations to behave very similarly and qualitatively explains our observation that $I_{LPx} \propto I_{LCP} + I_{RCP}$. As a final comment on this near-equality, we note that it offers a complementary interpretation to peak rotation for qualitatively understanding the changes in diffraction patterns which occur on switching from RCP to LCP. That is, with LP, features due to both RCP and LCP are present, and by choosing either one of the two, we simply eliminate the other. Thus, using circular polarization results in a reduction in the number of diffraction features, with some of the differences between RCP and LCP being describable as peak rotations.

6.V. CONCLUSIONS

Circular dichroism in core photoelectron angular distributions for non-magnetic systems can result in large differences in $I_{LCP}$ and $I_{RCP}$ of up to ±50%, and such effects are expected to be very generally observable. Our results for a saturated monolayer coverage of O on W(110) are qualitatively similar to prior work on Si(001) by Daimon et al. [4], but they further show that these effects can arise for different chemical states in a
single sample, and that they can be predicted quantitatively by photoelectron diffraction calculations including multiple scattering effects. These calculations provide a more quantitative approach to analyzing such data than a model previously-proposed by Daimon et al. and based upon considerations of peak rotations of forward scattering effects in photoelectron diffraction. We also note that, depending on the energy and geometry in which such measurements are performed, the sum of intensities with right and left polarization may be nearly equal to that of a single linear polarization, a potentially useful result for checking experimental self-consistency, especially since both energy and geometry can be varied in many present experimental systems. E.g., tuning the energy such that the parameter \( \beta \) is either near zero or near 2.0 would in a geometry such as ours lead to a near-equality of the sum of left and right intensities and the linear intensity. Such non-magnetic circular dichroism effects due to photoelectron diffraction must also be included in any interpretation of analogous MCD experiments with magnetic materials. For example, in photoemission from the 2p levels of the 3d ferromagnetic metals, MCD is only a few % in magnitude [3(a)], and thus potentially much smaller than the non-magnetic contributions [4,5]. By contrast, for the high-spin 4f ferromagnet Gd, MCD has been found to be about \( \pm 35\% \), and thus about 7 times larger than the non-magnetic diffraction contributions at \( \pm 5\% \) [3(d),3(e)]; nonetheless, even for this case the non-magnetic diffraction effects cannot be fully neglected.
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Figure 6.1. a) The experimental geometry, with the polarization of the incoming light kept perpendicular to the surface normal. Variation of electron polar (takeoff) angle $\theta$ is achieved by rotating the Scienta photoelectron analyzer; variation of electron azimuthal angle $\phi$ by rotating the sample. The orientation of the x linear polarization ($\vec{E}_x$) is also indicated; y linear polarization ($\vec{E}_y$) is perpendicular to the plane containing $\vec{q}$ and $\vec{k}$, and is shown only for reference in discussing our results. b) A typical W 4f spectrum along the $<001>$ azimuthal direction ($\phi = 90^\circ$) and at a $44^\circ$ polar angle, with oxide and bulk peaks resolved in both the 7/2 and 5/2 components.
Figure 6.2. Experimental (black) and theoretical (grey) azimuthal scans of W4f oxide intensity at a takeoff angle of 16.5° for linearly polarized light (LP), left circularly polarized light (LCP), and right circularly polarized light (RCP), together with the circular dichroism in the angular distribution (CDAD), as defined in the text. The experimental CDAD values have here been multiplied by 2.
Figure 6.3. Experimental (black) and theoretical (grey) azimuthal scans of W4f oxide intensity at a takeoff angle of 26.5° for linearly polarized light (LP), left circularly polarized light (LCP), and right circularly polarized light (RCP), together with the circular dichroism in the angular distribution (CDAD), as defined in the text. The experimental CDAD values have here been multiplied by 2.
Figure 6.4. Experimental (black) and theoretical (grey) azimuthal scans of W4f oxide intensity at a takeoff angle of 44° for linearly polarized light (LP), left circularly polarized light (LCP), and right circularly polarized light (RCP), together with the circular dichroism in the angular distribution (CDAD), as defined in the text.
Figure 6.5. Experimental (black) and theoretical (grey) azimuthal scans of W4f bulk intensity at a takeoff angle of 16.5° for linearly polarized light (LP), left circularly polarized light (LCP), and right circularly polarized light (RCP), together with the circular dichroism in the angular distribution (CDAD), as defined in the text. The experimental CDAD values have here been multiplied by 2.
Figure 6.6. Experimental (black) and theoretical (grey) azimuthal scans of W4f bulk intensity at a takeoff angle of 26.5° for linearly polarized light (LP), left circularly polarized light (LCP), and right circularly polarized light (RCP), together with the circular dichroism in the angular distribution (CDAD), as defined in the text. The experimental CDAD values have here been multiplied by 2.
Figure 6.7. Experimental (black) and theoretical (grey) azimuthal scans of W4f bulk intensity at a takeoff angle of 44° for linearly polarized light (LP), left circularly polarized light (LCP), and right circularly polarized light (RCP), together with the circular dichroism in the angular distribution (CDAD), as defined in the text. The experimental CDAD values have here been multiplied by 2.
Figure 6.8. Experimental azimuthal scans of W 4f oxide intensity. The black curves are the original RCP data at the takeoff angles of $\theta = 16.5^\circ$, $26.5^\circ$, and $44^\circ$. The grey curves are the corresponding LCP data after a mirror reflection across the [001] azimuthal direction.
Figure 6.9. Experimental azimuthal scans of W 4f bulk intensity. The black curves are the original RCP data at the takeoff angles of $\theta = 16.5^\circ$, $26.5^\circ$, and $44^\circ$. The grey curves are the corresponding LCP data after a mirror reflection across the [001] azimuthal direction.
Figure 6.10. Large-solid-angle photoelectron diffraction patterns for the normalized W4f oxide intensity: Experimental -- a) linearly polarized light, b) RCP light, and c) LCP light; Theoretical -- d) linearly polarized light, e) RCP light, and f) LCP light.
Figure 6.11. Large-solid-angle photoelectron diffraction patterns for the normalized W4f bulk intensity: Experimental -- a) linearly polarized light, b) RCP light, and c) LCP light; Theoretical -- d) linearly polarized light, e) RCP light, and f) LCP light.
Figure 6.12. Experimental azimuthal diffraction patterns for the W4f bulk intensity at $\theta = 44^\circ$ and for the three polarizations: RCP, LP, and LCP. Vertical lines correspond to expected peak rotations of $16.2^\circ$ and $17.9^\circ$ from forward scattering directions, as calculated from Eq. 6.10.
Figure 6.13. Comparison of oxide intensity summed over two circular polarizations ($I_{RCP} + I_{LCP}$, black curves) and oxide intensity with x-linear polarization only ($I_{LPx}$, grey curves). Experiment (right column) is compared to theory (left column) for takeoff angles of a),d) 16.5°; b),e) 26.5°; and c),f) 44°.
Figure 6.14. Comparison of bulk intensity summed over two circular polarizations ($I_{\text{RCP}} + I_{\text{LCP}}$, black curves) and bulk intensity with x-linear polarization only ($I_{\text{LP}}$, grey curves). Experiment (right column) is compared to theory (left column) for takeoff angles of a),d) 16.5°; b),e) 26.5°; and c),f) 44°.
Figure 6.15. Experimental full-solid-angle normalized photoelectron intensities for W 4f: comparison of intensity with x-linear excitation and the sum of RCP and LCP intensities: a) $I_{LPx}$ for the oxide peak, b) $I_{LPx}$ for the bulk peak, c) summed intensity $I_{RCP}+I_{LCP}$ for the oxide peak, and d) summed intensity $I_{RCP}+I_{LCP}$ for the bulk peak.
Figure 6.16. a) Total theoretical W 4f atomic photoelectric cross section $\sigma$ as a function of photon energy [from ref. 11]. b) W 4f asymmetry parameter $\beta$ as a function of photon energy [from ref. 11]. c) Calculated differential cross section for W 4f electrons excited at a standard Al K\(\alpha\) energy of 1486.6 eV. d) Calculated differential cross section for W 4f electrons excited by linearly polarized radiation at 280 eV, as in this study.
Chapter 7

Concluding Remarks

Recent technological developments have pushed the dimensional scaling of elements and materials down to the nanometer scale in many areas (e.g. in integrated circuits and magnetic storage devices). Thus, solid surfaces and solid-solid interfaces have become crucial in defining properties and performance. In this dissertation, photoelectron spectroscopy and diffraction techniques based upon high-brightness third-generation synchrotron radiation from the Advanced Light Source (ALS) have been further developed in order to provide several new methods for the quantitative analysis of these surface phenomena. Specifically, this dissertation first discussed the test case of determining the surface geometry of clean W(110) in order to see how accurate photoelectron diffraction at low energies can be. The data set here was of unprecedented accuracy and size, and so permitted challenging theory at a new scale. Next, we discussed the determination of the surface atomic geometry for the previously unsolved structure of 1 monolayer (ML) of O on W(110) using photoelectron diffraction. Here, the large unit cell has prevented using low energy electron diffraction for this determination. Also, we have studied the time-dependent adsorption properties of O on W(110) when exposed to a low pressure (3.0x10^-9 Torr) of oxygen by using high-resolution low-energy photoelectron spectroscopy. For this case, the speed of data accumulation possible by using the advanced photoelectron/spectrometer diffractometer (APSD) experimental system constructed as part of this work at the ALS was crucial. Finally, we have explored the effects of circular polarization on the photoelectron diffraction pattern in the non-
magnetic sample of 1 monolayer of O on W(110). Here, the unique properties of the bend magnet beamline 9.3.2 at the ALS made such an investigation possible. The unique instrumentation available (the third-generation ALS, the bend-magnet beamline 9.3.2, and the APSD) were key to being able to perform all of these studies.

In Chapter 3, we examined the well-characterized clean surface of W(110), which was used as a reference case to check the accuracy of structure determinations from full-solid-angle photoelectron diffraction at low energy. The surface and bulk diffraction patterns were measured separately and the data was analyzed via R-factor comparisons of experiment with multiple scattering theoretical calculations [1]. The agreement between the experimental and theoretical data shows that multiple scattering theory provides an excellent description of the surface data, even at a low kinetic energy of ~40 eV. By using these R-factor comparisons of experiment and theory, we determined that there is a slight 4.5% outward relaxation of the surface W layer. Our results for this structure are in excellent agreement with prior photoelectron diffraction studies based on more limited data sets [2] and in good agreement with LEED, which shows some variability from study to study, but tends to more inward relaxation [3]. Future applications of such large-scale site-resolved data sets to various surfaces and solid-solid interfaces are thus promising. Also, as the experimental equipment improves in such a way as to decrease the detection time (via faster software, faster detectors, and movement of the endstation to an undulator beam line) and permit the measurements at many different photoelectron kinetic energies, it will be possible to significantly increase the amount of data collected into both full-solid-angle and multiple energy sets, thus providing even more accurate structural
determinations in a shorter time scale, perhaps with holographic inversion as part of the process [4].

In Chapter 4, we determined the atomic positions of oxygen atoms in a previously undetermined surface structure, which arises when one monolayer of an incipient oxide is formed on W(110). The atomic geometry of this (1x1)x12 structure is found to correspond to a vertical interplanar distance of $z = 0.91 \pm 0.05 \text{ Å}$ and a lateral displacement of $\ell = 1.57 \pm 0.05 \text{ Å}$ between the oxygen atoms on the surface and the tungsten atoms on the layer directly beneath. This study yields two significant results. The first is that multiple scattering photoelectron diffraction theory can be used to determine slight deviations from higher symmetry adsorption positions. The second result is that chemical-state resolved photoelectron diffraction can be used for studying the local atomic geometries around different bonding sites in the adsorption process, even when the unit cell of the structure is very large. When we compare photoelectron diffraction to a technique such as LEED, which is most easily used to provide detailed structural information for systems with relatively small unit cells, photoelectron diffraction has the advantage of being a short-range-order probe capable of determining local average structure even in very large unit cells. When we compare photoelectron diffraction to a technique such as STM [5], we find that STM has the ability to directly derive the atomic positions within the outermost exposed layers, but it is not able to extract detailed information on the height of an overlayer above the underlying atoms ($z$ in the present case) or on the lateral registry of the overlayer ($\ell$ in the present case). Various areas of application of photoelectron diffraction are thus suggested by this work, including metal
oxidation, metal-metal epitaxy, semiconductor surface reactions, and in model studies of heterogeneous catalysis.

In Chapter 5, we used chemical-state-resolved core-level photoelectron spectroscopy and diffraction to study the basic kinetics of low-pressure oxidation of W(110) and the precise adsorption structures involved. In the first part of the experiment, we observed the growth and decay with time of several state-resolved peaks in the W 4f7/2 photoelectron spectra as the sample was exposed to oxygen at a pressure of 3.0x10^-9 torr O2. At this pressure, no detectable long-range order was present, making analysis by LEED difficult if not impossible. A simple Monte Carlo simulation, assuming no mobility of the adsorbed oxygen atoms when they occupy pseudo-threefold-hollow sites, qualitatively describes the data and suggests directions for future experimental investigations and theoretical modeling. Also, direct coverages were calculated from the state-resolved intensities, which in turn allow the determination of overall oxygen sticking probabilities as a function of coverage. In the second part of the experiment, the local geometries of two of the state-resolved species of oxygen atoms were determined at the end of 70 minutes of exposure to the oxygen using R-factor analysis between experimental photoelectron diffraction patterns and multiple scattering theoretical calculations. The results of this analysis show that the oxygen atoms in both states sit in the three-fold hollow site near the location of the 1 ML structure. The future prospects for using chemical state- and time- resolved photoelectron spectroscopy to study surface reaction kinetics (e.g. in semiconductor surface processing or catalysis) seem nearly endless. The addition of photoelectron diffraction measurements during the
reaction and at different stages of exposure should be applicable to various surface reactions and epitaxial growth processes, and provide time-resolved structural information to complement the kinetics information.

In Chapter 6, we studied the effects of circularly polarized light on photoelectron diffraction patterns. These effects are seen in the differences of intensity when switching between left and right circular polarization. Both magnetic [6,7] and non-magnetic [7(d),8], systems have shown such effects. For the magnetic case, such effects constitute a novel element specific way of studying atomic structure and local magnetic order. In this dissertation, we studied the effects for a non-magnetic system of 1 ML O on W(110), where we successfully predicted peak rotations and distortions in the photoelectron diffraction pattern quantitatively by photoelectron diffraction calculations including multiple scattering. In particular, we pointed out that a previous model involving peak "rotations" with changing polarization [8] does not apply to all effects observed in experiment or multiple scattering theory. Non-magnetic circular dichroism effects due to photoelectron diffraction must also be included in any interpretation of circular dichroism experiments with magnetic materials or these peak rotations and distortions in the photoelectron angular distributions will be wrongly assumed to be magnetic in character.

In summary, this dissertation has explored several new ways of studying surfaces and interfaces using photoelectron spectroscopy and diffraction with third generation synchrotron radiation. A number of promising directions for the future application of these techniques seem possible, particularly with additional improvements in
instrumentation that are already planned (see discussion in Chapter 2). One particularly promising improvement not dealt with here is carrying out some of the above measurements with lateral spatial resolution on the micron or even sub-micron scale, going down to perhaps 10-20 nm resolution. Such spectromicroscopy or microspectroscopy developments are underway at the Advanced Light Source and other third-generation facilities around the world.
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