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SOFTWARE METHODOLOGIES FOR THE SSC

Stewart C. Loken
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Berkeley, CA 94720

Abstract

We review the issues related to software development for the Superconducting Super Collider. These include the methods for software design as well as the use of specific software technologies and commercial products.

Introduction

This report describes some of the considerations that will determine how we develop software for the SSC. We will begin with a review of the general computing problem for SSC experiments and recent experiences in software engineering for the present generation of experiments. This leads to a discussion of the software technologies that will be critical for the SSC experiments. We will describe the emerging software standards and commercial products that may be useful in addressing the SSC needs. We conclude with some comments on how collaborations and the SSC Lab should approach the software development issue.

Parameters for SSC Software

In this section we review the characteristics of the SSC computing problem. The critical areas are the following:

- Storage and data management
- Computing environment
- Software development

What is missing from this list is a discussion of the computing power required to analyse the experiments. The recent developments in RISC computers and their use in loosely coupled systems make it clear that the CPU needs of experiments can be satisfied. It will, however, require some care to assemble systems that work efficiently.

Storage and Data Management

Each experiment will generate 10 - 1000 Terabytes per year of raw data. In addition, the typical event processing will double the amount of data. Most of these data will need to be accessible to physicists at remote institutions as well as at the SSC site.

The data management requirements are also severe. Some analysis will need to access very few variables for each event but need many events. On the other hand, to search for rare processes, it may be necessary to display all raw data from the detector in a 3-dimensional image.

The data must be organized to permit efficient access to both types of information. This presents a significant challenge to database technology.

Computing Environment

SSC physicists will need good interactive computing and efficient access to large databases. The environment should include statistical packages and powerful graphics. It will also be useful to have intuitive interfaces to analysis packages and data management tools. These should permit building complex applications from simple modules.

An important goal for the SSC software systems will be to make all programs appear as if they reside on the physicist's local workstation. The physicist should not care where the application runs or where the data are stored.

Software Development

Present experiments such as CDF now have approximately one million lines of Fortran code. It is typically developed by programmers who are not computing professionals and who are located at many different institutions in many countries.

The development of such large software systems would constitute a challenge to any group even using modern software engineering tools. In most experiments, however, the development process does not use formal methods or modern tools. As a result the software that exists is often unreliable and difficult to maintain.
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Methodologies

The development of software systems for high energy physics experiments has been traditionally unstructured. Groups have defined some general guidelines regarding the use of common blocks for event data and other structures and some standards for FORTRAN code. Beyond this, individuals have been free to add software based on their own ideas of what was needed.

Recently, some groups have tried to introduce more formal methods into the process. These have been based on the "waterfall" model of software development. This assumes that the requirements can be clearly specified and that the design and code can proceed from those.

Structured Methods

In the past, discussions on software engineering seemed to focus on one methodology, Structured Analysis/Structured Design (SA/SD). It is becoming clear, however, that this is only one possible part of the solution to the problem of engineering software systems. The full solution will require coding rules, code management and distribution, and many other pieces.

It is interesting, however, to review the success that projects have had using SA/SD. It has been applied to a number of experiments including ALEPH[1], DO[2] and ZEUS[3]. The results have been mixed but, in all cases, the groups agree that the methodology did improve the software design. In all cases, however, the lack of tools with which to maintain the analysis and design was a major problem. It was not possible to update the documentation easily and, as a result, it became obsolete. The SA/SD methodology was not followed through the coding phase.

An important aspect of the analysis/design efforts was the modeling of data using the Entity Relationship Model[4] or the ALEPH Data Model (ADAMO)[5]. These tools provide a way to represent the complex relationships between data objects. Data modeling is an increasingly important part of the general problem of Database Management which is discussed below.

Problems with Structured Methods

As indicated, the introduction of SA/SD had some positive effects but was not a complete success. The lack of tools to support the methods was an important factor. Another important factor, however, was the fact that it is impossible to complete a full description of requirements early in the development cycle. The requirements will change as the experiment is designed. In addition, some of the software techniques must be tested before they can be introduced into the software.

These considerations lead to the idea of a prototyping step. This is similar to the method for designing hardware. Critical elements of the software are identified and tested in simple programs. The technologies can then be incorporated into larger systems. Some of the key technologies that will be needed for SSC experiments are discussed in the following sections.

Software architectures

It is clear that systems are becoming larger and more complicated. We need to improve the level of management on computing projects and we need to become more aware of the need to develop an integrated system. It will be difficult to enforce engineering rules across the project and for this reason, we need to look at system architectures that will isolate people who do not follow the rules.

Architecture is an over-worked phrase these days. In our context we mean a software structure that allows us to build robust programs. It has been clear for some time that we need to design systems that have small modules that work, and can be tested, independently. This approach has been demonstrated to improve programmer productivity and reduce software maintenance costs.

One technology for building modular systems that interoperate is called the software bus[6]. There are now a number of commercial implementations of this technology and there is increasing interest in defining a standard for a software bus. A pilot project using one bus standard was described by Grieman[7]. While this approach requires more effort in the implementation phase, the result, so far, has been modules that are easier to maintain and to reuse in other applications.

A formal approach to the development of software modules is Object-oriented Programming. While this approach is not yet wide-spread in High Energy Physics, some pilot projects show considerable promise. The paper by Kunz[8] provides an introduction to Object-oriented Programming techniques. These techniques have been used very successfully in the Reason Project described below.

Commercial products

Many of the software products needed by future experiments can, and should, be supplied by industry. Some obvious examples are databases, human interfaces and graphics. The use of industry standards will ensure that software can evolve as future systems are introduced.

Databases

It has become increasingly clear that database management is an important component of High Energy Physics software. The problems will be even more severe for SSC and LHC experiments with more complex detectors and more events to deal with.

The use of commercial Relational Database Management Systems and of home-grown packages has been reviewed by Rimmer[9]. Commercial systems have been used successfully by the LEP builders and by some of
The lifetime of experiments is now significantly longer than the career of a graduate student or post-doc. We need to recognize this in planning experiments. We cannot depend on students or post-docs to maintain code for the life of the experiment. We must design software that is reliable and can be maintained by others. The use of software engineering tools for design, documentation and testing will be critical.

The present generation of experiments already spans more than one cycle in computing technology. This introduces new challenges for the software developer. For the SSC and LHC era, the problems will be even greater. Experiments must plan from the beginning to evolve as the technology changes.

To ensure that systems will survive changes in technology, new software should be developed to utilize commercial products to the greatest extent possible. All software, whether developed or purchased, should adhere to standards. The industry will then assist in moving critical software to new technologies.

We are already seeing standards having a significant impact of computing in High Energy Physics. The use of UNIX is widespread, both for high-end workstations and as a source of cheap computing cycles. The Internet protocols (TCP/IP) which were virtually unknown in the High Energy Physics community a few years ago are now an important part of the network traffic. X-windows and new graphics standards (GKS and PHIGS) are gaining acceptance. This evolution will surely continue. The use of standards will ensure that investments in software will maintain their value as technology changes.

**Getting it all together**

The development of software systems for the SSC experiments will offer many new challenges and will require a change in the way that physicists work. The effort should be a collaboration of three groups, the experiments, the SSC lab and the computing industry. Each of these can make a unique contribution.

**The Role of Experiments**

The experiments must plan and design computing systems with as much care as they put into any other aspect of the detector system. They should set priorities for funding all aspects of the detector including computing systems.

While the experiments will define the requirements for computing systems and software, they should work with laboratory management to define the scope of the SSC Lab central facilities. There should be a continuing interaction between the experiments and the SSC computing management to ensure that the laboratory support satisfies the needs of the experiments.

**The Role of the Laboratory**

The SSC Lab should provide centralized services for the experimental program. These are likely to include the following:

- Data storage and handling systems
• Networking
• Data acquisition and control systems
• Widely applicable software

The laboratory should establish a mechanism by which the experiments can guide the choice of centrally supported systems and can review the quality of the support.

The laboratory should also promote appropriate software standards. It should monitor developments in the computing industry and should act as a focus for industry collaboration.

The Role of Industry

While much of the needed software and hardware should come from industry, it will be necessary in many cases to modify or extend existing products. Physicists and industry must work together to understand the requirements of the experiments and to evaluate existing commercial solutions. As new solutions are developed they must be tested in the SSC applications.

Conclusions

We are beginning to see a major change in the way that physicists do their computing. The availability of high-level interfaces and other commercial products will have a very significant impact of future projects. As with any new tool or technique, we need to get experience with the new software technologies.

Future software systems will be developed by collaborations of experimenters, the SSC Lab and industry. We should begin now to form these teams to address some of the critical software issues.
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