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Abstract

We provide a systematic analysis of nonnegative matrix factorization (NMF) relating to data clustering. We generalize the usual $X = FG^T$ decomposition to the symmetric $W = HH^T$ and $W = HSH^T$ decompositions. We show that (1) $W = HH^T$ is equivalent to Kernel $K$-means clustering and the Laplacian-based spectral clustering. (2) $X = FG^T$ is equivalent to simultaneous clustering of rows and columns of a bipartite graph. We emphasize the importance of orthogonality in NMF and soft clustering nature of NMF. These results are verified with experiments on face images and newsgroups.

1 Introduction

Standard factorization of a data matrix uses singular value decomposition (SVD) as widely used in principal component analysis (PCA). However, for many dataset such as images and text, the original data matrices are nonnegative. A factorization such as SVD contains negative entries and is difficult to interpret for some applications. In contrast, nonnegative matrix factorization (NMF) [18, 19] restricts the entries in matrix factors to be nonnegative. NMF has been shown recently to be useful for many applications in environment [25], chemometrics [29], pattern recognition [20], multimedia [6], text mining [31, 26] and DNA gene expressions [3]. This is also extended to classification [27]. A number of studies focus on further developing NMF computational methodologies [15, 22, 26, 5, 21].

Let $X = (x_1, \ldots, x_n) \in \mathbb{R}_+^{p \times n}$ be the data matrix of nonnegative elements. In image processing, each column $x_i$ is a 2D array of pixels gray level. In text processing, each column is a document. The NMF factorizes $X$ into two nonnegative matrices,

$$X \approx FG^T,$$

where $F = (f_1, \ldots, f_k) \in \mathbb{R}_+^{p \times k}$ and $G = (g_1, \ldots, g_k) \in \mathbb{R}_+^{n \times k}$. $k$ is a pre-specified parameter.

NMF can be traced back to 1970s (communication from Gene Golub) and has been studied by Paatero [25, 29]. The work of Lee and Seung [18, 19] brought much attention to NMF in machine learning and data mining communities. There appears to have some confusions, however. Lee and Seung emphasizes[18] that NMF factors $f_i$ contain coherent parts of the original data (images), for example a nose or an eye. Later experiments [16, 20] do not support the parts-of-whole interpretation of NMF. In fact, Hoyer[16] and Li, et al[20] specifically propose sparsification schemes to achieve the parts-of-whole pictures.
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To further clarify this issue, we perform NMF on image datasets using the multiplicative algorithm. Results for the AT&T ORL dataset are shown in Fig. 1 and on Bell Lab digits dataset are shown in Fig. 2. These results agree with Hoyer[16] and Li, et al[20].

Furthermore, we note that the basis images are close to the original images in some sense. In face dataset (Fig. 1), many basis images clearly resemble original faces. In digits dataset (Fig. 2), many basis images clearly resemble 1-9 digits. Intuitively, these basis vectors look like representatives of clusters.

This observation motivates us to analyze the clustering aspect of NMF. We will show in §4 that the basis images are actually the cluster centroids in the $K$-means (and fuzzy $K$-means ) clustering. In their original paper[18], Lee and Seung emphasizes the difference between NMF and vector quantization (which is identical to the $K$-means clustering). A number of studies[31, 21, 3], however, show empirically the usefulness of NMF for data clustering.

In the rest of this paper, we provide a comprehensive analysis of NMF from the clustering point of view. We begin in §2 with symmetric NMF, i.e., $W = HH^T$ where $W$ is a square matrix of pairwise similarities (could be a kernel). We show that $W = HH^T$ is equivalent to Kernel $K$-means clustering. In §3, we show that NMF of $X = FG^T$ is equivalent to simultaneous clustering of rows and columns of $X$.

In §4, we show that $X = FG^T$ factorization is identical to $K$-means clustering under the $G$ orthogonality
(among columns of $G$), and is identical to fuzzy $K$-means clustering under approximate $G$ orthogonality.

In §5, NMF is shown to be equivalent to Laplacian-matrix based spectral clustering and bipartite graph clustering, with $W$ and $X$ replaced by their proper rescaled counter parts: $D^{-1/2}WD^{-1/2}$,

$D^{-1/2}XD^{-1/2}$.

In §6, we propose symmetric $W = HSH^T$ as a more effective factorization than $W = HH^T$. In §7 we generalize the effective multiplicative update algorithm[19] for solving $X = FG^T$ to the case of symmetric NMF of $W = HH^T$ and $W = HSH^T$. There are a number of researches on further developing NMF computational methodologies [27, 26, 21].

In §8, we illustrate some concepts and results of our analysis via experiments on internet newsgroups. Brief summary are given in §9. Overall, our work emphasizes the role of orthogonality, the simultaneous clustering of row and columns for $X \approx FG^T$, and the soft clustering nature of NMF. Preliminary results of this work has appeared in conference[11].

2 Symmetric NMF and Kernel K-means clustering

Here we show that given a symmetric nonnegative matrix $W$ of pairwise similarities, the nonnegative $W = HH^T$ factorization is equivalent to Kernel $K$-means clustering. In §3, this is generalize to rectangular nonnegative matrices.

$K$-means clustering is one of most widely used clustering method. Here we review their spectral relaxation formalism[32, 10]. This provides background information and paves the way to symmetric NMF. $K$-means uses the $K$ cluster centroids, $m_k = \sum_{i \in C_k} x_i/n_k$, to characterize the data $X = (x_1, \cdots, x_n)$.

The objective function is minimizing the sum of squared errors,

$$J_K = \sum_{k=1}^{K} \sum_{i \in C_k} ||x_i - m_k||^2 = \sum_i ||x_i||^2 - \sum_k \frac{1}{n_k} \sum_{i,j \in C_k} x_i^T x_j,$$

(2)

The solution of the clustering is represented by $K$ non-negative indicator vectors: $H = (h_1, \cdots, h_k)$, where the indicator for cluster $C_k$ is

$$h_k = (0, \cdots, 0, 1, \cdots, 1, 0, \cdots, 0)^T/n_k^{1/2}$$

(3)

where $n_k = |C_k|$. Clearly $H^T H = I$. Now Eq.(2) becomes $J_K = \text{Tr}(X^T X) - \text{Tr}(H^T X^T X H)$. The first term is a constant. Let $W = X^T X$. Thus $\min J_K$ becomes

$$\max_{H^T H = I, \ H \geq 0} J_W(H) = \text{Tr}(H^T W H).$$

(4)

The continuous solution for $H$ are given by the principal components of $X$ via an orthogonal transformation[10]. The pairwise similarity matrix $W = X^T X$ is the standard inner-product linear Kernel matrix. It can be extended to any other kernels. This is done using a nonlinear transformation (a mapping) to the higher dimensional space

$$x_i \rightarrow \phi(x_i)$$

The clustering objective function under this mapping, with the help of Eq.(2), can be written as

$$\min J_K(\phi) = \sum_i ||\phi(x_i)||^2 - \sum_k \frac{1}{n_k} \sum_{i,j \in C_k} \phi(x_i)^T \phi(x_j).$$

(5)
The first term is a constant for a given mapping function \( \phi(\cdot) \) and can be ignored. Let the kernel matrix 
\[ W_{ij} = \phi(x_i)^T \phi(x_j). \]
Using the cluster indicators \( H \), the kernel K-means clustering is reduced to Eq.(4).

More broadly speaking, \( W \) can be any nonnegative pairwise similarity.

In the maximization formulation of Eq.(4), there are two constraints: nonnegativity and orthogonality. If we relax (ignore) nonnegativity and retain orthogonality, the (continuous) solution for \( H \) are given by the principal eigenvectors of \( W \) (a suitable orthogonal transformation[10] can restore the nonnegativity).

If we retain nonnegativity and relax orthogonality, we come to the nonnegative factorization below.

### 2.1 Nonnegative \( W = HH^T \) factorization

We show that the optimization of Eq.(4) can be solved by the symmetrix NMF:

\[ W \approx HH^T, \quad H \geq 0. \quad (6) \]

Casting this in an optimization framework, an appropriate objective function is

\[ \min_{H \geq 0} J_1 = ||W - HH^T||^2, \quad (7) \]

where the matrix norm \( ||A||^2 = \sum_{i,j} a_{ij}^2 \), the Frobenius norm.

**Theorem 1.** \( W = HH^T \) factorization is equivalent to Kernel K-means clustering with the strict orthogonality relation Eq.(2) relaxed.

**Proof.** The maximization of Eq.(4) can be written as

\[ H = \arg \min_{H^T H = I, \, H \geq 0} -2 \text{Tr}(H^T WH) = \arg \min_{H^T H = I, \, H \geq 0} ||W||^2 - 2 \text{Tr}(H^T WH) + ||H^T H||^2 \quad (8) \]

In Eq.(8), we add two constants, \( ||W||^2 \) and \( ||H^T H||^2 = K \). Now relaxing the orthogonality \( H^T H = I \) completes the proof.

If the nonnegativity condition is relaxed (ignored), the solution to \( H \) are the \( k \) eigenvectors with the largest eigenvalues and orthogonality is retained. Now we keep the nonnegativity of \( H \). Will the orthogonality get lost?

**Observation 2.** \( W = HH^T \) factorization retains approximate \( H \)-orthogonality.

**Proof.** One can see that \( \min J_1 = ||W - HH^T||^2 \) is equivalent to (1) \( \max_{H \geq 0} \text{Tr}(H^T WH) \) and (2) \( \min_{H \geq 0} ||H^T H||^2 \). The first objective is the original optimization objective Eq.(4). For the 2nd objective, we note \( ||H^T H||^2 = ||H^T H - I||^2 + 2||H||^2 - \text{Tr}(I) \). Since \( W \approx HH^T \), \( ||H||^2 = \text{Tr}(HH^T) \approx \text{Tr}W \) is approximately constant. Thus the 2nd objective is reduced to \( \min_{H \geq 0} ||H^T H - I||^2 \) which ensures approximate \( H \)-orthogonality.

The near-orthogonality of columns of \( H \) is important for data clustering. An exact orthogonality implies that each row of \( H \) can have only one nonzero element, which implies that each data object belongs only to 1 cluster. This is hard clustering, such as in K-means. The near-orthogonality condition relaxes this a bit, i.e., each data object could belong fractionally to more than 1 cluster. This is soft clustering. A completely non-orthogonality among columns of \( H \) does not have a clear clustering interpretation.

**An illustrative example.** We demonstrate NLR by a simple example. Fig.3 (left panel) shows a 2D example of 38 points. The similarity between \( x_i, x_j \) is computed using Gaussian kernel \( W_{ij} = \exp(-||x_i - x_j||^2). \)
The data has two dominant clusters. We set $k = 2$. The resulting cluster indicators $\mathbf{h}_1, \mathbf{h}_2$ are shown in Fig.3 (right panel).

If we do a hard clustering by assigning each data point $x_i$ to the cluster $c = \arg \max_k H_{ik}$, we get points in regions $\{A, C, E\}$ as one cluster, and points in regions $\{B, D\}$ as another cluster. This can be see clearly from Fig.3 (right panel). This result is identical to a $K$-means clustering result.

However, we see that the magnitudes of $h_1, h_2$ on points in $C$ are very close to each other. This indicates that a partial (soft) cluster assignment would be more appropriate. Furthermore, the magnitude of $h_1, h_2$ on points in $E, D$ are even smaller, indicating they do not belong to either of the dominant clusters. In fact, all points in $C, E, D$ can be considered as outliers. In general, if \( \sum_k H_{ik} \) is far below the average value, we may consider $x_i$ as an outlier. This can be rigorously quantified.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Left: A 2D dataset of 38 data points. Right: Their $H = (h_1, h_2)$ values are shown as blue and red curves. Datapoints are ordered by regions $\{B, A, C, E, D\}$, where $B = \{x_1, \cdots, x_{15}\}$, $A = \{x_{16}, \cdots, x_{30}\}$, $C = \{x_{31}, x_{32}\}$, $E = \{x_{33}, x_{34}, x_{35}\}$, $D = \{x_{36}, x_{37}, x_{38}\}$. $H$ values for points in regions $\{C, E, D\}$ indicate they are fractionally assigned to clusters.}
\end{figure}

3 NMF and $K$-means clustering of a bipartite graph

Many application datasets are in the form of rectangular nonnegative matrix, such as a big matrix collecting a set of images or the word-document association matrix for a document set. This rectangle matrix can be viewed as the adjacency matrix $B = (B_{ij})$ of a bipartite graph. $B_{ij}$ contains the association between row $i$ and column $j$.

The kernel $K$-means approach of §2 can be easily extended to bipartite graph. Let $f_k$ be the indicator for the $k$-th row cluster. $f_k$ has the same form of $h_k$ as in Eq.(3). Put them together we have the indicator matrix $F = (f_1, \cdots, f_k)$. Analogously, we define the indicator matrix $G = (g_1, \cdots, g_k)$ for column-clusters.

Let $s(R_k, C_l) = \sum_{i \in R_k} \sum_{j \in C_l} b_{ij}$ be the sum of weights(similarity) between row cluster $R_k$ and column cluster $C_l$. $K$-means type clustering maximizes the within-cluster similarities $s(R_k, C_k)$,

\[
\max_{F^T F = I, \quad G^T G = I, \quad F, G \geq 0} J_2 = \sum_k \frac{s(R_k, C_k)}{|R_k| |C_k|^{1/2}} = \text{Tr}(F^T B G).
\]

This bipartite graph clustering objective can be obtained more formally: We combine the row and column
nodes together as
\[ W = \begin{pmatrix} 0 & B \\ B^T & 0 \end{pmatrix}, \quad h_k = \frac{1}{\sqrt{2}} \begin{pmatrix} f_k \\ g_k \end{pmatrix}, \quad H = \frac{1}{\sqrt{2}} \begin{pmatrix} F \\ G \end{pmatrix} \] (10)
where the factor \( 1/\sqrt{2} \) allows the simultaneous normalizations \( h_k^T h_k = 1 \), \( f_k^T f_k = 1 \), and \( g_k^T g_k = 1 \). The \( K \)-means type clustering objective of Eq.(4) becomes \( \text{Tr}(H^T W H) = 2 \text{Tr}(F^T B G) \). On the other hand, \( J_2 \) reduces to the standard \( K \)-means of Eq.(4) when \( W = B \) and row/column become the same.

Figure 4: A bipartite graph with \( r \)-nodes and \( c \)-nodes. The dashed line indicates a possible clustering. \( K \)-means type clustering maximizes within-cluster similarities \( s(R_1, C_1) \); \( s(R_2, C_2) \). Spectral clustering minimizes between-cluster similarities \( s(R_1, C_2) \); \( s(R_2, C_1) \) and maximizes within-cluster similarities \( s(R_1, C_1) \); \( s(R_2, C_2) \).

**Theorem 3.** The \( K \)-means bipartie graph clustering problem is equivalent to the following optimization problem,
\[
\min_{F, G} J_2 = \|B - FG^T\|^2. \tag{11}
\]
From Eq.(3), we have \( J_2 = \text{Tr} F^T B G \). The optimization problem can be written
\[
\min_{F, G} -2 \text{Tr}(F^T B G) \implies \min_{F, G} \|B\|^2 - 2 \text{Tr}(F^T B G) + \text{Tr}(F^T F G^T G)
\]
In the second equation, we add two constants: \( \|B\|^2 \) and \( \text{Tr}(F^T F G^T G) = \text{Tr} I = k \). The objective function is identical to \( \|B - FG^T\|^2 \). Now we relax orthogonality constraints \( F^T F = I; G^T G = I \) to the approximate orthogonality. Thus NMF is equivalent to \( K \)-means clustering with relaxed orthogonality constraints. \( \square \)

Once again the orthogonality plays a crucial role. Here we show that in fact orthogonality are automatically enforced in NMF.

**Observation 4.** \( X = FG^T \) factorization retains \( G, F \) orthogonality approximately.
**proof.** One can see that \( J_{\text{NMF}} = \|B\|^2 - 2 \text{Tr}(F^T B G) + \text{Tr}(F^T F(G^T G) \) is equivalent to
\[
\max_{F, G \geq 0} \text{Tr}(F^T B G), \tag{12}
\]
\[
\min_{F, G \geq 0} \text{Tr}(F^T F G^T G) \tag{13}
\]
The first objective recovers the original optimization objective Eq.(4). We concentrate on 2nd term. Note
\[
\text{Tr}(F^T F G^T G) = \text{Tr}(F^T F - I)(G^T G - I) + \text{Tr}(F^T F) + \text{Tr}(G^T G) - \text{Tr}(I).
\]
Because $FG^T \approx X$, the scale of $F, G$ are constrained. Thus $\text{Tr}(F^TF) = ||F||^2$ and $\text{Tr}(G^TG) = ||G||^2$ are approximately constants. Therefore, the minimization problem of Eq.(13) becomes minimization of $\text{Tr}(F^TF - I)(G^TG - I)$, which is bounded from above by

$$\sqrt{\sum_{kl}(F^TF - I)^2_{kl}} \sqrt{\sum_{kl}(G^TG - I)^2_{kl}} = ||F^T F - I|| \cdot ||G^T G - I||,$$

using Cauchy's inequality $\sum_i a_i b_i \leq \sqrt{\sum_i a_i^2} \sqrt{\sum_i b_i^2}$. Minimization of a function $f(x)$ can be approximated by the minimization of the upper bound of $f(x)$. Thus, the minimization problem of Eq.(13) becomes

$$\min_{F,G \geq 0} (||F^T F - I|| \cdot ||G^T G - I||) = (\min_{F \geq 0} ||F^T F - I||) (\min_{G \geq 0} ||G^T G - I||)$$

(14)

Therefore, the orthogonality of $F$ are approximately enforced. So does the orthogonality of $G$.

4 NMF as soft clustering

In §3 we show NMF is doing a simultaneous the rows and columns clustering of the rectangle matrix $B$. When the orthogonality constraints of $F,G$ are relaxed, it can be viewed soft clustering because we can interprete the rows of $F$ as posterior probability for row clustering and the rows of $G$ as posterior probability for column clustering. In this section, we give a more detailed analysis on the soft clustering of NMF. We show that NMF is closely approximated by a fuzzy $K$-means clustering.

For simplicity, we normalize each column of the rectangle matrix $B$ to 1. This is achieved by $X \equiv BD_r^{-1}$, where $D_r$ is the diagonal matrix containing the row sums of $B$. We denote the NMF of this column normalized matrix $X = (x_1, \cdots, x_n)$ as

$$X \approx CH^T, \quad C = (c_1, \cdots, c_k), \quad H = (h_1, \cdots, h_k).$$

and with the consistent normalization

$$\sum_{j=1}^p C_{jk} = 1, \sum_{r=1}^k H_{ir} = 1.$$

because $\sum_{i=1}^p (CH^T)_{ij} = \sum_{i=1}^p \sum_{r=1}^k C_{ir} H_{jr} = 1$, is consistent with $\sum_i X_{ij} = 1$.

The advantage of this normalization are: (1) $H$ is a meaningful posterior probability because its row sums are all 1. (2) Because the centroids of a subset of $\{x_i\}$ must be column-sum-to-1, columns of $C$ can be interpreted as cluster centroids. (For these reasons, in this section we write $X = CH^T$ instead of $X = FG^T$.)

First we consider the case where $h_k$ are mutually orthogonal. This corresponding to hard clustering, i.e., each object belongs to exactly one cluster and $c_k$ are exactly the cluster centroids.

**Theorem 5** (Hard clustering). $H$-orthogonal NMF is identical to $K$-means clustering.

**Proof.** We have

$$J_{\text{NMF}} = \|X - CH^T\|^2 = \sum_{i=1}^n \||x_i - \sum_{k=1}^k c_k h_{ik}\|^2 = \sum_{i=1}^n \|\sum_{k=1}^k h_{ik}(x_i - c_k)\|^2$$

(15)

The orthogonality condition implies that on each row of $H$, only one element is nonzero. Thus

$$J_{\text{NMF}} = \sum_{i=1}^n \sum_{k=1}^k h_{ik}^2 ||x_i - c_k||^2.$$

(16)
Now since \( h_{ik} = 0, 1 \), this becomes the standard \( K \)-means clustering. □

Next, we consider the general case where \( h_{ik} \) are not necessarily orthogonal, i.e., each object could belong to several clusters fractionally. We have the following results

**Theorem 6 (NMF Bound).** \( J_{NMF} \) can be approximated by a fuzzy \( K \)-means clustering:

\[
J_{NMF} \approx J_{\hat{F}}^{(f=2)}, \quad |J_{NMF} - J_{\hat{F}}^{(f=2)}| \leq J_K
\]

where the fuzzy \( K \)-means clustering objective function [2] is

\[
J_{\hat{F}}^{(f)} = \sum_{i=1}^{n} \sum_{k=1}^{K} h_{ik}^f ||x_i - c_k||^2, \quad J_K = J_{\hat{F}}^{(f=1)}, \quad \sum_{k=1}^{K} h_{ik} = 1.
\]

**Proof.** From Eq. (15), we have

\[
J_{NMF} = \sum_{i=1}^{n} \left[ \sum_{k=1}^{K} h_{ik}^2 ||x_i - c_k||^2 + \sum_{k \neq \ell} h_{ik} h_{i\ell} (x_i - c_k)^\top (x_i - c_\ell) \right] = J_{NMF}^{(1)} + J_{NMF}^{(2)}.
\]

The first term is \( J_{NMF}^{(1)} = J_{\hat{F}}^{(f=2)} \). To analyze the second term, we note that due to sign cancellation, we expect \( J_{NMF}^{(2)} \) fluctuated around zero, i.e.,

\[
J_{NMF}^{(2)} = \sum_{i=1}^{n} \sum_{k \neq \ell} h_{ik} h_{i\ell} (x_i - c_k)^\top (x_i - c_\ell) \approx n \sum_{k \neq \ell} (h_{ik} h_{i\ell} (x_i - c_k)^\top (x_i - c_\ell)) \approx 0.
\]

Using the inequality \( 2(x_i - c_k)^\top (x_i - c_\ell) \leq ||x_i - c_k||^2 + ||x_i - c_\ell||^2 \), we have

\[
|J_{NMF}^{(2)}| \leq \sum_{i=1}^{n} \sum_{k \neq \ell} h_{ik} h_{i\ell} ||x_i - c_k|| (x_i - c_\ell)|
\]

\[
\leq \frac{1}{2} \sum_{i=1}^{n} \sum_{k \neq \ell} h_{ik} h_{i\ell} (||x_i - c_k||^2 + ||x_i - c_\ell||^2)
\]

\[
\leq \frac{1}{2} \sum_{i=1}^{n} \left[ \sum_{k=1}^{K} h_{ik} ||x_i - c_k||^2 + \sum_{\ell=1}^{K} h_{i\ell} ||x_i - c_\ell||^2 \right] = J_K.
\]

Thus \( |J_{NMF} - J_{\hat{F}}| = |J_{NMF}^{(2)}| \leq J_K \). □

In fuzzy \( K \)-means clustering, cluster centroids are updated as

\[
c_k = \frac{\sum_{i=1}^{n} h_{ik}^f x_i}{\sum_{i=1}^{n} h_{ik}^f}, \quad h_{ik} = \left[ \sum_{\ell=1}^{K} \left( \frac{||x_i - c_\ell||}{||x_i - c_k||} \right) \right]^{-1}.
\]

Clearly \( J_{\hat{F}}^{(f=1)} \) reduces to standard \( K \)-means clustering where \( h_{ik} \) is discretized into 0, 1.

To summarize, the soft clustering nature of NMF is close to \( f = 2 \) fuzzy \( K \)-means clustering and \( K \)-means clustering provides a good initialization for NMF.

## 5 NMF and Spectral clustering

In recent years spectral clustering using the Laplacian of the graph emerges as solid approach for data clustering [14, 28, 12, 24, 1, 8, 23] (complete references in [9]). Here we focus on the spectral clustering
objective functions. There are three objectives: the Ratio Cut [14], the Normalized Cut [28], and the MinMax Cut [12]. We are interested in the multi-way clustering objective functions,

\[ J = \sum_{1 \leq p < q \leq K} \frac{s(C_p, C_q)}{\rho(C_p)} + \frac{s(C_p, C_q)}{\rho(C_q)} = \sum_{k=1}^{K} \frac{s(C_k, \bar{C}_k)}{\rho(C_k)} \]  

(24)

where \( \bar{C}_k \) is the complement of subset \( C_k \) in graph \( G \), \( s(A, B) = \sum_{i \in A} \sum_{j \in B} w_{ij} \), and \( d_i = \sum_j w_{ij} \).

Here we show that the minimization of these objective functions can be equivalently carried out via the nonnegative matrix factorizations. The proof follows the multi-way spectral relaxation[13] of Normalized-Cut and MinMaxCut. We focus on Normalized Cut.

**Theorem 7.** Normalized Cut using pairwise similarity matrix \( W \) is equivalent to Kernel K-means clustering with the kernel matrix

\[ \overline{W} = D^{-1/2}WD^{-1/2}. \]  

(26)

where \( D = \text{diag}(d_1, \cdots, d_n) \).

**Corollary 8.** Normalized Cut using similarity \( W \) is equivalent to nonnegative matrix factorization

\[ \min_{H \succeq 0} J_3 = ||\overline{W} - HH^T||^2. \]  

(27)

**Proof of Theorem 7.** Let \( h_k \) be the cluster indicators as in Eq.(3). One can easily see that

\[ s(C_k, \bar{C}_k) = \sum_{i \in C_k} \sum_{j \in \bar{C}_k} w_{ij} = h_k^T(D - W)h_k \]  

(28)

and \( \sum_{i \in C_k} d_i = h_k^T D h_k \). Define the scaled cluster indicator vector \( z_\ell = D^{1/2}h_\ell/||D^{1/2}h_\ell|| \), which obey the orthonormal condition \( z_\ell^T z_\ell = \delta_{k\ell} \), or \( Z^T Z = I \), where \( Z = (z_1, \cdots, z_k) \). Substituting into the Normalized Cut objective function, we have

\[ J_{NC} = \sum_{\ell=1}^{K} \frac{h_\ell^T(D - W)h_\ell}{h_\ell^TDh_\ell} = \sum_{\ell=1}^{K} z_\ell^T(I - \overline{W})z_\ell \]  

(29)

The first term is a constant. Thus the minimization problem becomes

\[ \max_{Z^T Z = I, Z \succeq 0} \text{Tr}(Z^T \overline{W}Z) \]  

(30)

This is identical to the Kernel K-means clustering of Eq.(4) and can be solved by the nonnegative factorization of \( \overline{W} = ZZ^T \). Once the solution \( \hat{Z} \) is obtained, we can recover \( H \) by optimizing

\[ \min_{H \succeq 0} \sum_\ell \left\| \hat{z}_\ell - \frac{D^{1/2}h_\ell}{||D^{1/2}h_\ell||} \right\|^2. \]  

(31)

The exact solution are \( h_k = D^{-1/2}z_k \), or \( H = D^{-1/2}Z \). Thus row \( i \) of \( Z \) is multiplied by a constant \( d_i^{-1/2} \). The relative weight across different cluster in the same row remain same. Thus \( H \) represents the same clustering as \( Z \) does. \( \square \)

We note besides nonnegative factorization solution for Eq.(30), another approach [30] is semi-definite programming by noting that \( \text{Tr}(Z^T \overline{W}Z) = \text{Tr}(\overline{W}ZZ^T) = \text{Tr}(WY) \). This becomes maximization of a linear function of \( f(Y) \), where \( Y \equiv ZZ^T \) is restricted to semidefinite positive matrix. On another aspect, we have emphasized that NMF allows approximate posterior interpretation of \( H \). A strict posterior interpretation of \( H \) can be guaranteed[17] by rigorously enforces the probability condition \( \sum_k h_{ik} = 1 \).
5.1 Spectral bipartite graph clustering and NMF

In the Laplacian based bipartite graph clustering\cite{33,7,13} the clustering objective function for Normalized cut for $K = 2$ is

$$J_{NC}^B = \frac{s(R_1, C_2) + s(R_2, C_1)}{2s(R_1, C_1) + s(R_1, C_2) + s(R_2, C_1)} + \frac{s(R_1, C_2) + s(R_2, C_1)}{2s(R_2, C_2) + s(R_1, C_2) + s(R_2, C_1)}$$

(32)

Note $s(R_1, C_1)$ is defined near Eq.(9) Let $D_r$ be a diagonal matrix containing row sums of $B$, and $D_c$ be a diagonal matrix containing column sums of $B$. Then $2s(R_1, C_1) + s(R_1, C_2) + s(R_2, C_1) = f^T_f D_r f + g^T_c D_c g$. Thus

$$J_{NC} = K - \sum_{k=1}^{K} \frac{2f_k^T B g_k}{f_k^T D_r f_k + g_k^T D_c g_k}$$

This can be immediately generalized to $K \geq 2$. Let

$$Z = (z_1, \cdots, z_k), \quad z_k = \left( \frac{D_r^{1/2} f_k}{D_c^{1/2} g_k} \right) / \left\| \frac{D_r^{1/2} f_k}{D_c^{1/2} g_k} \right\|, \quad z_k = \frac{1}{\sqrt{2}} \left( \frac{x_k}{y_k} \right), \quad Z = \frac{1}{\sqrt{2}} \left( X \right)$$

(33)

and set

$$\tilde{B} = D_r^{-1/2} B D_c^{-1/2}.$$  

(34)

we have

$$J_{NC}^B = K - \text{Tr} \left[ Z^T \begin{pmatrix} 0 & \tilde{B} \\ \tilde{B}^T & 0 \end{pmatrix} Z \right] = K - \frac{1}{2} \text{Tr} \left[ \begin{pmatrix} X & Y \\ Y^T & \tilde{B} \end{pmatrix} \begin{pmatrix} 0 & \tilde{B} \\ \tilde{B}^T & 0 \end{pmatrix} \begin{pmatrix} X \\ Y \end{pmatrix} \right] = K - \text{Tr} X^T \tilde{B} Y.$$  

(35)

Thus minimizing $J_{NC}$ becomes $\text{max} \text{Tr}(X^T \tilde{B} Y)$. Now, repeating the same analysis as in §2, the solution to $\text{min} J_{NC}^B$ becomes

$$\min_{X^T X = I, \ Y^T Y = I} \left\| \tilde{B} - X Y^T \right\|^2$$

\text{(36)}

Let the solution for this NMF be $X = (\hat{x}_1, \cdots, \hat{x}_k), \ Y = (\hat{y}_1, \cdots, \hat{y}_k)$. Once $X, Y$ are obtained, we need to recover $F = (f_1, \cdots, f_k), \ G = (g_1, \cdots, g_k)$, by optimizing

$$\min_{(\hat{f}_k, \hat{g}_k)} \left\| \frac{\hat{x}_k}{\sqrt{2}} \left( \frac{D_r^{1/2} f_k}{D_c^{1/2} g_k} \right) / \left\| \frac{D_r^{1/2} f_k}{D_c^{1/2} g_k} \right\| \right\|.$$

\text{(37)}

The solution can be easily shown to be

$$f_k = D_r^{-1/2} \hat{x}_k, \ \ g_k = D_c^{-1/2} \hat{y}_k.$$  

\text{(38)}

This gives the spectral bipartite graph clustering via the NMF.

6 Nonnegative $W = HSH^T$ Factorization

In both Kernel $K$-means and spectral clustering, we assume the pairwise similarity matrix $W$ are semi positive definite. For kernel matrices, this is true. But a large number of similarity matrices is nonnegative, but not s.p.d. This motivates us to propose the following more general NMF:

$$\min_H J_h = \| W - HSH^T \|^2,$$

\text{(39)}
where $W \in \mathbb{R}^{n \times n}$, $H \in \mathbb{R}^{n \times k}$, and $S \in \mathbb{R}^{k \times k}$ is not necessarily diagonal. When the similarity matrix $W$ is indefinite, $W$ has negative eigenvalues. $HH^T$ will not provide a good approximation, because $HH^T$ can not absorb the subspace associated with negative eigenvalues. However, $HSHT$ can absorb subspaces associated with both positive and negative eigenvalues, i.e., the indefiniteness of $W$ is passed on to $S$. This distinction is well-known in linear algebra where matrix factorizations have Cholesky factorization $A = LL^T$ if matrix $A$ is s.p.d. Otherwise, one does $A = LDL^T$ factorization, where the diagonal matrix $D$ takes care of the negative eigenvalues.

The second reason for nonnegative $W = HSH^T$ is that the extra degrees of freedom provided by $S$ allow $H$ to be more closer to the form of cluster indicators. This benefits occur for both s.p.d. $W$ and indefinite $W$.

The third reason for nonnegative $W = HSH^T$ is that $S$ provides a good characterization of the quality of the clustering. Generally speaking, given a fixed $W$ and number of clusters $K$, the residue of the matrix approximation $J_{opt} = \min jj W - HSH^T jj_2$ will be smaller than $J_{opt} = \min jj W - HH^T jj_2$. Furthermore, the K-by-K matrix $S$ has a special meaning. To see this, let us assume $H$ are vigorous cluster indicators, i.e., $HTH = I$. Setting the derivative $\partial J_{opt} / \partial S = 0$, we obtain

$$S = H^T WH, \text{ or } S_{ik} = \frac{\sum_{\ell \in C_i} \sum_{j \in C_k} W_{ij}}{\sqrt{n_i n_k}}$$

(40)

$S$ represents properly normalized within-cluster sum of weights ($\ell = k$) and between-cluster sum of weights ($\ell \neq k$). For this reason, we call this type of NMF as weighted NMF. The usefulness of weighted NMF is that if the clusters are well-separated, we would see the off-diagonal elements of $S$ are much smaller than the diagonal elements of $S$.

The fourth reason is the consistency between standard $W = HH^T$ and $B = FG^T$. Since we can define a kernel as $W = B^T B$. Thus the factorization $W \approx B^T B \approx (FG^T)^T (FG^T) = G(F^T F)G^T$. Let $S = F^T F$, we obtain the weighted NMF.

7 Algorithms for computing $W = HH^T$ and $W = HSH^T$

In this section, we brief outline the algorithms for computing the factorizations. Since all these are non-convex functions, the algorithms seek to find a local minima, similar in nature as $K$-means clustering and spectral clustering. The algorithms have the same style as the NMF multiplicative updating rules of Lee and Seung [18, 19].

7.1 Symmetric NMF $W = HH^T$

The updating rule is

$$H_{ik} \leftarrow H_{ik} \left(1 - \beta + \beta \frac{(WH)_{ik}}{(HH^T H)_{ik}}\right).$$

(41)

where $0 < \beta \leq 1$. In practical application, we find $\beta = 1/2$ is a good choice.

To derive the update rule of Eq.(41), we expand the objective function $J = ||W - HH^T||^2$ and obtain

$$\frac{\partial J}{\partial H} = -4WH + 4HH^TH$$

By the standard optimization theory via Lagrangian multipliers, the first order KKT complementarity slackness condition is $(\frac{\partial J}{\partial X_{ik}}) X_{ik} = 0$, evaluated at the local minima $X^*_{ik}$. For symmetric NMF, this leads
\[ (-4WH + 4HH^TH)_{ik}H_{ik} = 0. \] (42)

This is a fixed point relation that \( H_{ik} \) must satisfy at convergence. There are many ways to iteratively update \( H_{ik} \). We use gradient descent, \( H_{ik} \leftarrow H_{ik} - \epsilon_{ik} \frac{\partial J}{\partial H_{ik}} \), and set \( \epsilon_{ik} = \beta h_{ik}/(4HH^TH)_{ik} \) to obtain the update rule of Eq.(41), which satisfies the fixed point equation of Eq.(42).

Updating symmetric NMF using the nonsymmetric NMF rules of is studied in [4].

### 7.2 Weighted symmetric NMF \( W = HSH^T \)

The update rules are

\[ S_{ik} \leftarrow S_{ik} \frac{(H^WH)_{ik}}{(H^THSH^TH)_{ik}}. \] (43)

\[ H_{ik} \leftarrow H_{ik} \left( 1 - \beta + \beta \frac{(WHS)_{ik}}{(HSH^THS)_{ik}} \right). \] (44)

The derivation follows \( W = HH^T \) case. The KKT complementarity condition \( \frac{\partial J}{\partial S_{ik}} S_{ik} = 0 \) gives

\[ (-2H^WH + 2H^THSH^TH)_{ik}S_{ik} = 0 \] (45)

for \( S_{ik} \). Using gradient descent, we obtain update rule Eq.43, which satisfies the fixed point equation Eq.45.

Similarly, the KKT complementarity condition \( \frac{\partial J}{\partial H_{ik}} H_{ik} = 0 \) gives

\[ (-4WHS + 4HSH^THS)_{ik}H_{ik} = 0, \] (46)

for \( H_{ik} \). Using gradient descent, we obtain update rule Eq.44, which satisfies the fixed point equation Eq.46.

### 8 Experiments on Internet Newsgroups

We perform experiments on Internet newsgroups articles to illustrate issues studied earlier regarding to orthogonality, soft clustering, etc. For comparison, we do \( K \)-means clustering on the same datasets. Our main purposes are to demonstrate (1) NMF performs substantially better than standard \( K \)-means . (2) NMF performs soft clustering of rows and columns simultaneously.

A 20-newsgroup dataset is obtained from CMU: www.cs.cmu.edu/afs/cs/project/theo-11/www/naive-bayes.html. \( B \) contains the word-document matrix. 500 words are selected according to the mutual information. \( tf.idf \) term weighting is used. we normalize each document to 1 in \( L_2 \)-norm. We use two sets of 5-newsgroup combinations:

<table>
<thead>
<tr>
<th>( A )</th>
<th>( B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NG2: comp.graphics</td>
<td>NG2: comp.graphics</td>
</tr>
<tr>
<td>NG9: rec.motorcycles</td>
<td>NG3: comp.os.ms-windows</td>
</tr>
<tr>
<td>NG10: rec.sport.baseball</td>
<td>NG8: rec.autos</td>
</tr>
<tr>
<td>NG15: sci.space</td>
<td>NG13: sci.electronics</td>
</tr>
<tr>
<td>NG18: talk.politics.mideast</td>
<td>NG19: talk.politics.misc</td>
</tr>
</tbody>
</table>

Dataset \( A \) is moderately overlapping and dataset \( B \) is strongly overlapping. To accumulate sufficient statistics, we generate 5 random datasets for each 5-newsgroup combinations: 100 documents were randomly
sampled from each newsgroup. K-means and NMF are applied to these 5 random sampled datasets. For K-means, we run 10 trials with random starts and select the run with one with the best objective function value. NMF results uses K-means results as initial guess. We discuss results on $W = HSH^T$ and $B = FG^T$ separately.

8.1 Results using $W = HSH^T$

We compute cosine similarity between documents by setting $W = B^TB$. The experiments is done as explained above. We first discuss clustering accuracy, using the known class labels. The results for clustering accuracy for dataset A and B are listed in Table 1. We see that NMF consistently improve over K-means, sometimes quite substantially.

Next, we consider the orthogonality of $H$, whose importance w.r.t. clustering is emphasized in §2 - §4. We compute the normalized orthogonality, $(H^TH)_{nm} = D^{-1/2}(H^TH)D^{-1/2}$, where $D = \text{diag}(H^TH)$. Thus the diagonal is normalized to 1, and derivation can be clearly judged. The computed $(H^TH)_{nm}$ are given below:

\[
(H^TH)_{nm} = \begin{bmatrix}
1 & 0.321 & 0.305 & 0.355 & 0.283 \\
1 & 0.294 & 0.293 & 0.304 \\
1 & 0.240 & 0.259 \\
1 & 0.238 \\
1 & 1
\end{bmatrix}, \quad S = \begin{bmatrix}
1.625 & .0017 & .0009 & .0022 & .0023 \\
.2234 & .0010 & .0026 & .0022 \\
.2017 & .0014 & .0008 \\
.2576 & .0027 \\
.2410
\end{bmatrix}
\]

The average of off-diagonal elements is 0.289. Thus the solution is about 29% off the perfect orthogonality. The factor $S$ in $W = HSH^T$ is given above. $S$ is close to a diagonal matrix. However, the small values are important to make $HSH^T$ a better matrix approximation of $W$.

8.2 Results using $B = FG^T$

The most interesting aspect of $B = FG^T$ factorization is the simultaneous clustering of document and words. We first consider the orthogonality of $F, G$ which characterizes the level of soft clustering. The normalized orthogonality as in §8.1 are computed and given below

\[
(F^TF)_{nm} = \begin{bmatrix}
1 & 0.224 & 0.227 & 0.283 & 0.266 \\
1 & 0.133 & 0.228 & 0.268 \\
1 & 0.160 & 0.179 \\
1 & 0.260 \\
1 & 1
\end{bmatrix}, \quad (G^TG)_{nm} = \begin{bmatrix}
1 & 0.107 & 0.189 & 0.130 & 0.126 \\
1 & 0.063 & 0.088 & 0.114 \\
1 & 0.078 & 0.097 \\
1 & 0.095 \\
1 & 1
\end{bmatrix}
\]

One can see that off-diagonal elements are generally small. Comparing to $(H^TH)_{nm}$ in $W = HSH^T$ factorization, $F, G$ are more orthogonal than $H$. This is mainly due to the fact that matrix $B$ is much more sparse than $W$. Furthermore, $F$ is less orthogonal than $G$, indicating word clusters are more overlaped than document clusters. The consequence of this difference is partially exhibited below.
8.3 Word clustering analysis

Since NMF of the word-document matrix is doing simultaneous clustering of documents and words, let us examine word clustering in some details. We believe this type of word clustering analysis is new; To my knowledge, most text analysis and IR research emphasize document clustering; word clustering is far less frequently discussed.

Since there are no known labels for word clustering, we look into the distribution of word cluster indicators. By the meaning of word, we can approximately assess its relevance to each cluster (newsgroup). We focus on dataset A.

We view the $i$-th row of word cluster indicator $F$ as the posterior probability that word $i$ belongs to each of the $K$ word clusters. Let this row of $F$ be $(p_1, \ldots, p_K)$, which has been normalized to $\sum_k p_k = 1$.

Suppose a word has a posterior distribution of $(0.9, 0.1, 0, 0, 0)$; it is obvious this word is cleanly clustered into one cluster. We say this word has a 1-peak distribution. Suppose another word has a posterior distribution of $(0.4, 0.6, 0, 0, 0)$; this word is clustered into two cluster. We say this word has a 2-peak distribution. Now we wish to characterize each word as belonging to 1-peak, 2-peak, 3-peak, etc. We set five prototype distributions:

$$
(1, 0, 0, 0, 0), \ (\frac{1}{2}, \frac{1}{2}, 0, 0, 0), \ (\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, 0, 0), \ (\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}, 0), \ (\frac{1}{5}, \frac{1}{5}, \frac{1}{5}, \frac{1}{5}, \frac{1}{5}),
$$

and all permutations. For example, $(1, 0, 0, 0, 0)$ is equivalent to $(0, 1, 0, 0, 0)$. For each word, we assign it to the closest prototype distributions based on symmetrized Kullbak-Leibler distance. In practice, we first sort the row such that the components decrease from left to right, and then assign it to the closest prototype. In Table 2, we show a typical result of this categorization.

Generally speaking, the less number of peaks a word has, the more unique content the word holds, which in turn makes the word more clearly related to the topic of its assigned cluster. This is clearly seen in the 1-peak words in Table 3, where we list top-ranked words in 1-peak, 2-peak and 5-peak categories. The 2-peak words generally have a meaning that fits two clusters. In contrast, the 5-peak words generally have no specific content. All these results are consistent with our understanding and are expected from a systematic content analysis.

To summarize, during the simultaneous clustering of documents and words, NMF is capable of distinguishing the contents of words which fit different clusters. The results on 1-peak, 2-peak, etc., indicate that NMF has a unique capability that many other clustering methods are lacking.

<table>
<thead>
<tr>
<th>1-peak</th>
<th>2-peak</th>
<th>3-peak</th>
<th>4-peak</th>
<th>5-peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>238</td>
<td>123</td>
<td>75</td>
<td>45</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 2: Number of words in different category. Total words is 500.
Table 3: Top ranked words in 1-peak, 2-peak and 5-peak distributions. Posterior probabilities for 2-peak and 5-peak words are shown.

\[ C \in X = CH^T \] are cluster centroids; (2) the data projections (rows of \( H \)) are cluster indicator vectors.

We emphasize that the relaxation of orthogonality condition is, in fact, a useful feature of NMF for soft clustering. It enhance the posterior probability interpretation of the cluster indicator matrix \( H \), which provides a soft clustering framework and overcomes some of the problems of hard clustering. Both the example in Fig.3 and the word posterior distribution (§8.3) illustrate this soft clustering aspect.

Overall, we provide an unified understanding of two aspects of kernel K-means (cf. Eq.4) and Laplacian matrix-based spectral clustering (cf. Eq.30): (a) if the orthogonality is retained while nonnegativity is relaxed, we obtain eigenvector solutions; (b) if the orthogonality is relaxed while nonnegativity is strictly enforced, we obtain NMF.
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