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National infectious disease incidence rates are often estimated by standardizing locally derived rates using national-level age and race distributions. Data on other factors potentially associated with incidence are often not available in the form of patient-level covariates. Including characteristics of patients' area of residence may improve the accuracy of national estimates. The authors used data from the Centers for Disease Control and Prevention’s Active Bacterial Core Surveillance program (2004–2005), adjusted for census-based variables, to estimate the national incidence of invasive pneumococcal disease (IPD). The authors tested Poisson and negative binomial models in a cross-validation procedure to select variables best predicting the incidence of IPD in each county. Including census-level information on race and educational attainment improved the fit of both Poisson and negative binomial models beyond that achieved by adjusting for other census variables or by adjusting for an individual's race and age alone. The Poisson model with census-based predictors led to a national estimate of IPD of 16.0 cases per 100,000 persons as compared with 13.5 per 100,000 persons using an individual's age and race alone. Accuracy of, and confidence intervals for, these estimates can only be determined by obtaining data from other randomly selected US counties. However, incorporating census-derived characteristics should be considered when estimating national incidence of IPD and other diseases.
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Abbreviations: ABCs, Active Bacterial Core Surveillance; CDC, Centers for Disease Control and Prevention; IPD, invasive pneumococcal disease; PCV7, heptavalent pneumococcal conjugate vaccine.

Streptococcus pneumoniae (pneumococcus) is a common cause of morbidity and mortality from local and invasive infections, in the United States and worldwide (1). Risk factors for pneumococcal disease include age, chronic lung and cardiovascular disease, smoking, and immunosuppressive disorders (2). Independently of these factors, race and other sociodemographic variables have also been recognized to be related to the risk of pneumococcal carriage (3, 4) and infection (5). For example, even after introduction of the heptavalent pneumococcal conjugate vaccine (PCV7) in 2000, differences in the incidence of invasive pneumococcal disease (IPD) among white and black Americans persisted (5), though they may now be narrowing in some locales (6). It is unclear how much of the added risk associated with race, which is seen in a wide range of health conditions (7), may be explained by variables related to socioeconomic status, environmental exposures, and access to medical care. Information on potentially important sociodemographic variables is often not collected as part of infectious disease surveillance. Therefore, surveillance systems that use age and race only to estimate national rates of disease may over- or underestimate disease burden.

The Centers for Disease Control and Prevention (CDC) monitors the incidence of IPD using Active Bacterial Core Surveillance (ABCs), an active, population- and laboratory-based surveillance system operating in 10 state health departments (8). Because ABCs sites routinely audit laboratories to ensure complete reporting, observed rates of IPD within ABCs catchment areas are believed to be quite accurate. Incidence rates of IPD have varied widely, at least in the era before the introduction of PCV7, from 9 per 100,000 persons to 19 per 100,000 persons across geographic regions.
National estimates for IPD have been calculated by adjusting the rates derived from ABCs surveillance areas for the age and race distributions of the United States, as reported by the US Census Bureau. However, the ABC sites were selected through a competitive process that evaluated criteria such as the existing public health infrastructure and the availability of academic partners at each site (10). Therefore, since ABCs represents a nonrandom sample of US counties, extrapolation to the remainder of the United States may not yield optimal national estimates.

We hypothesized that incorporation of community-level variables, in a statistical model, might produce better national estimates of the incidence of IPD. Community-level data do not replace information collected on individuals. Instead, such data reflect the demographic attributes of the environment (11). For example, we have shown that independently of whether a child receives out-of-home child care, living in an area where most children attend day care increases the risk of pneumococcal carriage (12). We limited our investigation of potential predictors to those available from the US Census Bureau, since they are widely available and require no additional original data collection. Since the surveillance areas of the ABCs are counties for which we already know the number of IPD cases, we used county-level information as candidate predictors. The primary study question was whether a model for extrapolating the incidence of IPD from a nonrandom group of US counties that adjusted for census-based variables would be superior to one that adjusted for the age and race distribution of the United States alone. The result might inform calculation of other national estimates from surveillance programs based on limited and non-randomly selected geographic areas.

MATERIALS AND METHODS

Data sources

ABCs conducts active IPD surveillance in 170 geographically diverse counties in California (1 county), Colorado (5 counties), Connecticut (all 8 counties), Georgia (20 counties), Maryland (6 counties), Minnesota (all 75 counties), New Mexico (all 26 counties), New York (15 counties), Oregon (3 counties), and Tennessee (11 counties) (Figure 1). Cases are reported when pneumococcus is isolated from a normally sterile site (e.g., blood, cerebrospinal fluid) by clinical microbiology laboratories serving these counties, as described elsewhere (13). Information on an individual’s age, race, ethnicity, gender, and county is collected on a standard reporting form. For this analysis, we used the 7,370 cases of IPD identified in the years 2004 and 2005 using 6 age groups: 0–<2, 2–<5, 5–<18, 18–<50, 50–<65, and ≥65 years.

The 2000 US Census contains information on the 115.9 million housing units and 281.4 million persons present in the United States in the year 2000, and its data are available in a variety of formats and media (http://www.census.gov/). We selected 24 county-level variables, a priori, as potential candidates to enter into a prediction model for the incidence of IPD. Since many measures had the potential to be correlated, we initially grouped variables into measures of population density, age distribution, race/ethnicity, education, economic factors, household crowding, and other measures (Table 1). In the 2000 US Census, the variable for race (e.g., white, black, American Indian, etc.) was separated from that for ethnicity (Hispanic vs. non-Hispanic). Therefore, while categories of race are mutually exclusive, race and ethnicity categories are not.

Household crowding was defined as the proportion of owner- and renter-occupied housing units with more than 1 occupant per room. County in-migration was defined as the proportion of the population over 5 years of age who had become new residents of the county in the previous 3 years. County-level vaccine penetration information was obtained from published CDC estimates (14) of the fraction of children aged 19–35 months who had received appropriate primary and booster vaccines (although we did not include PCV7 in the coverage fraction, to allow comparison with prior years).

Statistical methods

Model assumptions. Poisson regression was used to model the number of cases \( Y_{ij} \) in county \( j = \{ 1, 2, \ldots, 170 \} \) and age group \( i = \{ 1, 2, \ldots, 6 \} \) as

\[
Y_{ij} \sim \text{Poisson}(\mu_{ij}),
\]

where \( \mu_{ij} = \text{Pop}_{ij} e^{\beta_0 + \beta_k x_{jk}} \). \( \text{Pop}_{ij} \) is the population in age group \( i \) in county \( j \), \( \beta_0 \) is the intercept, \( \alpha_k \) is the age group effect, \( \beta_k \) is the census-level variable effect, and \( x_{jk} \) is the value of the \( k \)th census variable for county \( j \).

A second model assuming a negative binomial distribution for the outcomes was also tested to account for the possibility of overdispersion in the observed data. As with the Poisson regression model, a logarithm link function was used.

\[
Y_{ij} \sim \text{negative binomial}(\mu_{ij}).
\]

US Census variable selection. In order to identify US Census variables that might improve model prediction performance, we began by fitting models for each variable within each of the 7 groups of similar socioeconomic variables and then scoring the variables on the basis of their predictive performance through a cross-validation procedure. Because many of the sociodemographic variables are highly correlated, putting more than 1 variable from each group into a model would probably not improve model fit greatly. Therefore, the single best variable from each group was tested for inclusion in the final model. In all tested models, the age group of each IPD case was always included.

Model fitting. We designed and evaluated several candidate models using predictive variables from each group of census variables, specified a priori (Table 1). Candidate models included 2 or more variables (maximum of 5) from different variable groups. The most predictive variables from each group were used in the candidate models. We
also tested some of the variables that were ranked as second-best predictors from the groups. Finally, we selected 7 final models with improved prediction as measured using cross-validation: 1) race only (proportion white); 2) race and high school education (proportion with less than a high school education); 3) race, high school education, and general poverty (proportion of persons living in poverty); 4) race, high school education, and child poverty (proportion of children under age 6 years living in poverty); 5) race, high school education, child poverty, and household income; 6) population density, race, high school education, general poverty, and vaccine penetration; and 7) population density, race, high school education, child poverty, and vaccine penetration. All candidate models were tested using both the Poisson and negative binomial distributions by cross-validation. After finding the model with the least cross-validation error, we tested whether an interaction term between age group and the census-derived variables improved the fit further.

Cross-validation procedure. Cross-validation partitions an existing sample of data (here the known cases of pneumococcal disease in the 170 ABCs counties) into subsets (15). In K-fold cross-validation, the original sample is partitioned into K subsamples. Of the K subsamples, a single subsample is retained as the validation data for testing the model, and the remaining K – 1 subsamples are used to fit the model. The cross-validation process is then repeated K times (the folds), with each of the K subsamples used exactly once as the validation data. The K results can then be averaged (or otherwise combined) to produce a single error estimate. The advantage of this method over repeated subsampling is that all observations are used for both fitting the model and validation, and each observation is used for validation exactly once (16).

We used a 10-fold cross-validation in which each partition represented one of the states in the ABCs’ surveillance network. A 170-fold cross-validation was also tested, where each partition represented 1 county in the sample; results were similar to those for the 10-fold state-level cross-validation, and therefore we present only the state-level cross-validation results. Models were used to provide predictions for all ABCs sites in the sample, and the predicted values were compared with the observed values using the generalized Pearson and error statistics.

Generalized Pearson and error statistics. The generalized Pearson statistic (17) and the sum of squared error (or simply “error”) statistic were applied to compare the candidate models. The generalized Pearson statistic is

$$X^2 = \sum_{i,j} \frac{(y_{ij} - \hat{\mu}_{ij})^2}{V_{ij}},$$

where $\hat{\mu}_{ij}$ is the expected number of cases estimated using the 10-fold cross-validation procedure. For the Poisson model, $V_{ij} = \hat{\mu}_{ij}$, and for the negative binomial, $V_{ij} = \hat{\mu}_{ij}(1 + \kappa \times \hat{\mu}_{ij})$, where $\kappa$ is a dispersion parameter that is estimated from the data. The error statistic is

$$\text{Error} = \sqrt{\sum_{i,j} (y_{ij} - \hat{\mu}_{ij})^2}.$$  (4)

The smaller the error, the better is the model’s prediction. Both metrics were calculated with data stratified by age group and county. Note that either statistic can be used to

Figure 1. US counties (dark areas) included in the Centers for Disease Control and Prevention’s Active Bacterial Core Surveillance (ABCs) system.
compare the same probability model with different variables, but only the error statistic can be used to compare the Poisson model versus the negative binomial model with the same covariates. The Pearson statistic cannot be used in this way, since the denominator is calculated differently for the 2 types of models.

**Estimates of national incidence.** To estimate the national incidence, the 2 best models (those with the best cross-validation results) were used to determine the estimated number of cases for each age group in each of the 3,108 counties in the United States. The age-specific national estimate is the sum of the age-specific county-level estimates, and the overall national estimate is the sum for all age groups and counties. The age-specific national incidence rates per 100,000 persons were calculated as the national estimate of the number of cases in that age group divided by the national population in that age group, multiplied by 100,000. The overall incidence rates per 100,000 were calculated in the same way.
Reference model. For comparison, we also fitted a model with only individual covariates, consisting of age group and race, without any county-level variables. Since information on race was missing for 16% of individuals, we imputed values in proportion to the nonmissing cases in the same age group, race, and county. This model is the one that is most similar to the model currently used by the CDC to estimate the number of cases of IPD in the United States, although we used a different imputation procedure for missing values.

RESULTS

We first assessed how well the catchment areas of the ABCs represented all US counties. As one diagnostic, we analyzed a scatterplot of 2 census variables shown to be highly predictive of IPD rates: the proportion of persons of white race and the proportion of persons with less than a high school education in each county (Figure 2). The ABCs counties appear as filled squares in Figure 2 and the non-ABCs counties, which need to be “predicted” in the development of national estimates, as empty diamonds. The scatterplot suggests that the ABCs sample includes counties with a similar distribution (compared with non-ABCs counties) of the proportion of residents of white race, but it includes counties with a lower proportion of people with less than a high school education than is true for US counties overall. It is this nonrandom nature of the ABCs counties that make it important to consider various county-level adjustment variables.

The results from initial age-adjusted models testing the effect of each census variable alone are shown in Table 1 for both the Poisson and negative binomial models. We have chosen to display both Pearson and error statistics to highlight the difference between model fitting (better Pearson statistics) and accurate cross-validation results (better error statistic). Results are similar regardless of whether we evaluate the variables based on the Pearson statistic or the error statistic. Note that for almost all variables, the Poisson models achieved lower (i.e., better) error statistics than the negative binomial models, and hence the Poisson models performed better.

We next evaluated 7 models that included various combinations of predictive county-level variables (Table 2). All 7 models performed considerably better than the reference model (model 0) based on the Pearson statistic, and all but 1 performed considerably better based on the error statistic. As is seen by comparing models 0 and 1, individually ascertained race can be replaced by a county-level race variable without any loss in predictive power. Across all models, the values of the error statistic are lower for the Poisson models than for the negative binomial models with the same variables. Model 3, with the proportion white, proportion of

Figure 2. Proportion (%) of adults with less than a high school education according to the proportion (%) of county residents who are white, United States, 2004–2005. Black squares, counties included in the Active Bacterial Core Surveillance (ABCs) system; white diamonds, non-ABCs counties (“predicted” data).
adults with less than a high school education, and proportion in poverty variables, performs best on the basis of the error statistic. Model 2, with only the first 2 of these variables, performs almost as well. Model 5, with proportion white, proportion of adults with less than a high school education, proportion of persons in poverty, and median household income, has the best model fit according to the Pearson statistic. In the best predictive model (model 3), the error statistic was improved by 16% in comparison with the reference model. These findings suggest that including county-level measures of race, poverty, and educational attainment of the local population can contribute to improved prediction of national IPD counts, compared with estimates based on people’s age and race alone.

Since the Poisson models performed better than the negative binomial models, the remaining results focus on the Poisson models. All of these were evaluated by adding age group × county-level variable interaction terms. Only models 2 and 3 achieved better prediction when the interaction terms were added, with both models showing improvement in prediction in every age group. Their error statistics, categorized by age group, are shown in Table 3.
For example, model 2, with proportion white, proportion of adults with less than a high school education, and the age group × county-level variable interaction terms (Table 3), achieved improvement of approximately 26% in prediction when compared with the same model without the age group × county-level variable interaction terms.

The national estimates derived from the reference model and from the 2 best models are shown in Table 4. Not surprisingly, the model based on individually ascertained or imputed race provides estimates closer to current estimates for IPD, since this method is analogous to the one used currently by ABCs. For the remaining models, the estimates

---

**Table 3.** Comparison of the Error Statistics for Models Estimating the Incidence of Invasive Pneumococcal Disease in the United States, With and Without Age Group × County-Level Variable Interaction Terms Included in the Poisson Model, 2004–2005

<table>
<thead>
<tr>
<th>Model and Variables</th>
<th>Age Group, years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0–&lt;2</td>
</tr>
<tr>
<td>Model 0</td>
<td>33.93</td>
</tr>
<tr>
<td>Age and individual race</td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td>39.38</td>
</tr>
<tr>
<td>% white</td>
<td></td>
</tr>
<tr>
<td>% of adults with less than a high school education</td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>39.58</td>
</tr>
<tr>
<td>% white</td>
<td></td>
</tr>
<tr>
<td>% of adults with less than a high school education</td>
<td></td>
</tr>
<tr>
<td>% of persons living in poverty</td>
<td></td>
</tr>
</tbody>
</table>

**Models With Age Group Effect and No Age Interaction Terms**

<table>
<thead>
<tr>
<th>Model and Variables</th>
<th>Age Group, years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0–&lt;2</td>
</tr>
<tr>
<td>Model 2</td>
<td>36.83</td>
</tr>
<tr>
<td>% white</td>
<td></td>
</tr>
<tr>
<td>% of adults with less than a high school education</td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>37.30</td>
</tr>
<tr>
<td>% white</td>
<td></td>
</tr>
<tr>
<td>% of adults with less than a high school education</td>
<td></td>
</tr>
<tr>
<td>% of persons living in poverty</td>
<td></td>
</tr>
</tbody>
</table>

**Models With Interaction Between Age Group and County-Level Variables**

<table>
<thead>
<tr>
<th>Model and Variables</th>
<th>Age Group, years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0–&lt;2</td>
</tr>
<tr>
<td>Model 2</td>
<td>36.9a</td>
</tr>
<tr>
<td>% white</td>
<td></td>
</tr>
<tr>
<td>% of adults with less than a high school education</td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>36.9</td>
</tr>
<tr>
<td>% white</td>
<td></td>
</tr>
<tr>
<td>% of adults with less than a high school education</td>
<td></td>
</tr>
<tr>
<td>% of persons living in poverty</td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 4.** National Estimates of Expected Numbers of Cases of Invasive Pneumococcal Disease per 100,000 Persons for Models With Imputed Race, Best Census Variable Models (With Age × County Interaction), and Current Published Estimates, United States, 2004–2005

<table>
<thead>
<tr>
<th>Model and Variables</th>
<th>Age Group, years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0–&lt;2</td>
</tr>
<tr>
<td>Model 0</td>
<td>35.6</td>
</tr>
<tr>
<td>Age and individual race</td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td>36.9a</td>
</tr>
<tr>
<td>% white</td>
<td></td>
</tr>
<tr>
<td>% of adults with less than a high school education</td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>36.9</td>
</tr>
<tr>
<td>% white</td>
<td></td>
</tr>
<tr>
<td>% of adults with less than a high school education</td>
<td></td>
</tr>
<tr>
<td>% of persons living in poverty</td>
<td></td>
</tr>
<tr>
<td>Active Bacterial Core Surveillance system estimatesb</td>
<td>35.8</td>
</tr>
</tbody>
</table>

---

a The italic values represent national estimates using the best model found in the cross-validation procedure.
b Data were provided by the Centers for Disease Control and Prevention (2004).
for age groups over 18 years were particularly high in comparison with current estimates. These were the age groups that achieved improved prediction when the model with race, education variables, and the age group × county-level variable interaction was tested (Table 3). Although results are not displayed in Table 4, models 2 and 3 (with no age interaction terms) provided similar national estimates of 16.1 cases per 100,000 persons.

DISCUSSION

We have identified a method by which to incorporate census-level variables to inform national estimates of disease incidence when surveillance is limited to a nonrandom sample of defined geographic areas in the United States. We developed and evaluated models that use publicly available US Census variables as predictors to estimate the national incidence of IPD from the sample of US counties under active surveillance through ABCs. To do this, we first tested the utility of Poisson and negative binomial models with a cross-validation procedure, using Pearson and error statistics as selection criteria. We then added US Census variables to determine the most parsimonious combination of variables that resulted in the lowest residual error. Then, we improved the 2 best models by adding interaction terms for age group × census-level variables. Overall, we found that the model that best fit the data included census variables describing county-level race and education, accounting for interaction with age group. Although overall national estimates were similar regardless of whether or not the interaction term was added to the model, models within age groups that included the interaction term provided better prediction.

As we expected, the negative binomial is better at modeling the uncertainty in the rates when there is overdispersion. However, for a predictive model, the key is to have accurate point estimates, and the Poisson model was superior in this regard. This is so because the maximum likelihood fitting alters the point estimates. As a consequence, the negative binomial fitting may not match the observed rates as well as the Poisson. In situations where accurate point estimates are the priority, cross-validation error is the appropriate statistic for model selection.

Note that the approach currently used by ABCs to develop national estimates of IPD and the proposed model from this work share race as a predictor variable. However, in the current ABCs approach, race is an attribute recorded at the level of the individual, with missing values for some persons. In the proposed model, individually ascertained race is replaced by a county-level variable from the US Census (proportion of persons of white race in each county). The observation that the county-level race distribution functioned almost as well as individual-level information on race suggests that this may be a useful option when data on race have not been collected or are missing for a substantial fraction of persons.

The approach reported here has some limitations. We used data from the 2000 US Census and made the implicit assumption that the county-level variables used in these models were relatively stable through 2004 and 2005. Estimated population denominators for 2004 and 2005 for each county were likewise obtained from the 2000 Census. As with other parameters estimated by statistical models, it would be useful to develop confidence intervals around the incidence rates for IPD that we have estimated here. In practice, that is not possible, since the estimates do not come from a randomly selected set of counties. The accuracy of the new national estimates and confidence intervals can only be evaluated by obtaining data from an independent random sample of counties. Such an external validation is beyond the scope of this study. To evaluate the predictive ability of our candidate models, we relied on a cross-validation procedure. However, our predicted rates are also subject to the same issue of potential bias because of nonrandomly selected counties. That is, if there were systematic biases in the selection of ABCs counties that are not reflected in our selected census-level variables, then the estimate of the national incidence will also be biased. A comparison of the predicted number of cases and actual counts of IPD for randomly selected counties not included in the ABCs database would allow further evaluation of the performance of this method.

We believe that the general method described here may be applied equally well to estimate national incidence for other reported diseases when only information from nonrandomly selected geographic areas is available. This is the case in many current surveillance programs (18–20). In the particular case of IPD, our analysis suggests that the use of county-level variables improves the estimation of IPD incidence. Thus, this method may provide an alternative to the labor-intensive collection of detailed individual data if surveillance systems are resource-constrained. However, in addition to the above limitations, we note that the use of this approach for other conditions is likely to reveal a different set of predictor variables that produce the smallest residual error in a cross-validation procedure. It is also possible that for other clinical conditions, individually ascertained information from cases (regarding race, for example) may be more useful than the assignment based on census-level information we employed. Exploration of the utility of these techniques in the evaluation of other conditions and surveillance programs is warranted.
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