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Solid electrolytes have been a long-standing goal of the battery industry since they have been considered safer than flammable liquid electrolytes and are capable of producing batteries with higher energy densities. The latter can be achieved by using a lithium metal anode, which is unstable against liquid electrolytes. Past attempts at polymer electrolytes for lithium-anode batteries have failed due to the formation of lithium dendrites after repeated cycling. To overcome this problem, we have proposed the use of microphase separated block copolymers. High ionic conductivity is obtained in soft polymers such as poly(ethylene oxide) (PEO) where rapid segmental motion, which is needed for ion transport, necessarily results in a decrease in the rigidity of the polymer. Block copolymers have the ability to decouple the requirements of high modulus, needed to prevent dendrite growth, and high ionic conductivity. Furthermore, the use of block copolymers may enable the creation of well-defined, optimized pathways for ion transport.

This dissertation presents studies of a poly(styrene-block-ethylene oxide) (SEO) copolymer blended with the lithium salt LiTFSI for use as a polymer electrolyte. In this case, the PEO is the ionically conducting block whereas the PS provides mechanical rigidity. The polymers used for this study were synthesized via anionic polymerization to obtain copolymers with low polydispersity. The introduction of a nonconducting microphase undoubtedly decreases the overall conductivity of the block copolymer relative to that of the ionically conducting homopolymer. Furthermore, the addition of salts into the block copolymer can be viewed as adding a selective solvent to the system. This invariably changes the energetic interactions in the systems. It is our goal to determine the correlation between the salt concentration and polymer phase behavior, and determine the effects of phase behavior on the ionic conductivity.
The polymer electrolyte system is designated as SEO (a-b)/LiTFSI where a = molecular weight of the PS block (kg/mol) and b = molecular weight of the PEO block (kg/mol). By varying the salt concentration, \( r = [\text{Li}] / [\text{EO}] \), and by varying a and b, several different morphologies such as alternating lamellae, hexagonally packed cylinders, and a cocontinuous network phase are obtained. Characterization of the electrolyte systems includes a combination of small-angle X-ray scattering, optical birefringence measurements, and alternating current impedance spectroscopy.

The phase behavior and thermodynamics of the block copolymers as a function of LiTFSI concentration are also explored. It is assumed that the LiTFSI resides mainly in the PEO phase, the polymer with the higher dielectric constant, which is known for solvating lithium salts very effectively. Upon addition of LiTFSI salts to SEO systems, we obtain a disorder-to-order transition at a particular salt concentration. Further increases in the salt concentration have been shown to lead to other phase transitions such as lamellar to gyroid, or gyroid to cylinders. Changes in morphology cannot be attributed to increases in volume fraction of the PEO/LiTFSI phase alone. It is hypothesized that the presence of salts increases the effective Flory Huggins chi parameter, \( \chi_{\text{eff}} \). Using six different SEO/LiTFSI mixtures with accessible order-to-disorder transitions, we can develop a relationship to estimate the change in \( \chi_{\text{eff}} \) with salt concentration. It was established that this relationship is a linear function, in good agreement with theoretical predictions. This relationship was also obtained for a mixture of SEO polymers with the ionic liquid imidizolium TFSI (ImTFSI). The \( \chi_{\text{eff}} \) relationships were approximately the same, indicating that the large anion drives the thermodynamics of the polymer/salt systems. The slope of the \( \chi_{\text{eff}} \) vs. \( r \) line, \( m \), is compared to theoretical calculations. The theoretically determined values were consistently higher than experimentally determined ones.

In this study, ionic conductivity measurements through order-order and order-disorder phase transitions (OOTs and ODTs) in mixtures of SEO with LiTFSI were performed to determine the effect of morphology on conductivity. The molecular weight of the blocks and the salt concentration were adjusted to obtain OOTs and ODTs within the available experimental window. The normalized conductivity (normalized by the ionic conductivity of a 20 kg/mol homopolymer PEO sample at the salt concentration and temperature of interest), was also calculated to elucidate the effect of morphology. For samples with a major phase PEO block (e.g. volume fraction of PEO in SEO is greater than 0.5), no dramatic changes in conductivity were seen when transitioning through different morphologies. The well-known Vogel-Tamman-Fulcher (VTF) equation provides an excellent fit for the temperature dependence of the conductivities regardless of morphology. However, for samples with minor phase PEO block, the conductivity/structure relationship is more complex. Through in-situ conductivity/SAXS experiments, these samples show changes in conductivity with temperature, which are dependent upon the thermal history. The reason for these changes has not been established.
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1.1 POLYMER ELECTROLYTES FOR LITHIUM BATTERIES

There is a recent interest in lithium-anode batteries for applications such as electric vehicles due to its theoretically high energy and power densities.[1-3] Liquid electrolytes used in current rechargeable lithium-ion batteries are not suitable for lithium-anode batteries because of the instability of the lithium/electrolyte interface. A solid polymer electrolyte is a desirable alternative since it is solvent-free, stable against the lithium metal, and able to form thin, flexible membranes. A promising polymer electrolyte for rechargeable lithium metal batteries is polyethylene oxide (PEO), which readily dissolves lithium salts of the form LiX such as Li[N(SO$_2$CF$_3$)$_2$] (LiTFSI), LiCF$_3$SO$_3$ (lithium triflate), or LiClO$_4$ (lithium perchlorate). In this case, the ether oxygen on the PEO chain complexes with the Li$^+$ in LiX salts while the X$^-$ is freely floating nearby to maintain electroneutrality. The effect of salts on the conductivity and structure of PEO-based polymer electrolytes will be discussed in this dissertation.

1.1.1 Properties of PEO/salt electrolytes

The effect of salts on the properties of PEO homopolymers has been studied extensively.[4-9] An overview of this body of work can be found in ref. [9]. The nature of both the cations and anions affects the properties of PEO/salt mixtures. It has been reported that the solubility of alkali metal salts with TFSI$^-$ as the counterion in PEO (molecular weight of about 4 kg/mol) increases with decreasing ion radius. In this dissertation we often use the molar ratio of cations to monomers in the ion-solvating polymer chain or block, $r$, to quantify the salt concentration in our system. The values of $r$ at the solubility limit for LiTFSI, NaTFSI, and KTFSI are 0.67, 0.25, and 0.20, respectively. The phase diagrams of PEO/NaTFSI and PEO/LiTFSI, reported in refs. [7] and [10], exhibit important differences. Crystalline intermediate compounds are obtained at EO:Na ratios of 7:1 and 3:1 in PEO/NaTFSI with melting points of 50 and 68 $^\circ$C, respectively, and at EO:Li ratios of 6:1, 3:1 and 2:1 in PEO/LiTFSI with melting points of 46, 85, and 110 $^\circ$C, respectively. In the case of PEO/LiTFSI, crystallization of PEO is not observed in compositions between $r = 0.08$ and 0.17, resulting in a window that has been referred to as the crystallinity gap. The crystallinity gap is not found in PEO/NaTFSI or PEO/KTFSI, i.e. there is no suppression of PEO crystallization in the presence of NaTFSI or KTFSI. The solubility limit of alkali metal salts is also affected by changes in the anion. For example, changing the anion from TFSI$^-$ to SCN$^-$ changes the solubility limit from $r$
In contrast, the values of $r$ at the solubility limit for LiSCN and KTFSI are within experimental error (0.20). Changing the anion from TFSI$^-$ to CF$_3$SO$_2$N(CH$_2$)$_3$OCH$_3^-$ (MPSA) results in a dramatic change in phase behavior. The phase behavior of PEO/LiMPSA is that of a simple binary eutectic with no intermediate crystalline compounds or crystallinity gaps. In contrast, the phase behavior of PEO/KMPSA contains a large crystallinity gap.

It is evident from the above discussion that the behavior of both crystalline and amorphous PEO/salt mixtures depends on the chemical structure of the anion and the cation. Effects such as ion dissociation, charge delocalization, and dispersive interactions between the ions and the polymer (particularly for large cations) play an important role in determining phase behavior. Some insight into the underpinnings of the observed phase behavior is obtained by measuring the ionic conductivity of PEO/salt mixtures. Studies of LiTFSI, NaTFSI, and KTFSI in PEO show that the conductivity values of these systems in the low-salt concentration limit have a weak dependence on the cation (LiTFSI and NaTFSI have conductivity values of $1.1 \times 10^{-3}$ S/cm while KTFSI has a value of $0.9 \times 10^{-3}$ S/cm at $r = 0.03$).[10] This is probably because most of the current is carried by the anion. The measured transference number of the cation in LiTFSI/PEO mixtures, the most widely studied system, ranges from 0.17 to 0.4 (depending on salt concentration).[11] The nature of the anion has a profound effect on conductivity. The conductivity values of PEO/LiTFSI mixtures at low temperatures are several-fold higher than that of PEO mixed with LiClO$_4$ or LiCF$_3$SO$_3$ at the same $r$.[5, 7, 9, 12] This is principally due to the large TFSI$^-$ anion, which has high charge delocalization allowing for greater dissociation.[9] Spectroscopic studies indicate that the dissociation of alkali metal salts in PEO is complicated by the formation of ion pairs, triplets (Li$^+$ associated with an ion pair), and other complex aggregates.[4]

Another class of salts is ionic liquids (IL). ILs are molten salts at moderate temperatures. These compounds are of great current interest in these materials due to their unique physiochemical properties (e.g. nonflammability, negligible vapor pressure, electrochemical stability, etc.) and their ability to promote ion conduction.[13-18] Their liquid structure and high ionic conductivity (at 30 °C, ILs have conductivity values on the order of $10^{-3}$ to $10^{-2}$ S/cm [17, 19, 20]) have been shown to enhance conductivity of PEO/LiTFSI systems. Thus, ionic liquids have been investigated as a supporting electrolyte for the PEO/LiTFSI system for lithium batteries.

The thermal properties of IL-containing PEO systems differ from PEO/LiTFSI systems. DSC thermograms of PEO/LiTFSI/IL systems have distinct crystallinity peaks corresponding to either PEO crystals or P(EO)$_n$LiTFSI crystals at all ionic liquid concentrations.[14, 16, 21, 22] That is, PEO/LiTFSI/IL mixtures do not exhibit full suppression of the crystallinity peak as seen in the crystallinity gap of PEO/LiTFSI systems. There is some suppression of the crystalline phases. Zhu et al.[22] measured the decrease in $\Delta H_m$ upon addition of 1-ethyl-3-methylimidazolium TFSI (EMITFSI) or N-methyl-N-propylpiperidinium TFSI (PP$_{13}$TFSI) to a sample of P(EO)$_{20}$LiTFSI. In the equimolar IL to LiTFSI case, $\Delta H_m$ decreases from 73.94 J/g for PEO/LiTFSI ($r = 0.05$) to 41.66 J/g for PEO/LiTFSI/EMITFSI ($r = 0.10$) and 36.46 J/g for PEO/LiTFSI/PP$_{13}$TFSI ($r = 0.10$). Similarly, Cheng et al.[21] measured a decrease in $\Delta H_m$ for P(EO)$_{20}$LiTFSI systems with 1-butyl-4-methylpyridinium (BMPyTFSI). At $r = 0.10$, equimolar LiTFSI:BMPyTFSI, $\Delta H_m = 20.89$ J/g. Despite the presence of crystals in PEO/LiTFSI/IL
systems, room temperature conductivity of these samples is still high. At 20 °C, the conductivity values of PEO/LiTFSI systems with various PYR1ATFSI ILs range from $2.02 \times 10^{-6}$ to $1.28 \times 10^{-4}$.[18] In the case of pure EMITFSI in PEO or SEO studied by Simone et al.,[20] complete suppression of crystallinity is seen at $r = 0.20$ and $r = 0.25$. Simone et al. also note a change in SEO phase behavior with increasing EMITFSI content. As EMITFSI concentration is increased, the samples transform from CYL (with minor phase PEO), to LAM, to CYL (with major phase PEO).

1.1.2 Failures of PEO as electrolytes

Problems with PEO as an electrolyte for rechargeable lithium-anode batteries arise when the electrolytes were subjected to charge-discharge cycles. It was determined that the Li$^+$ ions did not plate uniformly on the anode, and, after several cycles, lithium dendrites formed on the anode.[23-25] These dendrites eventually short-circuited the battery. Theoretical calculations indicate that dendrite nucleation can be prevented if a polymer with a shear modulus on the order of 5 GPa is used as the electrolyte (the shear modulus of PEO-based electrolytes is in the $10^6$ Pa range).[26] This presents a problem since the mechanism of ion conduction involves rapid segmental motion of the polymer chain.[27] Thus, high ionic conductivity is typically obtained in soft or rubbery polymers.[28, 29]

To address this challenge, PEO-based block copolymers can be used to decouple the mechanical strength and ionic conductivity. Past studies in our group using lamellar samples have observed conductivity values around $10^{-4}$ S/cm and shear moduli above 100 MPa.[30] PEO homopolymer, by comparison, has conductivity values around $2 \times 10^{-3}$ S/cm and shear modulus around 1 kPa at the same temperature. It was determined that block copolymers successfully decoupled the ionic conductivity from the elastic modulus.

1.2 BLOCK COPOLYMER ELECTROLYTES

There is a growing interest in the use of microphase separated block copolymers as electrolytes in batteries and fuel cells.[1, 30-44] In these applications, block copolymers are either mixed with ionic species such as lithium salts blended with poly(ethylene oxide)-containing copolymers or ionic species are incorporated in the block copolymer chain as in the case in poly(styrene sulfonate)-containing block copolymers. Due to the fact that most organic polymers are not compatible with ions, ion transport is usually restricted to one of the microphases of the block copolymer. The use of block copolymers may enable the creation of well-defined, optimized pathways for ion transport. In addition, the chemical composition and morphology of the nonconducting microphase can be tuned to optimize other aspects of the electrolyte such as puncture strength or shear modulus. While the ion-conducting pathways can be aligned by the application of external fields, the present dissertation is concerned with samples with randomly oriented morphologies obtained in the absence of external fields.
1.1.1 Block copolymer self assembly

Block copolymers are known to self assemble into a wide variety of morphologies such as lamellae (LAM), gyroid (GYR), and hexagonally packed cylinders (CYL).[32, 45-53] These ordered phases contain characteristic length scales on the order of 10 to 100 nm. The phase behavior of neat block copolymers is governed by the volume fraction of one of the blocks, $\phi$ (in this dissertation, the PEO block volume fraction is used), the degree of polymerization, $N$, and the Flory Huggins interaction parameter, $\chi$, which is a measure of the dispersive interactions between the two monomers comprising the block copolymer.[45] The theoretical block copolymer phase diagram from ref [48] is plotted in Figure 1.1. The $\chi$ parameter is typically inversely related to temperature. Thus, different morphologies are accessible by changing the temperature.

![Theoretical block copolymer phase diagram](image)

Figure 1.1: Theoretical block copolymer phase diagram taken from ref [48]. Here, $f$ is equivalent to $\phi_A$, $S_{cp}$ is closed pack spheres, $S$ is bcc spheres, $C$ is hexagonally packed cylinders, $G$ is gyroid, and $L$ is lamellar.

Charge transport enabled by the presence of continuous domains such as LAM, CYL, and networks can be exploited to obtain structured polymer electrolyte membranes (PEM). Typically, when block copolymers are designed for use as a PEM, one block preferentially solvates the ionic species (e.g. salts), enabling ion conduction. Although an ionic species can be incorporated into the backbone of a polymer chain, we focus on polymer electrolytes where ionic species are added to the polymer. The second block, which is non-conductive, can be tuned to optimize other aspects of the PEM such as mechanical strength. In this dissertation, we present work on a poly(styrene-block-ethylene oxide) (SEO) copolymer. The PEO block dissolves the lithium salt, while the polystyrene (PS) block provides the mechanical strength.
1.1.2 Effect of salts on block copolymer electrolytes

Previous experimental [33, 54, 55] and theoretical studies [56] have demonstrated that adding salts to block copolymers results in an increase of the "effective" Flory-Huggins interaction parameter, \( \chi_{\text{eff}} \). This leads to increase in the size of the microphases.[54, 56, 57] There are, however, experiments that suggest that the interactions between salts and block copolymers are more complicated. Epps et al. observed that the addition of lithium perchlorate in poly(styrene-block-isoprene-block-ethylene oxide) copolymers stabilized the hexagonally packed cylinders over network phases. [34, 35] The disappearance of network phases is particularly relevant for electrolyte applications where the presence of ion-transporting channels is important. In contrast, we have shown that the addition of LiTFSI to certain SEO copolymers leads to the stabilization of a GYR phase over disordered phase or LAM phase. The effect of LiTFSI on the morphology and Flory Huggins interaction parameter of SEO is discussed in this dissertation.

1.1.3 Effect of block copolymer morphology on conductivity

The addition of a nonconducting block to the electrolyte will result in a decrease in the attainable ionic conductivity value. It can be assumed that the conductivity, \( \sigma \), is proportional to the volume fraction of the conducting block, \( \phi_C \). The conductivity should also depend on the tortuosity of the pathways for ion transport. This is accounted for by introducing the morphology factor, \( f \):

\[
\sigma = f \phi_C \sigma_C
\]

where \( \sigma_C \) is the intrinsic conductivity of the conducting microphase. Depending on the morphology of the block copolymer system, \( f \) will vary between 0 and 1. For example, if lamellar samples were completely aligned parallel to the electrodes as shown schematically in Figure 1.2a, then \( f = 0 \). However, if the lamellae were aligned perpendicular to the electrodes as shown in Figure 1.2b, then \( f = 1 \). Note that there are two electrode orientations in which the lamellae would be perpendicular. For this dissertation, only randomly oriented grains, such as those in Figure 1.2c, are considered. In this case, Sax and Ottino[58] argue that an average of two-thirds of the grains will be oriented perpendicular, and thus \( f = 2/3 \). For a HEX or spheres morphology where the conducting block is the minor component, \( f = 1/3 \) and \( f = 0 \), respectively. For cocontinuous networks, such as GYR or HEX and spheres with the conducting block as the major component, \( f = 1 \).
In practice, it has been shown that the morphology factor is lower than the values predicted by theory. It has also been shown that the conductivity of lamellar block copolymers increases with increasing molecular weight. [30] This is important for practical applications since the polymer also gets stiffer with increasing molecular weight. In studies with homopolymer PEO, it was determined that increasing the molecular weight of the electrolyte results in lower conductivity. [59] The effect of morphology on the conductivity of SEO/LiTFSI samples is discussed in this dissertation.

1.3 OUTLINE OF DISSERTATION

In Chapter 2, the previously developed theories behind polymer thermodynamics are discussed. This includes thermodynamics and phase behavior resulting from polymer-polymer interactions as well as polymer-salt interactions. Chapter 3 provides an overview of sample preparation and characterization techniques. The effect of adding LiTFSI to SEO on the thermal and phase behavior of the block copolymer is discussed in Chapter 4. Phase diagrams for the SEO/LiTFSI systems are presented at the end of the chapter. Chapter 5 quantifies the effect of salts on block copolymer thermodynamics by measuring the changes in the Flory Huggins interaction parameter. A study on the difference between adding the salt LiTFSI versus the ionic liquid imidizolium TFSI to SEO is also presented. The dependence of conductivity on the block copolymer morphology is discussed in Chapter 6. Block copolymer morphologies were varied with temperature, and the conductivity is measured through this transition. Finally, the dissertation is summarized in Chapter 7.
1.4 REFERENCES


Chapter 2

Theoretical Treatment of Polymer Thermodynamics

ABSTRACT

The previously developed theories of block copolymer thermodynamics and polymer/salt thermodynamics are summarized. Polymer phase behavior can be described by the theories developed by Flory and Huggins, Leibler, Matsen and Bates, and Fredrickson and Helfand. The last three are specific to block copolymers in the weak segregation limit. Wang has developed a theory to describe the effect of salts on polymer thermodynamics.

2.1 BLOCK COPOLYMER THERMODYNAMICS

2.1.1 Flory-Huggins theory

The thermodynamics of polymer-polymer interactions begin with the Flory-Huggins theory.\[1, 2\] The theory describes the changes in the free energy ($\Delta G_m$) of mixing polymer A with polymer B:

$$\Delta G_m = kT\left(\frac{\phi_A \ln \phi_A}{N_A} + \frac{\phi_B \ln \phi_B}{N_B} + \chi \phi_A \phi_B\right)$$ (2.1)

where $k$ is the Boltzmann constant, $T$ is the temperature, $\phi_i$ is the volume fraction of polymer $i$, $N_i$ is the number of units of volume $v$ in a chain of polymer $i$, where $v$ is an arbitrary reference volume (we take $v = 0.1 \text{ nm}^3$), and $\chi$ is the Flory-Huggins interaction parameter between polymers A and B. The $\chi$ parameter incorporates the nonideal contributions to the free energy and can often be described as a linear function of $1/T$:

$$\chi = \frac{C_1}{T} + C_2$$ (2.2)

where $C_1$ is a constant generally associated with the enthalpic contributions and $C_2$ is a constant associated with noncombinatorial entropic effects. Thus, the Flory-Huggins $\chi$ parameter is used as a measure of polymer thermodynamics. The combinatorial entropic
contributions are related to $N^1$, where $N$ is the overall degree of polymerization of the block copolymer, such that the phase behavior of block copolymers can be described by the product $\chi N$.

At high values of $\chi N$, either large-molecular weight polymers or low temperatures, enthalpic interactions dominate, and ordered phases such as lamellae (LAM) or hexagonally packed cylinders (CYL) form as the system minimizes A-B contacts. The geometry of the ordered phases depend on both $\chi N$ and $\phi$, such that the block copolymer phase diagram can be mapped on a $\chi N$ vs $\phi$ plot. The regime when $\chi N > 100$ is referred to as the strong segregation limit (SSL). As the value of $\chi N$ decreases to 10.5 and lower, the polymer system undergoes an order-to-disorder transition (ODT) as entropic factors begin to dominate and a disordered phase (DIS) is obtained. The regime near the ODT is referred to as the weak segregation limit (WSL). Separate theoretical considerations are required for SSL and WSL regimes since they have different characteristics. For example, the domain size in the SSL is related to the product $\chi^{1/6} N^{2/3}$ whereas in the WSL it is independent of $\chi$ and proportional to $N^{1/2}$. In this dissertation, we focus on the WSL regime of amorphous polymers with upper critical solution temperature behavior (i.e., $\chi$ is positive). A more thorough review on block copolymer thermodynamics can be found in refs [3], [4], and [5].

2.1.2 Leibler’s theory of microphase separation

In the seminal paper by Leibler,[6] a mean-field theory is created to predict theoretically the phase behavior of block copolymers. For the calculations, Leibler looked at an ideal A-B block copolymer system where A and B have equal statistical segment lengths, all the polymers are of equal length (e.g. PDI = 1), and the polymers are incompressible. A reduced monomer density, $\rho_A(\vec{r})$ and $\rho_B(\vec{r})$, is defined as the ratio of local monomer density (at point $\vec{r}$) to the overall monomer density of polymers A and B. Due to incompressibility, $\rho_B(\vec{r}) = 1 - \rho_A(\vec{r})$. The variable $\rho_A(\vec{r})$ is allowed to fluctuate while the overall monomer density must remain constant. Thus the order parameter is introduced:

$$\begin{align*}
\langle \psi_A \rangle = \langle \rho_A \rangle = 1 - \langle \rho_B \rangle
\end{align*}$$

where $\langle \psi_A \rangle$ represents thermal averages and $\phi_A$ is the volume fraction of polymer A on the block copolymer chain. When the system is disordered, the compositional distribution of A and B segments is uniform at all points in space. That is, $\rho_A(\vec{r}) = \phi_A$, and $\psi = 0$. Using this definition, Leibler derived a free-energy expression from a fourth-order Landau expansion about this order parameter. This energy expression is used to determine the conditions where the ordered phase was stable over the disordered phase. The Landau expression is rigorously true for second-order phase transitions, and a good approximation for “weak first order” transitions. Accordingly, Leibler finds that order-to-disorder transitions are second order at $\phi = 0.5$ and are weak first-order transitions in the vicinity of $\phi \sim 0.5$. Although he postulates that the nature of
the transition at $\phi = 0.5$ is also a weak first order transition. This transition point is related to the spinodal curve. The density correlation function, $\tilde{S}(\vec{r})$, can be defined as:

$$
\tilde{S}(\vec{r} - \vec{r}') = \frac{1}{kT} \langle \delta \rho(x) \delta \rho(y) \rangle
$$

(2.4)

The Fourier transform of eqn 2.4, $\tilde{S}(q)$, is related to the scattering profiles obtained from Xray or neutron scattering, where $q$ is the scattering vector. A condition of the spinodal point is that $\tilde{S}(q^*)$ diverges, where $q^*$ is the location of the peak in the correlation function. From this theoretical treatment, the resulting plot of spinodal points can be obtained and is reproduced from ref [6] in Figure 2.1. It is interesting to note that the spinodal points are only a function of $\phi$. This feature is used to estimate values of $\chi$ in polymers with an accessible ODT, as explained in further detail in Section 6.4.

Figure 2.1: Theoretically predicted spinodal curve of block copolymers taken from ref [6]. Here, $f$ is equivalent to $\phi_4$.

Leibler’s theory, does not predict the presence of gyroid phases. A more complete phase diagram was constructed by Matsen et al [7-9] from self-consistent field-theory calculations. The resulting phase diagram for a monodispersed block copolymer is depicted in Figure 1.1 in
Chapter 1. Using this method, Matsen et al. calculated phases such as gyroid and closed packed spheres which were originally not predicted by Leibler’s treatment. We also note that both the Matsen construction and Leibler construction predict a spheres-to-DIS transition at all points on the spinodal curve except at $\phi = 0.5$ (the critical point), where a LAM-to-DIS transition is seen. Although, this is not typically the case in experiments where LAM-to-DIS and CYL-to-DIS transitions have been seen at $\phi \neq 0.5$.

2.1.3 Fredrickson and Helfand’s fluctuation theory of microphase separation

Fredrickson and Helfand [10] extended Leibler’s theory to include fluctuations by applying the Hartree method. Using the same system and assumptions (e.g. A-B block copolymer with equal segment lengths, incompressibility) and same order parameter as defined in eqn 2.3, they found a fluctuation-induced first order transition at $\phi = 0.5$. Clearly the presence of fluctuations in the system leads to different thermodynamic behavior than in the treatment by Leibler. Figure 2.2 plots the resulting phase diagram from the Fredrickson and Helfand calculations for a polymer with $N = 10^6$ and $N = 10^4$. The diagrams show that LAM to DIS and CYL to DIS transitions are possible at $\phi \neq 0.5$ when accounting for fluctuations. There is a distinct difference in the phase diagram with different values of $N$, which is reflected in the calculated $\chi$ parameter at the transition at $\phi = 0.5$:

$$\left(\chi N\right)_{ODT} = 10.495 + \frac{41.022}{N^{-1/3}}$$ (2.5)

This is in contrast to Leibler’s conclusion of $(\chi N)_{ODT} = 10.495$. However, at the limit of $N \to \infty$, the Leibler results are obtained. This is not surprising since fluctuations become more prominent at lower values of $N$. The $\chi$ parameter between PS and PEO is quite large, thus a small $N$ is necessary to access ODTs.
2.2 THERMODYNAMICS OF POLYMER/SALT SYSTEMS

2.2.1 Ion solvation

In order for a salt to be dissolved in a polymer, the total lattice energy of a salt must be compensated by ion-polymer interactions. The solvation of ions in a polymer matrix is governed by several entropic and enthalpic interactions, including (1) an increase in entropy and (2) an increase in enthalpy from breaking of salt crystal lattice and polymer lattice, (3) enthalpic gain/loss from short-range specific interactions between the ion and the polymer, and (4) decrease in entropy from rearrangement of polymer around the salts. The change in energy from factor (2), the enthalpy of the salt lattice ($\Delta H_L$), is known to be related to the size of the ions, and can be estimated using Bartlett’s relationship [11] (with respect to the gaseous ions):

$$\Delta H_L = \frac{232.8}{\sqrt[3]{V}} + 110$$

(2.6)

where $V$ is the volume of the salt determined from the sum of the cation and anion radius and assuming the salt is spherical and $\Delta H_L$ is calculated in kJ/mol. Factor (4) leads to a decrease in entropy arising from the restricted movement of solvent molecules. The coordination of the Li$^+$ with the PEO chain leads to strained conformations and restricted bond rotation. These increases in energy are balanced with factors (1) and (3). Although factor (3) can be either an increase or a decrease in enthalpy, presumably, the change in enthalpy is negative from the preferred contact between cation/polymer over cation/anion. Thus the enthalpic interactions between the Li$^+$ and the PEO play a major role in solvation energies. Note that if (4) has a greater effect than (1), this
could lead to an overall negative change in entropy and the occurrence of salt precipitation at sufficiently high temperatures.

The hard/soft acid/base theory (HSAB) can be used to estimate the solubility strength of a particular salt in a polymer. In HSAB, hard acids have the strongest interactions with hard bases since hard species are stabilized by electrostatic interactions. On the other hand, soft species are stabilized by covalent interactions; thus soft acids have strong interactions with soft bases. $\text{Li}^+$, which is small and non-polarizable, is considered a hard acid. The ether oxygens in the backbone of a PEO chain are considered a relatively hard base. Thus, a lithium salt would easily dissolve in PEO if the counterion is a soft base. Large anions with delocalized charge, such as TFSI, are considered soft bases, implying that PEO/LiTFSI is a good electrolyte.

2.2.2 Wang’s theory on the effect of ion solvation on polymer miscibility

Wang [12] investigated the effect of adding salts on the miscibility of two polymers A and B. Although Wang’s theory was formulated for blends of two homopolymers, the $\text{Li}^+$ ions are tightly bound to the oxygen groups of the EO blocks in both the disordered and ordered states of block copolymers. Thus their energetics are, to a first approximation, unaffected by microphase separation. Two cases were explored: (1) ions are distributed homogeneously in a disordered mixture of A and B, and (2) in the vicinity of the ion there is an enrichment of the polymer with the higher dielectric, e.g. there is a heterogeneous distribution. Wang derives the energy density of a system consisting of polymer A, polymer B, and a dilute amount of monovalent salt to be:

$$
\begin{align}
g &= f_{FH}(\phi) + (\text{c}_+ f_+ + \text{c}_- f_-) + kT \left[ \text{c}_+ \ln \left( \frac{\text{c}_+}{c^R_+} \right) - \text{c}_+ + \text{c}_- \ln \left( \frac{\text{c}_-}{c^R_-} \right) - \text{c}_- \right] \\
& \quad + \text{c}_+ f_+ \left( 1 - \frac{\text{c}_+}{c^R_+} \right) - \text{c}_+ \ln \left( \frac{\text{c}_+}{c^R_+} \right) - \text{c}_+ \\
& \quad + \text{c}_- f_- \left( 1 - \frac{\text{c}_-}{c^R_-} \right) - \text{c}_- \ln \left( \frac{\text{c}_-}{c^R_-} \right) - \text{c}_- 
\end{align}
$$

where $f_{FH}(\phi)$ is the free energy from Flory-Huggins theory as defined by eqn 2.1, $\text{c}_+$ and $\text{c}_-$ are the concentrations of cations and anions, respectively, $f_+$ and $f_-$ are the solvation energies of the cations and anions into the polymer blend, respectively, and $c^R$ is a reference concentration. For a monovalent salt, $\text{c}_+ = \text{c}_- = \text{c}$. The first term of eqn 2.7 is the enthalpic and entropic contributions for mixing polymers A and B. The final term (in the square brackets) account for the entropy of the ions, related to factor (1) from the discussion in Section 2.2.1. The second terms (in the parentheses) are accounting for factor (3) from the discussion in Section 2.2.1, the enthalpy from ion solvation. For the homogenously mixed case, the Born solvation energy is used for $f_+$ and $f_-$:

$$
f_{\text{Born}} = \frac{e^2}{8\pi \varepsilon \varepsilon_0 a}
$$
where $e$ is the electron charge, $\varepsilon$ is the relative dielectric constant of the medium, $\varepsilon_0$ is the vacuum permittivity, and $a$ is the ion radius. The Born solvation energy accounts for the energy from moving a charged species from vacuum into a medium with a uniform dielectric constant. The polymer system is assumed to have a volume fraction weighted average dielectric constant. Using eqns 2.7 and 2.8 as the basis of the energetics of the system, an analytical expression for changes in $\chi$ is obtained for the homogeneous case:

$$Nv\Delta\chi = \frac{1}{4} NvC \frac{l_0}{ae} \left( \frac{l_0}{ae} - 4 \right) \left( \frac{\Delta \varepsilon}{\varepsilon} \right)^2$$  \hspace{1cm} (2.9)

In this result, it is assumed that polymer A and B have equal degrees of polymerization of ($N_A = N_B = N$) and monomer volume ($v_A = v_B = v$) and that the cation and anion are of equal size ($a$). The Bjerrum length, $l_0$, is the length at which the energy between two charged species is equal to $kT$ and given by $l_0 = e^2/(4kT \varepsilon_0)$.

For the case of heterogeneous distribution, the energetics of the system is comprised of an electrostatic contribution ($f_e$) and the inhomogeneous Flory-Huggins-de Gennes square-gradient free energy ($f_{FH\text{\_}dG}$):

$$f_e = \int d\mathbf{r} \left[ \rho \psi - \frac{1}{2} \varepsilon \varepsilon_0 \left( \nabla \psi \right)^2 \right]$$  \hspace{1cm} (2.10)

$$f_{FH\text{\_}dG} = \int d\mathbf{r} \left[ f_{FH}(\phi) + \frac{1}{2} \kappa(\phi) \left( \nabla \phi \right)^2 \right]$$  \hspace{1cm} (2.11)

In eqns 2.10 and 2.11, $\psi$ is the electrostatic potential, $f_{FH}$ is eqn 2.1, and $\kappa = kTb^2/[18v\phi(1 - \phi)]$ where $b$ is the statistical segment length of the polymers (assumed to be equal for A and B). A perturbation analysis about the overall composition, and then following the same methodology to obtaining eqn 2.9, the analytical expression for the case (2) is derived to be:

$$Nv\Delta\chi = \frac{1}{4} NvC \frac{l_0}{ae} \left( \frac{l_0}{ae} - 4 \right) \left( \frac{18\lambda_p l_0}{ae} \frac{\Delta \varepsilon}{\varepsilon} \right)^2$$  \hspace{1cm} (2 - 12)

where $\lambda_p$ is the packing length of the polymer defined by $\lambda_p = v/b^2$. It is clear that case (2), which is governed by eqn 2.12 and has a lower solvation energy, will result in a smaller change in $\chi$ than in case (1), which is governed by eqn 2.9. In both cases, introducing ions into a system with $\varepsilon < 20$ will lead to a decrease in miscibility. However, when $\varepsilon > 20$, the polymers will become more miscible.
In the case of SEO, both components have relatively low dielectric constants \((\varepsilon < 20)\). Therefore we expect the segregation strength of SEO/LiTFSI systems to be greater than for just SEO (i.e. decrease in miscibility). In ref. [13], Wanakule et al. measured the conductivity of a variety of SEO/LiTFSI mixtures across the ODT. There was neither a discontinuity at the ODT nor a change in slope in the temperature dependence of the conductivity in the ordered and disordered state. In other words, the temperature dependence of SEO/LiTFSI mixtures obtained from fully ordered systems, fully disordered systems, and systems with accessible ODTs was identical. We take this observation as evidence that the ions in the system have the same PEO-rich local environment regardless of the state of order of the samples. We thus expect equation 2.12 to apply to our system.

2.3 REFERENCES


Chapter 3

Block Copolymer Characterization

ABSTRACT

The material chosen for this study is poly(styrene – block – ethylene oxide) (SEO) where the polyethylene oxide (PEO) block is ionically conducting and the polystyrene (PS) block provides the mechanical strength. The polymers were synthesized via anionic polymerization. Polymer characteristics were determined using size exclusion chromatography, matrix-assisted laser desorption/ionization-time-of-flight mass spectroscopy, and \(^{1}\)H nuclear magnetic resonance spectroscopy. To the block copolymer system, we add the salt LiTFSI or the ionic liquid imidazolium TFSI (ImTFSI) to form the electrolyte. These were characterized using differential scanning calorimetry, small-angle X-ray scattering, birefringence experiments, and ac impedance spectroscopy.

3.1 POLYMER SYNTHESIS AND CHARACTERIZATION

The poly(styrene-block-ethylene oxide) copolymers (SEO) were synthesized by anionic polymerization using the methods described in refs [1-3]. All the steps in the synthesis are performed under vacuum and in an argon glovebox. The polystyrene block was synthesized first using sec-butyl lithium as the initiator and benzene as the solvent. After 4 to 12 hours of reaction, the ethylene oxide monomer is added using P4 tert-butylphosphazene base as the catalyst. The polymerization of the PEO block is performed at 45 °C for 2 to 5 days. Finally, the copolymer is terminated with isopropanol. The copolymers were purified by filtration of the SEO dissolved in benzene through a 0.2 µm filter followed by precipitation in a cold hexane solution. The details of the synthesis procedure are outlined in the Appendix.

The molecular weight of the polystyrene block and the polydispersity indices (PDI) of the polystyrene block and overall polymer were obtained by size exclusion chromatography (SEC) using a Waters 717 plus autosampler instrument equipped with a Waters 486 tunable absorbance detector and Wyatt Tech DAWN EOS light-scattering detector calibrated with polystyrene standards. A typical SEC trace for SEO(6.4 – 7.2) and its PS precursor is shown in Figure 3.1. The SEC gives both the weight-averaged (\(M_w\)) and number-averaged (\(M_N\)) molecular weight. We typically report the \(M_N\) of the polymer to be the molecular weight. In Figure 3.1a, the elution time of 22 minutes corresponds to a \(M_N\) of 6370 g/mol. The SEC trace in Figure 3.1b is used to determine the PDI of the SEO (here, the PDI is 1.02) and qualitatively show that the block copolymer was successfully formed.
Small molecular weight polymers, i.e. smaller than 5 kg/mol, are on the tail end of the resolution for our SEC instruments. For this size, it is more accurate to use matrix-assisted laser desorption/ionization-time-of-flight mass spectrometry (MALDI-TOF MS) to measure the $M_N$ of the PS precursor. To prepare the sample, the PS is dissolved in tetrahydrofuran (THF) to form a 2 – 3 mg/mL solution. A 1 mg/mL solution of silver trifluoroacetate (AgTFA) in THF and a 10 mg/mL solution of anthracenetriol in THF are created as the indicator and matrix solutions, respectively. In a small vial, 20 µL of the polymer solution is added to 30 µL of the anthracenetriol/THF solution, followed by the addition of 2 µL of the AgTFA/THF solution. MALDI-TOF experiments were performed on a Voyager-DE™ system (PerSeptive Biosystems, USA). Figure 3.2 is a typical MALDI-TOF spectrum for SEO(4.6 – 3.7). Averaging over the spectrum values gives an $M_N$ of 4560 g/mol and a PDI of 1.02.
Figure 3.2: MALDI-TOF spectrum for the PS precursor to SEO(4.6 – 3.7).

The molecular weight and volume fraction of the second block (PEO) was determined using $^1$H nuclear magnetic resonance ($^1$H NMR) spectroscopy. Samples were prepared by dissolving the polymer in deuterated chloroform to form a 1 to 2 mg/mL solution. $^1$H NMR experiments were performed on an AMX-300 Spectrometer (Bruker Biospin Corporation). A typical $^1$H NMR spectrum for SEO(6.4 – 7.2) is shown in Figure 3.3. Trace amount of hydrogenated chloroform was used as the chemical-shift standard (7.3 ppm). The peaks around 7.0 and 6.6 correspond to the protons in the PS, and the peak at 3.6 corresponds to the protons in PEO (the peaks are outlined with a dashed box in the figure). From SEC, it is known that the PS $M_N$ is 6.4 kg/mol. Comparing integrated peak values in Figure 3.3 results in a PEO $M_N$ of 7.2 kg/mol and a volume fraction of 0.519.
The polymers used in this study, which we call SEO(xx-yy) where xx and yy are the molecular weights of the PS and PEO blocks in kg/mol respectively, are summarized in Table 3.1 and the Appendix.

Table 3.1: Characterization of copolymers used in this study

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$M_n$PS (kg/mol)</th>
<th>$M_n$PEO (kg/mol)</th>
<th>$\phi$(PEO block)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEO(5.3-3.0)</td>
<td>5.3</td>
<td>3.0</td>
<td>0.34</td>
</tr>
<tr>
<td>SEO(5.3-3.7)</td>
<td>5.6</td>
<td>3.6</td>
<td>0.38</td>
</tr>
<tr>
<td>SEO(4.6-3.7)</td>
<td>4.6</td>
<td>3.7</td>
<td>0.43</td>
</tr>
<tr>
<td>SEO(1.5 - 1.3)</td>
<td>1.5</td>
<td>1.3</td>
<td>0.45</td>
</tr>
<tr>
<td>SEO(1.7 - 1.6)</td>
<td>1.7</td>
<td>1.6</td>
<td>0.47</td>
</tr>
<tr>
<td>SEO(6.4-7.2)</td>
<td>6.4</td>
<td>7.2</td>
<td>0.52</td>
</tr>
<tr>
<td>SEO(3.1-5.1)</td>
<td>3.1</td>
<td>5.1</td>
<td>0.60</td>
</tr>
<tr>
<td>SEO(1.4 - 2.5)</td>
<td>1.4</td>
<td>2.5</td>
<td>0.62</td>
</tr>
<tr>
<td>SEO(2.3-4.6)</td>
<td>2.3</td>
<td>4.6</td>
<td>0.65</td>
</tr>
</tbody>
</table>
3.2 ELECTROLYTE PREPARATION

It takes approximately 1.5 to 2 weeks to make the polymer electrolytes. The first step is to weigh out the amount of polymer into a glass vial using the analytically robust weigh-by-difference technique. This step can be done in a non-moisture-controlled environment. Due to the hygroscopic nature of the PEO and lithium salts, the rest of the sample preparation is carried out in an argon glovebox. The amount of polymer depends on final applications and how conservative we needed to be with the particular sample. A sample of 0.3 g is sufficient to prepare multiple scattering (~ 0.1 g) and conductivity (~ 10 mg) samples. Next, residual moisture in the polymers is evaporated as the polymers are heated at 90 to 100 °C under vacuum in the antechamber to the glovebox for 24 to 72 hours. The polymers are then taken into the glovebox and reweighed. The post-heat weight is used to determine the amount of salts needed to add to the system. Benzene is added to the polymers to make a dilute solution (in the range of 5 wt %), and stirred for approximately 3 hours.

The salt solution can be made concurrently with the polymer solution. The salts are heated to 150 to 200 °C under vacuum in the antechamber of the glovebox. A large amount can be done at one time and stored in the glovebox for further use. To make the solution, use 30% more salts than is needed for the batch to ensure that there will be enough. It is not a good idea to make a stock solution since the solvent will evaporate and the concentration of the solution would be inaccurate. In the glovebox, weigh the proper amount of salts into a vial or a volumetric flask. Add THF to the salts to make a 10 mg salt/mL THF solution. A salt solution that is too concentrated may precipitate when mixed with the polymer, but one that is too dilute will require too much THF, rendering the solution difficult to freeze dry. The solution is stirred for approximately 3 hours.

A calculated amount of salt/THF solution is added to the polymer/benzene solution using a pipette and stirred for 12 hours. If the resulting solution is cloudy, the samples are heated slightly while stirring to help the dissolution. The samples are then placed in a custom-built dessicator which attaches to the freeze dryer or a vacuum line outside of the glovebox. The samples are first frozen to -80 °C, and the temperature is slowly ramped up to room temperature while under active vacuum. The freeze drying process takes approximately 1 week. On the final day, the samples are heated to 40 °C under vacuum.

3.3 DIFFERENTIAL SCANNING CALORIMETRY

Melting and glass-transition temperatures ($T_g$) were measured by differential scanning calorimetry (DSC). DSC scans were performed on a TA Instruments DSC 2920 at 5 and 10 °C/min. Approximately 2 to 10 mg of sample were crimped in a glove box using hermetically sealed pans and placed inside a container with desiccant for transfer to the DSC. Indium and dodecane were used as calibration standards for the DSC. Samples underwent three heating and cooling cycles from -30 to 120 °C and were run against an empty aluminum reference pan. The melting point of PEO typically occurs around 60 °C,[4] but decreases with both molecular weight and salt concentration (as discussed in Chapter 5). Figure 3.4 is a typical DSC scan for
SEO(6.4 – 7.2) at r = 0. The melting peak, attributed to the PEO phase, is around 50 °C, and the crystallinity peak occurs at 20 °C.

![DSC scan from the 2nd heating and cooling run of a neat sample of SEO(6.4 – 7.2).](image)

There was no sign of a $T_g$ for the PS phase. Typically, PS has a $T_g$ around 100 °C which decreases with MW. The $T_g$ for PS at 4 kg/mol and 10 kg/mol is 59 °C and 87 °C, respectively.[5] Thus we expect a $T_g$ for SEO(6.4 – 7.2), which has a styrene MW = 6.4 kg/mol, to be within this range. However, we were unable to find a $T_g$ in most of our polymers with DSC.

3.4 SMALL-ANGLE XRAY SCATTERING

The block copolymer electrolytes show a wide variety of morphologies based on $N$, $\phi$, and $r$. Small-angle Xray scattering (SAXS) can be used to determine the morphology of block copolymers with characteristic length scales on the order of 1 to 100 nm. A schematic of a SAXS experiment is shown in Figure 3.5. After the incident beam hits the sample, the transmitted beam is blocked by a beam stop while the scattered beam is captured on a 2D detector as shown in Figure 3.6. The captured intensity, $I$, is then azimuthally averaged and plotted as a function of the scattering vector, $q$, which is defined as $q = 4\pi\sin(\theta/2)/\lambda$, where $\theta$ is the scattering angle (as shown in Figure 3.5), and $\lambda$ is the wavelength of the incident beam. The location of the scattered beam is related to the periodic structure of the sample with a domain size, $d$, by Bragg’s law ($\lambda = 2d\sin(\theta/2)$) resulting in the following relation:

$$q = \frac{2\pi}{d}$$ (3.1)
A sample with known domain size, such as silver behenate which has a Bragg peak at $d = 58.380$ Å and higher order reflections at $2d$ and $3d$, is used to calibrate $q$ for each experiment.

SAXS samples are prepared by melting the polymer electrolyte into a 1 mm thick spacer and sealed in a custom-built airtight sample holder with Kapton windows. The samples are then annealed at 100 °C for 1 to 3 days. Figure 3.7 shows representative 1-D scattering profiles of block copolymers with (a) lamellar structure, (b) hexagonally packed cylinders structure, (c) gyroid structure, and (d) disordered phase seen in the SEO polymer electrolytes. The characteristic domain size of the structures is related to the primary scattering peak, labeled $q^*$ in Figure 3.7, according to eqn 3.1. The primary peak and higher-order reflections indicate the type of structure present. The allowable reflections for the different structures are listed in Table 3.2.
However the scattering profiles are actually a convolution of both the structure factor and the form factor. For example, if we take the case of lamellar samples, we can model the density profile as a periodic step function with $d_A$ and $d_B$ the thickness of the A and B lamellae respectively such that the domain size, $d = d_A + d_B$. For this system, the scattering intensity ($I$) is modeled as:

$$I(q) \propto (\Delta \rho)^2 \frac{4}{q^2} \sin^2\left(\frac{d_A q}{2}\right) z \left(\frac{d q}{2\pi}\right)$$

where $\Delta \rho$ is the difference in electron density of polymer A and B (scattering contrast), and $z$ is the lattice factor defined as $z(x) = \sum_{n=-\infty}^{\infty} \delta(x - n)$. From eqn 3.2, it follows that Bragg peaks must occur at $q$ values that satisfy $q = 2\pi n / d$, where $n = 1, 2, 3\ldots$ Furthermore, the $n$th order peak is proportional to $\sin^2(\pi n \phi) / n^2$, where $\phi$ is the volume fraction of polymer A and equivalent to $d_A / d$. Thus, when $\phi = 0.5$, the even order peaks disappear. However, when $\phi \neq 0.5$, the relative amounts of the phases can be determined by comparing relative peak intensities. Similarly, the CYL phases see a suppression of the $2q^*$ peak due to the minimum in the form factor.[7]

### Table 3.2: Higher-order reflections for different structure factors.[7, 8]

<table>
<thead>
<tr>
<th>Structure</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAM</td>
<td>1, 2, 3, 4...</td>
</tr>
<tr>
<td>CYL</td>
<td>$1, \sqrt{3}, \sqrt{4}, \sqrt{7}, \sqrt{9}$...</td>
</tr>
<tr>
<td>GYR</td>
<td>$\sqrt{6}, \sqrt{8}, \sqrt{14}, \sqrt{16}, \sqrt{20}$...</td>
</tr>
<tr>
<td>DIS</td>
<td>n/a</td>
</tr>
</tbody>
</table>

The disordered sample results in a broad peak (see Figure 3.7d) in the scattering profile from the “correlation hole,” which is the segment-segment correlation.[9] The location of this peak is related to the polymer coil size.
SAXS experiments are performed at beamline 7.3.3 at the Advanced Light Source (ALS) at Lawrence Berkeley National Labs, beamline 1-4 at the Stanford Synchrotron Radiation Lightsource (SSRL) at the Stanford Linear Accelerator Center, and at beamline 15-ID-D at the Advanced Photon Source (APS) at Argonne National Lab. The ALS has an energy source of 10 keV, $\Delta E/E \sim 10^{-2}$, flux $\sim 10^{12}$ photon/s, and a beam size of 1 mm x 0.7 mm. The SSRL beamline has an energy range of 7.1 – 9 keV, with $\Delta E/E \sim 4 \times 10^{-3}$, flux $\sim 10^{10}$ photon/s, and a beam size of 0.25 mm x 1 mm. The APS beamline has an energy range of 6 – 30 keV, with $\Delta E/E \sim 10^{-4}$, flux $\sim 10^{12} - 10^{13}$ photon/s, and a beam size of 0.2 mm x 0.1 mm. The SAXS data from APS and ALS are reduced using the Nika Program for IgorPro developed by Jan Ilavsky at the APS. The SAXS data from SSRL are reduced using a program developed by John Pople.

3.5 BIREFRINGENCE DETECTION OF THE ODT

Order-to-disorder transition (ODT) temperatures can be measured using optical birefringence. Figure 3.8 shows a typical setup for birefringence measurements. A 633 nm
wavelength HeNe laser is used as a light source. The laser passes through a variable neutral density (ND) filter, a quarterwave plate, and then a polarizer before hitting the sample. The sample is prepared in a custom-designed air-tight holder with quartz windows. After the sample, the laser passes through another polarizer (called the analyzer) which is set at a polarization angle of $+90^\circ$ from the angle of the first polarizer and a focusing lens before hitting the photodiode to measure the intensity of the beam. To monitor the variability of the laser source, a beamsplitter placed immediately after the laser source directs a portion of the beam to another photodetector (recorded as bire2). An iris can also be used (placed immediately before the sample) in order to change the width of the beam.

![Figure 3.8: Schematic of apparatus to measure birefringence](image)

It has been well established that ordered samples of randomly oriented grains are birefringent whereas disordered samples are not.[10, 11] Thus, a discontinuous decrease in intensity to a value of 0 indicates the presence of an ODT. Figure 3.9 is a birefringence profile for a neat sample of SEO(6.4 – 7.2). The data is recorded as $I/I_0$, where $I_0$ is the intensity of the incident beam. The methodology for obtaining $I/I_0$ values is attached in the Appendix. The open circles in Figure 3.9 are from a heating run whereas the closed squares are from a cooling run. Typical annealing times are 30 min in heating experiments and 45 min for cooling experiments with 10 °C incremental changes in temperature. For the case of SEO(6.4 – 7.2), the drop in intensity occurs at the same location (between 95 and 108 °C) indicating reversibility in the ordering and disordering of the sample. However, the intensity below 95 °C for the heating run is over twice the value for the cooling run. According to Balsara et al, [12] the birefringence signal can be described as:

$$\frac{I}{I_0} = \frac{4\pi^2}{15} (\Delta n)^5 \frac{L l_{av}}{\lambda^2}$$

(3.3)

Where $\Delta n$ is the difference in the indices of refraction between the light parallel and perpendicular to the grain axis, $L$ is the path length (sample thickness), $l_{av}$ is the characteristic grain size, and $\lambda$ is the wavelength of the light source. The differences in intensity in Figure 3.9 are probably due to differences in ordered grain size and/or orientation. We also note that crystalline samples are birefringent. In Figure 3.8, the quarterwave plate can be used to adjust
the non-ideality in the sample (e.g., a birefringent signal not equal to zero). This must be calibrated in tandem with the polarizer. For unaligned samples, the orientation of the first polarizer does not matter.

![Birefringence signal, $I/I_0$, versus temperature of SEO(6.4-7.2) at $r = 0$. The open circles (○) are data from a heating run, and the closed squares (■) are data from a cooling run. The discontinuity between 95 and 108 °C is indicative of an ODT.](image)

3.6 IMPEDANCE SPECTROSCOPY

The ionic conductivity of the polymer electrolyte is measured using ac impedance spectroscopy. Typically, a potentiostatic electrochemical-impedance spectroscopy (PEIS) experiment is performed. PEIS experiments were performed using either a BioLogic VMP3 or a Solartron 1260 frequency-response analyzer (FRA) with a Solartron 1296 dielectric interface. The sample is pressed into a 0.2 mm thick Garolite spacer with a 3.88 mm diameter. The sample is then sandwiched between two stainless steel or aluminum electrodes. The sample/electrode assembly is placed into a temperature-controlled cell and subjected to a heating and a cooling run, with temperature steps of 10 °C. Previous measurements in our lab indicate that runs with multiple-temperature cycles, the first cooling run agrees with the second heating run but not the first heating run. Often, the first heating run is used as the annealing stage and these data are
discarded. The cooling-run data are presented unless otherwise specified. At each temperature step, the sample is annealed for 3 h before the impedance measurements. An alternating signal of 1, 10, or 100 mV with frequency scans of 1 MHz to 1 Hz was applied. At the end of the experiment, the sample thickness is measured.

The applied sinusoidal potential results in a sinusoidal current response. The frequency-dependent resistance, or impedance, $Z$, of the sample relates the potential and current signals. Accordingly, $Z$ has both real and imaginary components. To analyze the impedance data, they are presented as either a Nyquist plot or Bode plot. Figure 3.10a and b are typical Nyquist and Bode plots, respectively, of SEO(4.6 – 3.7) at $r = 0.020$ and 80 °C with corresponding regimes labeled A, B, and C. The resistance of the sample (related to the conductivity) is determined from the B region.

![Figure 3.10: a) Nyquist plot and b) Bode plot of SEO(4.6 – 3.7), $r = 0.020$ at 80 °C. Different regimes are labeled as A, the kinetic-controlled region, B, the sample resistance, and C, the diffusion-controlled region.](image)

Often an equivalent-circuit diagram, such as the one shown in Figure 3.11, is used to explain the data in Figure 3.10. In the diagram, the resistance from charge transfer ($R_T$) is in series with the Warburg impedance ($W$). The Warburg impedance is created by diffusion and is prevalent at low frequencies where reactants have to diffuse longer lengths. In contrast, the charge-transfer resistance is dictated by Butler-Volmer kinetics. The capacitance from the double layer ($C_{dl}$) is modeled in parallel to the $R_T$ and the $W$. This circuit is then in series with the solution resistance ($R_s$). The linear region and slope at low $\omega$ labeled as “C” in Figure 3.10a and b, respectively, arises from the Warburg impedance. The region labeled as “A” in Figure 3.10a and b is from the rest of the circuit diagram, i.e. Figure 3.11 without the W impedance, also known as the Randles cell.
Figure 3.11: Equivalent circuit diagram for polymer electrolytes. $R_s$ is the solution resistance, $R_T$ is the charge-transfer resistance, $W$ is the Warburg impedance, and $C_{dl}$ is the double layer capacitance.

In the Nyquist plot, the Randles cell results in a semi-circle with the first touchdown point corresponding to $R_s$ and the second touchdown to $R_s + R_T$. Only the second touchdown can be seen in Figure 3.10a (labeled B). The first touchdown is not seen due to the limitations of the instrument resolution at higher frequencies. For this particular sample, there is too much noise in this frequency range. The second touchdown in the Figure 3.10a, at a value of 10610 ohms, is in good agreement with the plateau at a value of 10570 ohms in the Bode plot (Figure 3.10b). Either method is an acceptable form of determining the resistance. The conductivity of the sample is then related to the resistance of the cell by:

$$\sigma = \frac{L}{RA}$$

(3.4)

where $\sigma$ is the conductivity, $L$ is the thickness, $R$ is the total resistance of the sample ($R_s + R_T$), and $A$ is the area of the sample.
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Chapter 4

Effect of LiTFSI on the thermal properties and morphology of polystyrene-\textit{block}-polyethylene oxide

ABSTRACT

The thermal properties and phase behavior of different polystyrene-\textit{block}-ethylene oxide systems mixed with varying concentrations of LiTFSI were measured using differential scanning calorimetry (DSC), small-angle X-ray scattering (SAXS), and birefringence. The DSC measurements are in good agreement with literature. SAXS and birefringence measurements reveal that the addition of LiTFSI changes the morphology and leads to an increase in segregation strength and order-to-disorder transition temperatures.

4.1 THERMAL PROPERTIES OF SEO/LITFSI SYSTEMS

Samples of SEO(6.4 – 7.2) were mixed with LiTFSI to obtain mixtures with concentrations ranging from $r = 0$ to $0.125$. Differential scanning calorimetry (DSC) was used to measure the thermal properties of these systems. Figure 4.1a plots the resulting DSC scans from the second heating run at 5 °C/min. The only thermal transitions seen are the crystalline PEO melting peaks at $r = 0$ to 0.05. It is clear that increasing the concentration of LiTFSI leads to a suppression of PEO crystallinity. The melting peak decreases from 50 to 40 °C as $r$ is increased from 0 to 0.05, while $\Delta H_m$ values decrease from 55 to 19 J/g. Greater than $r = 0.05$, there is complete suppression of the PEO crystals. The phase transitions in Figure 4.1a are used to construct the phase diagram in Figure 4.1b. This phase diagram is consistent with observations of Lascaud et al. [1] on PEO/LiTFSI homopolymer/salt mixtures. In that paper, they find that increasing the salt content from $r = 0$ to 0.083 in a (3.0 – 4.5) × 10^3 kg/mol PEO sample results in a decrease in melting temperatures from 60 to 40 °C. Within this region, amorphous PEO and crystalline PEO coexists. From $r = 0.083$ to 0.17, a “crystallinity gap” occurs. The onset of the crystallinity gap for the PEO-rich phase in SEO(6.4 – 7.2)/LiTFSI in Figure 4.1b is placed at 0.068 ± 0.017 (the average of the concentrations with and without complete suppression of PEO crystallinity). However, within error, the onset is in agreement to that of ref [1]. The fact that the phase behavior of SEO/LiTFSI data agrees with PEO/LiTFSI data indicates that the salts are preferentially segregating to the PEO-rich domains. This is due to the higher dielectric constant, $\varepsilon$, of the PEO domain (estimates of $\varepsilon_{PEO}$ range from 4 to 8,[2-5] while that of $\varepsilon_{PS}$ ranges from 2 to 4[6, 7]) and the specific interactions between the ether oxygen and Li$^+$. [8, 9]
Figure 4.1: a) DSC thermograms from the second heating run on SEO(6.4 – 7.2) at various concentrations of LiTFSI. Plots are shifted for clarity. b) The phase behavior of the PEO block in SEO(6.4 – 7.2) as constructed from DSC data. The solid line indicates the liquidus curve, dashed line indicates the border of the crystallinity gap, and the dotted line/open symbol is a possible alternate location of the liquidus line due to different crystal structure.

There are a few minor differences between the phase diagram in ref [1] and Figure 4.1b. At \( r = 0.02 \), the DSC scan in Figure 4.1a contains a large peak at 48 °C, and a small shoulder at 53 °C, indicating the presence of two melting events. It is possible that in addition to PEO crystals, a different crystal structure from PEO/Li\(^+\) complexes forms. For example, molecular dynamics simulations have suggested that the PEO forms a helical structure around the Li\(^+\) ions. [10] A second crystal structure is portrayed in Figure 4.1b with dotted lines and an open symbol since this structure has not been directly determined experimentally (e.g., spectroscopically). The location of the liquidus line in Figure 4.1b is also at a lower temperature than in ref [1]. It is unclear why the melting temperatures for the neat polymers is less for the SEO sample over the PEO samples since Lascaud et al. looked a smaller molecular weight PEO.

All other SEO polymers measured show similar PEO thermal behavior, with variations in the melting temperature due to molecular weight differences (i.e., lower molecular weight PEO samples have lower melting temperatures). Another feature of these DSC curves is the lack of \( T_g \) for styrene phase. For SEO(6.4 – 7.2), the PS phase should have a \( T_g \) of around 78 °C. [11] In fact, the only sample which contained a measurable glass transition temperature is SEO(4.6 – 3.7) at \( r = 0.02 \) as shown in Figure 4.2. Dotted lines in the figure are tangential to the curve, indicating the changes in slope (i.e., a second order transition) at 61 and 94 °C. This is in agreement with the literature value (for MW\(_{PS} = 4.6 \text{ kg/mol} \), the interpolated \( T_g \) is 72 °C at 10 °C/min). [11] At this time, we are unable to explain why this particular sample contains a PS \( T_g \) while other samples do not.
Figure 4.2: DSC scan of SEO(4.6 – 3.7), $r = 0.02$ at 10 °C/min. Dotted lines are tangential to the DSC curve before, during, and after the transition, with the onset and final temperature as labeled.

### 4.2 EFFECT OF LI-TFSI ON DOMAIN SIZE

#### 4.2.1 Changes in PEO volume with LiTFSI

If we assume that all of the salts reside in the PEO phase, it follows that the volume fraction of the PEO-rich phase will change with increasing salt concentration. The factors which contribute to these changes include (1) the increased excluded volume from the salt and (2) the interactions between the salts and the polymer chain. The latter can lead to either increases or decreases in volume and is dependent upon the phase behavior of PEO/salt. In general, the increased coordination between ether oxygens and Li$^+$ contribute to a decrease in volume.

#### Table 4.1: Salt concentration vs density of PEO/LiTFSI data taken from Figure 5 in ref [12].

<table>
<thead>
<tr>
<th>Salt Concentration (mol Li/m$^3$)</th>
<th>PEO/LiTFSI density (kg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3,970</td>
<td>1,663</td>
</tr>
<tr>
<td>2,120</td>
<td>1,355</td>
</tr>
<tr>
<td>868</td>
<td>1,204</td>
</tr>
<tr>
<td>742</td>
<td>1,193</td>
</tr>
<tr>
<td>255</td>
<td>1,197</td>
</tr>
</tbody>
</table>

The relationship between density of PEO and salt concentration at 85 °C is found in the inset of Figure 5 of ref [12] and is tabulated in Table 4.1. The PEO/LiTFSI density data can be converted to volume of PEO/LiTFSI for each salt concentration by using the molecular weights of LiTFSI and PEO (287.08 and 44.05 g/mol, respectively) and assuming a 1 g PEO basis.
resulting PEO/LiTFSI volume ($V$) versus salt concentration is plotted as filled circles in Figure 4.3. The line through the points is the linear least squares fit to the data. This results in a slope of $3.048 \pm 0.162$ and an intercept of $0.911 \pm 0.026$. It is apparent that the intercept is merely the specific volume of neat PEO at 85 °C, while the term $3.048r$ is the excess volume due to the addition of salts. The data assuming ideal mixing, using PEO and LiTFSI densities of 1.098 and 1.334 g/cm$^3$, respectively, are also plotted in Figure 4.3 as open squares. One can gather from this comparison that the mixing between PEO and salts is non-ideal and that factor (2) from the above discussion contributes to a decrease in volume. The inclusion of salts leading to a decrease in domain size has been shown previously.[13, 14]

![Figure 4.3: Plot of the volume of PEO/LiTFSI (on 1 g PEO basis) vs $r$ assuming ideal mixing (□) and calculated from Table 4.1 (●). The lines through the data are linear best fits for the ideal mixing case (---) and the calculated case (——) with equations shown. The inset shows a power fit to the data calculated from Table 4.1.](image)

These changes in the PEO density, taking the density of PS as 0.965 g/cm$^3$, are used to calculate the volume fraction of the PEO phase upon salt addition. Although we use the linear relationship in our calculations, we note that the volume of PEO vs $r$ calculated from Table 4.1 shows slight non-linear characteristics at low $r$. A power fit, like that shown in the inset of Figure 4.3, provides a better fit through the data than a linear one.

4.2.2 Effect of LiTFSI on SEO(6.4 – 7.2)
SEO(6.4 – 7.2) is the largest molecular weight polymer of all the systems studied in this dissertation. Thus, it is the only polymer that has an ordered morphology in the neat state. Furthermore, the samples are LAM at all salt concentrations probed, allowing for direct comparisons of the domain size. Figure 4.4a shows the SAXS profiles for SEO(6.4 – 7.2) with increasing salt concentration at 107 °C. From these profiles, we can infer that increasing the salts leads to 1) an increase in the segregation strength of the block copolymer, 2) an increase in the asymmetry of the LAM structure, and 3) a general increase in domain size, but with a saturation limit. As $r$ is increased from 0 to 0.02, a $3q^*$ peak emerges, indicating that the addition of salts leads to stronger segregation of the block copolymers. This effect is due to an increase in the effective $\chi$ parameter (i.e., the $\chi$ parameter between the PEO/LiTFSI phase and the PS phase), which is discussed in further detail and quantified in Chapter 6.4. The increase in segregation strength is confirmed in Figure 4.4b where the full-width-half-maximum (FWHM) of the primary peak in the SEO(6.4 – 7.2) scattering profiles at various salt concentrations is plotted vs temperature. The jump in FWHM for $r = 0$ (●) at 107 °C designates the location of an order-to-disorder transition (ODT). This jump is not seen in any of the other salt concentrations probed. The lack of an ODT suggests that these samples have a higher effective $\chi$ than the neat sample.

Figure 4.4: a) SAXS profiles for SEO(6.4 – 7.2) at various salt concentrations at 107 °C. Profiles have been shifted for clarity. b) FWHM of primary peak in SAXS profiles for SEO(6.4 – 7.2) as a function of temperature for $r = 0$ (●), $r = 0.02$ (■), $r = 0.05$ (▲), $r = 0.085$ (◇), and $r = 0.10$ (◇).
As \( r \) is increased beyond 0.02, the \( 2q^* \) and \( 4q^* \) peak is visible. From the discussions in Chapter 3.4, the appearance of the even order reflections is evidence of asymmetry between the PEO domain and PS domain. Using eqn 3.2 for the ratio of the intensity of the \( q^* \) and the \( 2q^* \) peaks, the changes in \( \phi_{\text{EO}} \) for SEO(6.4 – 7.2) is calculated and shown in Figure 4.5. In the same plot, the volume fraction calculated for SEO(6.4 – 7.2) using literature values of density changes in PEO with LiTFSI (described in section 4.2.1) is shown. There is a distinct difference in the results between the two methods. The \( \phi_{\text{EO}} \) calculated from the SAXS profiles increases at almost half the rate as from the density calculations.

The method from density changes is chosen to determine the \( \phi_{\text{EO}} \) for this study. This is because the intensity and background is not very well calibrated in these SAXS profiles and errors in calculated invariants may be substantial. Furthermore, the resolution is not ideal. The second peak cannot be seen at \( r = 0 \) or 0.02, indicating that \( \phi_{\text{EO}} = 0.5 \). However, from NMR measurements, \( \phi_{\text{EO}} = 0.519 \) at \( r = 0 \) (this was used as the reference point for \( \phi_{\text{EO}} \) calculations from density changes).

![Graph showing changes in \( \phi_{\text{EO}} \) for SEO(6.4 – 7.2) calculated from density changes and SAXS profiles.](image)

**Figure 4.5:** Changes in \( \phi_{\text{EO}} \) for SEO(6.4 – 7.2) as calculated from changes in PEO density changes with LiTFSI in ref [12] (●) and calculated from the SAXS profiles and eqn 4.2 (◆).

The changes in domain size, \( d \), with \( r \) calculated from the SAXS profiles in Figure 4.4a \((d = 2\pi/q^*)\) is plotted in Figure 4.6. In addition to the factors that affect the changes in density or volume fraction of PEO with LiTFSI, the domain size may also be dependent on the \( \chi \) parameter. As the concentration is increased from \( r = 0 \) to 0.085, the domain size increases by 25%. However, after \( r = 0.085 \), the rate at which \( d \) increases starts decreasing. This value of \( r \) coincides with both a maximum in conductivity and the crystallinity gap as discussed in section 4.1. We note that the SAXS profiles are for 107 °C, which is well above any thermal transitions. It has also been shown that increasing the domain size of the PEO block in SEO leads to an
increase in conductivity.[15] In this case, the domain size is varied by changing the molecular weight. It is most likely that the domain size behavior between \( r = 0 \) and \( r = 0.10 \) is an indication of the coordination behavior between the Li\(^+\) and the EO moieties. From theory [10] and experiments [16], PEO with LiTFSI at \( r = 0.13 \) has an average of 4.6 to 4.9 oxygens coordinated to the Li\(^+\) ion, respectively. However, molecular dynamics simulations in ref [10] indicated that of these coordinated oxygen atoms, 3.85 are from the PEO and 0.05 are from the TFSI anion. Those simulations also showed that at concentrations greater than \( r = 0.03 \), the Li\(^+\) ions begins to bind to two or more PEO chains.

![Figure 4.6: Domain size as a function of salt concentration for SEO(6.4–7.2) at 107 °C.](image)

A paper by Epps et al. [17] looked at the changes in domain size for the triblock poly(isoprene-block-styrene-block-ethylene oxide) (ISEO) with LiClO\(_4\). In that paper, SAXS data reveal a 27\% increase in \( d \) for cylinder-forming ISEO/LiClO\(_4\) sample when the concentration is increased from \( r = 0 \) to 0.083 (comparable to the SEO/LiTFSI systems). Unlike the SEO/LiTFSI systems, the domain size for ISEO/LiClO\(_4\) samples with \( r \) values greater 0.083 continues to increase monotonically up to \( r = 0.33 \). The origin of the different behavior for domain size vs. \( r \) may lie in the difference in the phase and coordination behavior of PEO/LiClO\(_4\) and PEO/LiTFSI. In contrast to the PEO/LiTFSI phase diagram, the PEO/LiClO\(_4\) phase diagram lacks a crystallinity gap. Instead, 6:1 EO:Li crystal structures (these crystal structures are indicative of the coordination) are present up to \( r = 0.16 \). Above this salt concentration, a coexistence of 6:1 EO:Li and 3:1 EO:Li crystals exist. Epps et al. also report a 60\% greater increase in the \( d \) measured when compared to values calculated assuming ideal mixing. This was attributed to the increase in the effective \( \chi \).
4.3 CHARACTERIZATION OF BLOCK COPOLYMER ELECTROLYTE MORPHOLOGY

The structure of the polymer electrolyte was determined by both small-angle Xray scattering (SAXS) and optical birefringence measurements. Samples for both experiments were prepared by pressing the polymer into sample holders with a 1 mm thick spacer and annealing at 90 to 110°C in a glovebox for 3 to 5 days. SAXS samples were sealed off in a custom-designed-airtight sample holder with kapton windows. Birefringence samples were sandwiched between two quartz discs and sealed with a silicone-based epoxy or sealed off in a custom-designed airtight sample holder. Due to the hygroscopic nature of the salts, glovebox integrity was maintained throughout all stages of experimentation.

Birefringence measurements were performed using the set up described in ref [18] with a plane-polarized beam of wavelength 633 nm as the source. The samples undergo two heating and cooling cycles with temperature steps of approximately 10 °C. For the heating runs, the sample is annealed at desired temperatures for at least 20 minutes whereas samples are held at temperatures for 45 min during cooling runs. The intensity of the beam after it passed through the sample and the two-crossed polarizer’s normalized by the incident intensity, \( I/I_0 \), was recorded with a photodiode as a function of time and temperature.

At the end of SAXS experiments, Karl Fischer titrations were run on all the samples dissolved in benzene to ensure the samples were dry. The weight fraction of water was less than 0.0015 in all of the samples, and in most cases, comparable to the water content of the benzene used (ca. 5.4 ppm).
4.3.1 SAXS and birefringence measurements of transitions

Figure 4.7 shows the SAXS profiles at 69 ± 3 °C for SEO(2.3 – 4.6) at salt concentrations of \( r = 0, 0.02, 0.05, 0.085, \) and 0.10. The featureless scattering profile of the pure SEO(2.3 – 4.6) copolymer (\( r = 0 \)) indicates that the sample is disordered (DIS). A well-defined but broad primary peak at \( q^* = 0.57 \, \text{nm}^{-1} \) emerges when \( r \) is increased to 0.02 indicating the presence of periodic but disordered concentration fluctuations. Increasing \( r \) to 0.05 results in a sharpening of the primary peak [full width at half maximum (FWHM) changes from 0.16 to 0.02 \( \text{nm}^{-1} \) when \( r \) is changed from 0.02 to 0.05] indicating a disorder-to-order transition (DOT) induced by the increase in salt concentration.

![SAXS profiles at 69 ± 3 °C for SEO(2.3-4.6) at r = 0, 0.02, 0.05, 0.085, and 0.10. The profiles have been multiplied by 1, 2, 10, 100, and 1000, respectively, to increase the clarity of the plots. Higher order peaks first appear at r = 0.05, which are marked with the inverted open triangles at \( \sqrt{4} \, q^* \) and \( \sqrt{7} \, q^* \). Inverted closed triangles mark the higher order peaks at \( \sqrt{3} \, q^* \), \( \sqrt{4} \, q^* \) and \( \sqrt{7} \, q^* \).](image-url)

The higher order peaks at \( \sqrt{4} \, q^* \) and \( \sqrt{7} \, q^* \) at \( r = 0.05 \) are consistent with the formation of a CYL phase. As more salt is added to the system (\( r = 0.085 \) and 0.10), the \( \sqrt{3} \, q^* \) peak becomes more prominent, indicating better ordering with increased salt concentration. The volume fraction of the PEO block in the neat copolymer is 0.65. At \( r = 0.085 \) and 0.10, \( \phi_{\text{EO}} \) for SEO(2.3-4.6) was estimated to be 0.70 and 0.71, respectively. At these volume fractions, neat
block copolymers exhibit hexagonally packed cylinders (CYL) at equilibrium,[19, 20] which is consistent with the SAXS data shown in Figure 4.7. We conclude that SEO(2.3-4.6) exhibits a DIS-to-CYL transition at $r = 0.035 \pm 0.015$ and $T = 69 \pm 3 \, ^{\circ}C$.

In a similar manner, at $T = 75 \pm 5 \, ^{\circ}C$ we obtain a disordered phase in SEO(3.1-5.1) at $r = 0.02$ and a lamellar phase (LAM) at $r = 0.03$. We conclude that SEO(3.1-5.1) exhibits a DIS-to-LAM transition at $r = 0.025 \pm 0.005$ and $T = 75 \pm 5 \, ^{\circ}C$. In contrast, the smallest molecular weight polymer, SEO(1.4-2.5), remains disordered up to a salt loading of $r = 0.10$ at all temperatures. Pure SEO(6.4-7.2) has a LAM morphology, and exhibits a classic LAM-to-DIS transition at $103 \pm 5 \, ^{\circ}C$.

![SAXS profiles of SEO(2.3-4.6) at $r = 0.05$ at selected temperatures. The profiles have been multiplied by 1, 10, 100, and 1000, respectively. B) Plot of the full width half max (FWHM) of the primary peak of the SAXS profiles versus temperature.](image)

The temperature dependence of SAXS profiles for SEO(2.3-4.6) at $r = 0.05$ is shown in Figure 4.8a. The sample was studied as a function of increasing temperature with 20 min annealing time for equilibration at each temperature. The sample exhibits a CYL phase up to
117 °C. The increase of the FWHM from 0.013 to 0.11 nm$^{-1}$ (Figure 4.8b) between 117 °C and 125 °C is indicative of a thermotropic ODT at 121 ± 4 °C. Birefringence experiments were also performed to confirm the presence of an ODT.[21, 22]

Figure 4.9 is a plot of the birefringence signal versus temperature from a heating (closed triangles with solid line) and a cooling run (open triangles with dashed line). The two runs are in good agreement with each other indicating reversibility of the ODT in this low molecular weight sample. A discontinuous decrease in the sample birefringence between 130 °C and 140 °C indicates an ODT at 135 ± 5 °C. The upper limit for the ODT obtained by SAXS is 5 °C lower than the lower limit of the ODT obtained by birefringence. We offer no explanation for this difference. We repeated the birefringence measurements on an independent sample and got the same ODT given above.

Figure 4.9: Birefringence signal, $I/I_0$, versus temperature of SEO(2.3-4.6) at $r = 0.05$. The closed triangles (▲) are data from a heating run, and the open triangles (Δ) are data from a cooling run. The discontinuity between 130 and 140 °C is indicative of an ODT.
Similar measurements were done on SEO(5.3 – 3.6) at $r = 0.019$ and SEO(5.3 – 3.0) at $r = 0.027$. Figure 4.10 plots the SAXS profiles for the two polymers at various temperatures. At temperatures of 90 °C and lower, the SAXS peaks (e.g. those indicated by the arrows) index to $q^*$ and $\sqrt{3}q^*$ signifying a CYL phase. In this case, both SEO(5.3 – 3.6), $r = 0.019$ and SEO(5.3 – 3.0), $r = 0.027$ contain $\phi_{EO/Salt} < 0.50$ such that the cylinders are comprised of PEO. In Figure 4.10a, the FWHM increases from 0.02 nm$^{-1}$ to 0.09 nm$^{-1}$ between 90 and 100 °C, indicating that SEO(5.3 – 3.6) at $r = 0.019$ has an ODT of 95 ± 5 °C. In Figure 4.10b, the FWHM increases from 0.02 to 0.1 nm$^{-1}$ between 100 and 110 °C, indicating an ODT of 105 ± 5 °C for SEO(5.3 – 3.0) at $r = 0.027$. We note that the sharp peak around $q = 1.0$ nm$^{-1}$ in the SAXS profile at 70 °C in Figure 4.10a is not a Bragg reflection but an error in the detector (zinger). Upon inspection of the 2D images, it is clear that there is a highly intense cluster of 2 or 3 pixels which are not from the sample.

![SAXS profiles](image)

**Figure 4.10**: SAXS profiles for a) SEO(5.3 – 3.6) at $r = 0.019$ and b) SEO(5.3 – 3.0) at $r = 0.027$. Arrows index to $1q^*$ and $\sqrt{3}q^*$, indicating a CYL morphology.
Increasing the salt concentration of SEO(5.3 – 3.6) from 0.019 to 0.025 results in a change of both the morphology and ODT as shown in Figure 4.11. At 120 and 130 °C, the SAXS profiles contain peaks at \( q = 0.46 \) and 0.53 nm\(^{-1}\), indexing to the GYR morphology reflections of \( q^* \) and \( \sqrt{(4/3)}q^* \). The \( \phi_{EO/LITFSI} \) of SEO(5.3 – 3.6) at \( r = 0.019 \) and 0.025 is 0.39 and 0.40, respectively. As the temperature is increased to 140 °C and 150 °C, only a broad peak remains, indicative of a DIS phase. The ODT of this sample is 135 ± 5 °C. Upon cooling the sample from 150 °C to 100 °C (30 min anneal time), the FWHM of the primary peak in the SAXS profiles decreases from 0.09 nm\(^{-1}\) to 0.03 nm\(^{-1}\), and a small peak at \( \sqrt{(4/3)}q^* \) appears. It is evident that the GYR-to-DIS transition is reversible. In contrast, increasing \( r \) from 0.027 to 0.038 in SEO (5.3 – 3.0) does not result in changes in morphology. There is an increase in segregation strength at \( r = 0.038 \), and the CYL phase remains up to 120 °C.

![Figure 4.11: SAXS profile for SEO(5.3 – 3.6) at \( r = 0.025 \) at selected temperatures.](image)
Figure 4.12a depicts the SAXS profile for SEO(4.6 – 3.7), \( r = 0.02 \) at various temperatures. At 70 °C, a primary peak is present at \( q = 0.52 \text{ nm}^{-1} \) and a secondary peak at 1.03 \( \text{nm}^{-1} \), which indexes to a LAM morphology. Based on the volume change arguments discussed in Section 4.2.1, the \( \phi_{EO/LITFSI} \) of this sample is 0.443 (still within the theoretical range of LAM systems). The higher order peak persists until \( T = 120 \) °C, implying that the ODT is 115 ± 5 °C. The FWHM of this system gradually increases (Figure 4.12b) between 100 °C and 120 °C. The birefringence measurements in Figure 4.12c confirms this behavior with a gradual decrease in intensity, then a steeper rate in the decrease of intensity between 108 °C and 125 °C. From the birefringence data, we conclude that the ODT is 116 ± 8 °C (marked by the dashed line in Figure 4.12). We note that, in both the FWHM and birefringence data, there is no clear jump at the ODT (seen in previous systems).

![Figure 4.12: a) SAXS profiles of SEO(4.6 – 3.7) at \( r = 0.20 \). b) The resulting FWHM from the primary peak of SAXS profiles. c) Complementary birefringence signal as a function of temperature for a cooling run. Dashed line indicates location of the ODT.](image)
Figure 4.13: a) SAXS profiles of SEO(3.1-5.1) at $r = 0.03$ at selected temperatures. The profiles have been multiplied by 1, 10, 100, and 1000, respectively. b) Plot of the full width half max (FWHM) of the primary peak from the SAXS profiles versus temperature.

Figure 4.14: Birefringence signal, $I/I_0$, versus temperature of SEO(3.1-5.1) at $r = 0.03$ during a cooling run.

Figure 4.13a shows the temperature dependence of the SAXS profiles for SEO(3.1-5.1) at $r = 0.03$. A narrow primary peak at $q^* = 0.49$ nm$^{-1}$ and a higher order peak at $2q^*$, characteristic
of a LAM phase, are obtained at 66 °C. Although the 2q* peak is no longer visible at 83 °C, the primary peak remains nearly as narrow as that at 66 °C. Increasing the sample temperature from 83 °C to 92 °C results in a discontinuous increase of the FWHM of the primary peak from 0.017 to 0.072 nm⁻¹ (see Figure 4.13b), signifying an ODT at 87.5 ± 5 °C. Figure 4.14 is a plot of the birefringence measurement from a cooling run on SEO(3.1-5.1) at r = 0.03. The discontinuous decrease in intensity between 87 °C and 97 °C indicates an ODT at 92 ± 5 °C. The ODT temperatures measured by SAXS and birefringence for this sample are in good agreement with each other.

![SAXS profiles of SEO(3.1-5.1) at r = 0.05 at selected temperatures. The profiles have been multiplied by 1, 10, 100, 1000 and 10,000. The arrows mark higher order peaks at 2q* and 3q*, indicating a lamellar structure at 59 °C. The closed inverted triangles mark higher order peaks at √(4/3)q* and √(7/3)q*, indicating a gyroid structure at 137 °C. The open inverted triangles mark where the √(4/3)q* peak for a gyroid structure first appears and the persisting 2q* peak for a lamellar structure. The inset is an enlargement of the 94 °C profile to increase the clarity of the observed 2q* peak.](image)

In a similar manner to SEO(5.3 – 3.6), increasing the salt concentration of SEO(3.1 – 5.1) from r = 0.03 to 0.05 results in a change in the morphology and transitions. In this case, instead of a change in the ODT temperature, there is an order-to-order transition (OOT). The
temperature dependence of SAXS profiles for SEO(3.1-5.1) with \( r = 0.05 \) is shown in Figure 4.15. The higher order peaks at \( 2q^* \) and \( 3q^* \) seen at 59 °C (marked by arrows) indicate the presence of a LAM morphology. When the sample temperature is increased to 77 °C, the primary peak shifts from 0.456 to 0.475 nm\(^{-1}\). Further increase in sample temp to 94 °C results in the appearance of a new higher order peak at \( q = 0.548 \) nm\(^{-1}\). In addition, the higher order peak at \( 2q^* \) persists (see inset of Figure 4.15). Further increase in sample temperature leads to an increase in the intensity of the higher order peak at \( q = 0.548 \) nm\(^{-1}\) and a reduction in the intensity of the peak at \( 2q^* \). The peaks at 137 °C are readily indexed as \( q^*, \sqrt{(4/3)} q^*, \) and \( \sqrt{(7/3)} q^* \), characteristic of scattering from a gyroid (GYR) phase. The SAXS data at temperatures between 77 and 137 °C show coexisting LAM and GYR phases. DSC data reveal that SEO(3.1-5.1) at \( r = 0.05 \) has a melting temperature of 42 °C and a crystallization temperature of 6 °C, well below the temperature range of the SAXS experiments. We thus do not believe that the LAM phase in our system is induced by crystallization as has been reported for different SEO copolymers in refs 54 and 55.

Birefringence can be used to study the LAM-GYR OOT because the LAM phase is birefringent while the GYR phase is not.[23-25] Equilibrated birefringence data obtained from SEO(3.1-5.1) with \( r = 0.05 \) after step increases in sample temperature are shown in Figure 4.16. The birefringence signal decreases continuously over a temperature range from 52 to 106 °C and is independent of temperature at temperatures above 106 °C. This is in contrast to previous birefringence studies of gyroid phases in diblock copolymer solutions where discontinuous changes in the signal were seen at the OOT.[23-25] The time-dependence of the birefringence signal obtained after step decreases in temperature are shown in Figure 4.17. Above 106 °C the birefringence signal is low and insensitive to changes in temperature except for a small overshoot at the beginning of temperature jumps. At temperatures below 106 °C, the birefringence increases after the temperature is lowered in the first 10 min or so after the quench and then reaches a time-independent plateau. We interpret the increase in signal to reflect conversion of some of the GYR grains into LAM. The coexistence of LAM and GYR at the phase boundary between the LAM and GYR phases is required by the Gibbs phase rule for binary mixtures. This coexistence may reflect the preferential partitioning of salt ions in either LAM or GYR phases. On the other hand, the coexistence of LAM and GYR may reflect the slow kinetics of OOTs involving the GYR phase, as has been noted in previous studies on pure diblock copolymers.[26, 27]
Figure 4.16: Birefringence signal, $I/I_0$, versus temperature of SEO(3.1-5.1) at $r = 0.05$ during a cooling run.

Figure 4.17: Birefringence signal, $I/I_0$, versus time for SEO(3.1-5.1) at $r = 0.05$ for a cooling run at low temperatures (a), where squares (□) are data for temperature changes of 88 °C → 78 °C, circles (○) are 78 °C → 70 °C, and diamonds (◊) are 70 °C → 60 °C, and high temperatures (b) where asterisks (*) are 142 °C → 133 °C, triangles (△) are 133 °C → 124 °C, squares (□) are 124 °C → 114 °C, and circles (○) are 114 °C → 106 °C.

The magnitude of the birefringence signal, $I/I_0$, of SEO(2.3-4.6) at $r = 0.05$ (Figure 4.9) with a cylindrical ordered morphology is about an order of magnitude larger than that of the lamellar samples [SEO(3.1-5.1) with $r = 0.03$ and $r = 0.05$, and SEO(4.6 – 3.7) at $r = 0.02$; Figure 4.14, Figure 4.12, and Figure 4.16]. The birefringence signals depend of the geometry of the microphase, the optical contrast between the microphases, and the grain structure.[28, 29]
A summary of the phase transitions measured using SAXS and birefringence is given in Table 4.2. With the help of these data, we can create phase diagrams of the polymer/salt systems (Section 4.4) and calculate values of the effective $\chi$ parameter (Section 5.5).

Table 4.2: Summary of SEO/LiTFSI systems with transitions.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$r$</th>
<th>Phase 1</th>
<th>Transition temperature</th>
<th>Phase 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEO(6.4 – 7.2)</td>
<td>0</td>
<td>LAM</td>
<td>95 °C</td>
<td>DIS</td>
</tr>
<tr>
<td>SEO(5.3 – 3.6)</td>
<td>0.019</td>
<td>CYL</td>
<td>95 °C</td>
<td>DIS</td>
</tr>
<tr>
<td>SEO(4.6 – 3.7)</td>
<td>0.020</td>
<td>LAM</td>
<td>116 °C</td>
<td>DIS</td>
</tr>
<tr>
<td>SEO(5.3 – 3.6)</td>
<td>0.025</td>
<td>GYR</td>
<td>135 °C</td>
<td>DIS</td>
</tr>
<tr>
<td>SEO(5.3 – 3.0)</td>
<td>0.027</td>
<td>CYL</td>
<td>105 °C</td>
<td>DIS</td>
</tr>
<tr>
<td>SEO(3.1 – 5.1)</td>
<td>0.03</td>
<td>LAM</td>
<td>92 °C</td>
<td>DIS</td>
</tr>
<tr>
<td>SEO(2.3 – 4.6)</td>
<td>0.05</td>
<td>CYL</td>
<td>135 °C</td>
<td>DIS</td>
</tr>
<tr>
<td>SEO(3.1 – 5.1)</td>
<td>0.05</td>
<td>GYR</td>
<td>52 – 106 °C</td>
<td>LAM</td>
</tr>
</tbody>
</table>

4.3.2 Coexistence of ordered and disordered phases

In some cases, it appears that the primary peak in a SAXS profiles is a supaposition of a broad peak and a narrow peak. An example of this is shown in Figure 4.18 where we show data obtained from SEO(2.3-4.6) at $r = 0.05$ at 117 °C. There are at least two possible explanations for this observation. (1) A coexistence of a disordered phase and an ordered phase, accompanied by a partitioning of the salt in the ordered domains as depicted in Figure 4.19a. (2) All of the sample is ordered but the lithium is not uniformly distributed in the PEO microphase as depicted in Figure 4.19b.

Figure 4.18: Background-subtracted SAXS intensity $I-I_0$ versus scattering vector $q$ of SEO(2.3-4.6) at $r = 0.05$ at $T = 117$ °C. The symbols represent the data and the curve is a least squares fit to equation (4.1).
In case (1), the disordered phase would contribute to the broad peak while the ordered phase would contribute to the narrow peak. Since the volume fraction of the ordered phase is expected to increase with quench depth below the ODT, we would expect the contribution due to the narrow peak to increase rapidly as $T_{ODT} - T$ increases. If, instead, the lithium-rich domains were more ordered than the PEO domains as shown schematically in Figure 4.19b, then they would contribute to the sharp peak while the block copolymer microphases would contribute to the broad peak. There is evidence for the non-uniform distribution of lithium in PEO microphases of SEO/LiTFSI mixtures from energy-filtered transmission electron microscopy images.[9] For this scenario, the fraction of the SAXS signal attributable to the narrow peak would be independent of quench depth.

![Figure 4.19: Schematic representations of two possible scenarios for the structure of weakly ordered SEO/LiTFSI mixtures. Light gray corresponds to the PEO phase, black corresponds to the PS phase, and medium gray circles represent LiTFSI. (a) Coexistence of an ordered and disordered phase. (b) Thin well-ordered lithium channels within the PEO domain.](image)

In an attempt to resolve which explanation is correct, a summation of a sharp Gaussian peak and a broad Lorentzian peak is fit to the primary peak after subtracting a decaying background:

$$I(q) - I_b = A_1 \exp\left(\frac{-(x_1 - q)^2}{c_1^2}\right) + \frac{A_2}{1 + \left(x_2 - \frac{q}{c_2}\right)^2}$$  \hspace{1cm} (4.1)

The first expression on the right hand side is the Gaussian, $G(q)$, contribution while the second term is the Lorentzian, $L(q)$, contribution. The background term was determined by fitting the equation $I_b = I_0 + A_0 \exp\left(-\frac{q}{c_0}\right)$ to the data with the peak masked, using $I_0$, $A_0$, and $c_0$ as the fitting parameters. The resulting $I(q) - I_b$ data were fit to equation 4-1 with $A_1$, $A_2$, $x_1$, $x_2$, $c_1$, and $c_2$ as fitting parameters. The relative contributions from the Gaussian and Lorentzian peaks
were determined by numerically evaluating the invariant $\int G(q)q^2dq$ and $\int L(q)q^2dq$. For SEO(2.3-4.6) at $r = 0.05$, the limits of the integration were from 0.40 to 0.70 nm$^{-1}$. The fraction of the invariant under the Gaussian peak, $f_G$, for this sample is plotted versus $T_{ODT} - T$ in Figure 4.20. It is clear that $f_G = 0.45$ at temperatures 10 to 50 °C below $T_{ODT}$, and it rapidly approaches 0 when the temperature is within 10 °C of $T_{ODT}$. The data in Figure 4.20 thus lend support to scenario (2) depicted in Figure 4.19b.

![Figure 4.20: The fraction of the scattering invariant attributed to the sharp Gaussian peak, $f_G$, of SEO(2.3-4.6) at $r = 0.05$, plotted against $T_{ODT} - T$.](image)

### 4.4 PHASE DIAGRAMS OF SEO/LITFSI SYSTEMS

From SAXS and birefringence profiles of the different SEO polymers at different $r$ and temperature, phase diagrams for each polymer/LiTFSI systems are created and plotted in Figure 4.21. SEO(6.4 – 7.2) and SEO(4.6 – 3.7) are both nearly symmetric, $\phi = 0.52$ and 0.43, respectively, and thus contains only DIS and LAM phases. SEO(4.6 – 3.7) has an accessible ODT at 0.02 whereas SEO(6.4 – 7.2) does not since the former has a lower molecular weight and is more asymmetric. The phase diagram for SEO(2.3 – 4.6) and SEO(5.3 – 3.0) exhibit similar phases, CYL and DIS. This is expected due to symmetry about $\phi = 0.5$ [SEO(2.3 – 4.6) has $\phi = 0.65$ and SEO(5.3 – 3.0) has $\phi = 0.34$]. Similarly, SEO(5.3 – 3.6) and SEO(3.1 – 5.1), $\phi = 0.38$ and $\phi = 0.60$, respectively, display many overlapping phases such as DIS, CYL, and GYR. Whereas increasing $r$ in SEO(3.1 – 5.1) sees a transition from DIS to LAM to GYR to CYL, SEO(5.3 – 3.6) sees a transition from DIS to CYL to GYR. For SEOs with $\phi < 0.5$, adding salts will bring the $\phi$ value closer to 0.5. Thus we expect a LAM phase to appear at higher $r$ values in SEO(5.3 – 3.6).

We note in passing that the block copolymers SEO(1.4 – 2.5), SEO(1.7 – 1.6), and SEO(1.5 – 1.3) remain DIS at all values of $r$ probed. This is discussed in further detail in Section 5.4.2.
Figure 4.21: Phase diagrams of various SEO/LiTFSI combinations. The dotted lines are estimated locations of phase boundaries and the asterisks are locations of ODTs. The morphologies include LAM (▼), DIS (□), CYL (○), GYR (△), and LAM/GYR coexistence (◆).
4.5 CONCLUSIONS

The effect of the salt LiTFSI on the thermal properties and morphology of poly(styrene-block-ethylene oxide) copolymers was investigated. From DSC measurements, it was determined that the LiTFSI suppresses the crystallinity of the PEO block. This behavior is in agreement with literature for PEO/LiTFSI phase behavior indicating that the LiTFSI resides mainly in the PEO phase. There was a general increase in the domain size of a nearly symmetric SEO with a lamellar structure upon addition of salt as measured from small-angle Xray scattering (SAXS). This was attributed mostly to the free volume of the salt. However, from the salt concentration of \( r = 0.085 \) to 0.10, the domain size does not increase as rapidly as from \( r = 0 \) to 0.085. This was attributed to the increased coordination of \( \text{Li}^+ \) ions to the oxygens in the PEO backbone. This behavior was not seen in previous studies of PEO-containing block copolymers with LiClO\(_4\). The appearance of the \( 2q^* \) peak in SAXS profiles with increasing LiTFSI indicates that the increase in domain size is asymmetric, probably due to the LiTFSI partitioning into the PEO-rich domain.

SAXS and optical birefringence measurements were also used to map out phase diagrams, order-to-disorder transitions (ODTs), and order-to-order transitions (OOTs) of various SEO/LiTFSI systems. It is clear that adding LiTFSI to SEO increases the effective \( \chi \) parameter between the polystyrene and polyethylene oxide-rich phases. Furthermore, a rich variety of phases is accessed with the addition of LiTFSI into an initially disordered SEO system.
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Chapter 5

Comparison of Salts and Ionic Liquids on the Thermodynamics of PEO-containing Block Copolymers

ABSTRACT

We report on the thermal properties, phase behavior, and thermodynamics of a series of polystyrene-block-polyethylene oxide copolymers (SEO) mixed with the ionic species Li[N(SO$_2$CF$_3$)$_2$] (LiTFSI), imidazolium TFSI (ImTFSI), and an equimolar mixture of LiTFSI and ImTFSI (Mix). Differential scanning calorimetric scans reveal similar thermal behavior of SEO/LiTFSI and SEO/ImTFSI at the same salt concentrations. Phase behavior and thermodynamics were determined using a combination of small-angle x-ray scattering and birefringence. The thermodynamics of our mixtures can be mapped on to the theory of neat block copolymer phase behavior provided the Flory-Huggins interaction parameter, $\chi$, between the blocks is replaced by an effective $\chi$ ($\chi_{\text{eff}}$) that increases linearly with salt concentration. The phase behavior and the value of $m$, the slope of the $\chi_{\text{eff}}$ versus salt concentration data, were similar for SEO/LiTFSI, SEO/ImTFSI, and SEO/Mix blends. The theory developed by Wang [J. Phys. Chem. B. 2008 41, 16205] provides a basis for understanding the fundamental underpinnings of the measured value of $m$. We compare our experimental results with the predictions of this theory with no adjustable parameters.

5.1 SALTS AND IONIC LIQUIDS IN POLYMER ELECTROLYTE MEMBRANES

The use of PEO and PEO-containing polymers as a viable solid electrolyte is still limited by the room temperature ionic conductivity. Sufficient conductivity values are only achieved at temperatures well above the melting temperature of PEO since high conductivity occurs in the amorphous state.[1] By using the salt, LiTFSI, conductivity values which are several-fold higher than that of PEO with LiClO$_4$ or LiCF$_3$SO$_3$ can be achieved at room temperature. This is principally due to the large TFSI- anion, which have high charge delocalization allowing for greater dissociation.[2] Furthermore, the salt acts as a plasticizer of the PEO allowing for a large region of PEO/LiTFSI mixtures to be amorphous at room temperature.[3]
Another class of TFSI-containing compounds is ionic liquids (IL), such as imidazolium TFSI (ImTFSI) and pyrrolidinium TFSI (PyrTFSI). Whereas salts are crystalline solids in the temperature range of interest, ILs are liquids at moderate temperatures. These compounds are of great current interest in these materials due to their unique physiochemical properties (e.g. nonflammability, negligible vapor pressure, electrochemical stability, etc.) and their ability to promote ion conduction.[4-9] Their liquid structure and high ionic conductivity (at 30 °C, ILs have conductivity values on the order of $10^{-3}$ to $10^{-2}$ S/cm[7, 10, 11]) have been shown to enhance conductivity of PEO/LiTFSI systems. Thus, ionic liquids have been investigated as a supporting electrolyte for the PEO/LiTFSI system for lithium batteries.

![Structure of Li$^+$ cation, TFSI$^-$ anion, and Im$^+$ cation](image)

We study the effect of adding the salt LiTFSI (melting point of 234 °C) and the ionic liquid ImTFSI (melting point of 72 °C) to polystyrene-block-polylethylene oxide (SEO) copolymers on thermodynamics and morphology. Figure 5.1 shows the structure of Li$^+$, TFSI$^-$, and Im$^+$. Li$^+$ is small and spherical, while Im$^+$ is large and planar. For simplicity, we use the term "salt" to refer to either ImTFSI or LiTFSI. Some of the relevant characteristics of the salts are given in Table 5.1. One expects ion dissociation, charge delocalization, and dispersive interactions between the ions and the polymer to affect salt/block copolymer thermodynamics, as was the case with PEO/salt mixtures (Section 1.2).

Table 5.1: Properties of LiTFSI and ImTFSI.

<table>
<thead>
<tr>
<th>Salt</th>
<th>Melting Point (°C)</th>
<th>Cation Radius (nm)</th>
<th>Anion Radius (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiTFSI</td>
<td>234</td>
<td>0.076</td>
<td>0.381</td>
</tr>
<tr>
<td>ImTFSI</td>
<td>72</td>
<td>0.210</td>
<td>0.381</td>
</tr>
</tbody>
</table>

The added factor in the system of interest is the dispersive interaction between polystyrene (PS) and PEO blocks in the SEO copolymer. The phase behavior of neat block copolymers are governed by the volume fraction of one of the blocks, $\phi$ (we use the PEO block volume fraction in this dissertation), the degree of polymerization, $N$, and the Flory Huggins interaction parameter, $\chi$, which is a measure of the dispersive interactions between the two monomers comprising the block copolymer.[12] Previous experimental [13-15] and theoretical[16] studies have demonstrated that the effect of added salt results in an increase of the "effective" Flory-Huggins interaction parameter, $\chi_{\text{eff}}$. In other words, the framework developed
for describing the thermodynamics of neat block copolymers can be used to describe the thermodynamics of block copolymer/salt mixtures provided $\chi$ is replaced by $\chi_{\text{eff}}$. Similar concepts were used to describe the thermodynamic properties of block copolymer solvent mixtures.[17-20] Since the added salt resides primarily in one of the phases, the concomitant changes in $\phi$ must also be accounted for. In addition, a simple linear relationship between $\chi_{\text{eff}}$ and $r$ has been proposed:

$$\chi_{\text{eff}} = \chi_{\text{neat}} + m \cdot r$$

(5.1)

where $\chi_{\text{neat}}$ is the Flory-Huggins interaction parameter of the neat copolymer, and $m$ is a system-dependent constant. The effect of salt addition on block copolymer thermodynamics is quantified by the magnitude of $m$. In the case of LiCl added to polystyrene-\textit{block}-polymethylmethacrylate (SMMA) copolymers, $\chi_{\text{eff}}$ increases from 0.0360 to 0.0368, when $r$ increases from 0 to 0.1, indicating that $m$ is about $10^{-4}$.[13] Young et al. found that values of $m$ in the cases of LiAsF$_6$, LiClO$_4$ and LiCF$_3$SO$_3$ in SEO copolymers are 5.70, 5.53 and 3.90, respectively.[14] Young et al. noted that the effective repulsion between the blocks gets weaker as the Lewis basicity of the anion decreases. In our previous publication, Wanakule et al. reported that $m$ for SEO/LiTFSI is 1.56.[15] The data obtained in ref. [15] is consistent with the arguments of Young et al. There is considerable uncertainty in the determination of salt concentration in the SMMA/LiCl mixtures as it was obtained by spectroscopy owing to the immiscibility of the salt in the polymer.[13] No such difficulty arises in the case of mixtures of SEO and lithium salts and the salt concentration can readily be determined gravimetrically. The effect of this on the four order of magnitude difference in the measured values of $m$ in SMMA and SEO is unclear.

Theoretical work by Wang [16] indicates that $m$ can be calculated using independently determined parameters such as the dielectric constants of the two phases, the size of the ions, the extent of dissociation, the dielectric constant of the block copolymer microphases, and the statistical segment lengths of the copolymer chains. Here, we compare $m$ from our experimental data and that reported in ref. [14] with the predictions of the theory developed in ref [16] without resorting to any adjustable parameters.

### 5.2 SAMPLE PREPARATION

The polystyrene-\textit{block}-poly(ethylene oxide) copolymers used in this study were synthesized by sequential living polymerization using the methods described in refs [21-23]. LiTFSI salt, purchased from Sigma Aldrich, was heated at 100 °C under vacuum for 1-2 days to get rid of residual moisture and then stored in the glovebox. Imidazole ($\geq$95%) and bis(trifluoromethane)sulfonimide (HTFSI, $\geq$95%) were purchased from Sigma Aldrich and purified by sublimation under vacuum. Differential scanning calorimetry (DSC) and $^1$H NMR were used to assess the purity of the two starting materials. Purified imidazole and HTFSI
were combined in equimolar quantities in a glove box, sealed, and heated in an oven outside the glove box to 100 °C for 2-3 hours to prepare the ionic liquid ImTFSI. The composition of the ionic liquid was confirmed by comparing the measured melting point of the compound, using DSC, with literature.[24]

Table 5.2: Characterization of polymers used in this study

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$M_n,\text{PS}$ (kg/mol)</th>
<th>$M_n,\text{PEO}$ (kg/mol)</th>
<th>$\phi$(PEO block)</th>
<th>PDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEO(5.3-3.0)</td>
<td>5.3</td>
<td>3.0</td>
<td>0.34</td>
<td>1.02</td>
</tr>
<tr>
<td>SEO(5.3-3.6)</td>
<td>5.3</td>
<td>3.6</td>
<td>0.38</td>
<td>1.02</td>
</tr>
<tr>
<td>SEO(4.6-3.7)</td>
<td>4.6</td>
<td>3.7</td>
<td>0.43</td>
<td>1.02</td>
</tr>
<tr>
<td>SEO(6.4-7.2)</td>
<td>6.4</td>
<td>7.2</td>
<td>0.52</td>
<td>1.02</td>
</tr>
<tr>
<td>SEO(3.1-5.1)</td>
<td>3.1</td>
<td>5.1</td>
<td>0.60</td>
<td>1.02</td>
</tr>
<tr>
<td>SEO(2.3-4.6)</td>
<td>2.3</td>
<td>4.6</td>
<td>0.65</td>
<td>1.02</td>
</tr>
</tbody>
</table>

The polymers used in this study are listed in Table 5.2. The copolymers were doped with the salt LiTFSI, the ionic liquid ImTFSI, or a 50:50 molar mixture of the salt and the ionic liquid (Mix). To prepare the doped copolymers, the SEO was first dried at 90 °C under vacuum for 1 day, then immediately brought into the glovebox. A predetermined amount of LiTFSI and/or ImTFSI was added to the polymer. The salt and ionic liquid concentration in our copolymers is quantified by the molar ratio of cation to ethylene oxide moieties, $r$, which ranges from 0.01 to 0.125. Samples were typically freeze dried, and then annealed in a sample cell at 110 °C for 2 days. Ionic liquid samples were prepared by solvent casting from dry dichloromethane, and annealed at 110 °C inside a glovebox for about 12 hours.

The structure of the polymer electrolyte was determined by small angle x-ray scattering (SAXS). SAXS samples were sealed off in a custom-designed-airtight sample holder with Kapton windows and annealed for 1-3 days at 100 °C. Due to the hygroscopic nature of the salts, glovebox integrity was maintained throughout all stages of experimentation.

Measurements were performed at beamline 7.3.3 at the Advanced Light Source (ALS) at Lawrence Berkeley National Labs and beamline 1-4 at the Stanford Synchrotron Radiation Laboratory (SSRL). Samples were mounted on a custom-built temperature stage and annealed at each temperature for 20 minutes before taking measurements. Longer annealing times were not practical due to limited access to the instrumentation. A silver behenate sample was used as a standard. Full two-dimensional scattering patterns were collected on an ADSC CCD detector. The scattering patterns from ALS were reduced using the Nika program for Igor Pro available from Jan Ilavsky at Argonne National Laboratory, and data from SSRL were reduced using a program written by John Pople at SSRL.
Order-to-disorder transition (ODT) temperatures were confirmed using birefringence. Birefringence measurements were performed using the setup described in ref [25] with a plane-polarized laser beam with wavelength 633 nm as the source. The samples were subjected to two heating and cooling cycles with temperature steps of approximately 10 °C. Minimum annealing times for the heating and cooling runs at each temperature were 20 and 45 minutes, respectively. The intensity of the beam after it passed through the sample and the two crossed polarizers was recorded with a photodiode as a function of temperature, and then normalized by the incident intensity.

Differential scanning calorimetry (DSC) was performed on a TA Instruments DSC 2920. The samples were crimped in a glove box using hermetically sealed pans and placed inside a container with desiccant for transfer to the DSC. Indium and dodecane were used as calibration standards for the DSC. Samples underwent three heating and cooling cycles.

5.3 THERMAL PROPERTIES AND PHASE BEHAVIOR

We first focus on the thermal properties of SEO with LiTFSI and ImTFSI. Figure 5.2a and b show DSC scans of SEO(6.4-7.2) with varying concentrations of LiTFSI and SEO(3.1-5.1) with varying levels of ImTFSI, respectively, at 5 °C/min. The melting point of the PEO/salt microphase and the enthalpy of melting, ΔH_m, decrease with increasing r in both SEO/LiTFSI and SEO/ImTFSI. The melting peak decreases from 50 to 40 °C as r is increased from 0 to 0.05, while ΔH_m values decrease from 55 J/g to 19 J/g in SEO(6.4-7.2)/LiTFSI and 63 J/g to 32 J/g in SEO(3.1-5.1)/ImTFSI. At r values higher than 0.05, we observe complete suppression of crystallinity. This behavior is consistent with observations of Lascaud et al. on PEO/LiTFSI homopolymer/salt mixtures.[3] They measured a decrease in melting temperatures with increasing salt concentration up to r = 0.08. Between r = 0.08 to 0.17, a crystallinity gap appears in the PEO/LiTFSI phase diagram. The fact that the phase behavior of SEO/LiTFSI and SEO/ImTFSI data agrees with PEO/LiTFSI data indicates that the salts are preferentially segregating to the PEO-rich domains. This is due to the higher dielectric constant, ε, of the PEO domain (estimates of ε_{PEO} range from 4 to 8, [26-29] while that of ε_{PS} ranges from 2 to 4 [30, 31]), and specific interactions between the ether oxygens and the cation. [11, 32]
One can also view salts as highly selective solvents. Extensive studies by Lodge et al. [33, 34] have shown that this leads to stabilization of the ordered phase. This behavior is apparent in the SAXS profiles of SEO(3.1 – 5.1) at 100 °C with varying concentrations of LiTFSI, a 50:50 molar mixture of both LiTFSI and ImTFSI (Mix), and ImTFSI as shown in Figure 5.3. Although the neat polymer is disordered (DIS) at all temperatures, changing \( r \) allows us to access a wide variety of morphologies including lamellar (LAM), gyroid (GYR) and hexagonally packed cylinders (CYL).

At an \( r \) value of 0.03, the primary peaks in the SEO(3.1 – 5.1) with ImTFSI and Mix are significantly sharper than those at \( r = 0 \) (FWHM decreases by an order of magnitude). Higher order peaks can be seen at \( 2q^* \) for SEO(3.1 – 5.1)/ImTFSI, shown by the arrow in Figure 5.3b, indicating that the samples are LAM. Following the arguments presented in ref. [15], we conclude that the addition of salt leads to a DIS to LAM transition in these samples at 100 °C. SEO(3.1 – 5.1)/Mix samples contain the higher order \( 2q^* \) peaks at lower temperatures, but not in the vicinity of the ODT at 100 °C. The loss of higher order peaks is often observed in weakly ordered block copolymers due to effects in the vicinity of the ODT such as limited long-range order and diminished contrast between the coexisting phases. At \( r = 0.05 \), SEO(3.1 – 5.1)/LiTFSI and SEO(3.1 – 5.1)/Mix samples are clearly GYR, with prominent peaks at \( \sqrt{(4/3)}q^* \) and \( \sqrt{(7/3)}q^* \) (for the Mix case), as indicated by the upside-down filled triangles in Figure 5.3a and b. For the sample with ImTFSI at \( r = 0.05 \) (Figure 5.3c), a shoulder is apparent at \( \sqrt{(4/3)}q^* \).[35] Higher order reflections at \( \sqrt{(10/3)}q^* \) and \( \sqrt{(24/3)}q^* \) further confirms the GYR structure in this sample. At \( r = 0.085 \) and above for SEO(3.1 – 5.1) combined with LiTFSI, Mix, and ImTFSI, the samples are clearly CYL with higher order peaks at \( \sqrt{3}q^* \), \( \sqrt{4}q^* \), \( \sqrt{7}q^* \), and \( \sqrt{9}q^* \).
Similar experiments were carried out over a range of temperatures between 70 and 150 °C, and a phase diagram (Figure 5.4) was constructed using SAXS profiles of SEO(3.1 – 5.1) with LiTFSI and ImTFSI at \( r = 0, 0.02, 0.03, 0.05, 0.085, \) and 0.125. Note that we generalize the definition of \( r \) to be the ratio of all cations to EO monomers in the mixtures. Also shown as the top axes of Figure 5.4a and b is the calculated volume fraction of the PEO-rich phase, \( \phi_{\text{EO/Salt}} \), in the presence (or absence) of salt. The changes in \( \phi_{\text{EO/Salt}} \) due to changes in \( r \) were calculated using the relationship between the density of PEO/LiTFSI phase and salt concentration, as described in Section 4.2.1. Similar density data were not available for PEO/ImTFSI mixtures. We have assumed that the dependence of \( \phi_{\text{EO/Salt}} \) on \( r \) for PEO/ImTFSI and PEO/LiTFSI are identical. The series of phase transitions shown in Figure 5.4 are the result of changes in both \( \chi_{\text{eff}} \) and \( \phi_{\text{EO/Salt}} \) with increasing \( r \).
The neat polymer is disordered (DIS) at all temperatures. At temperatures below 90 °C, we find that as the salt concentration is increased from \( r = 0.02 \) to \( r = 0.03 \), the LAM phase is favored over the DIS phase, indicating a disorder-to-order transition (DOT) at \( r = 0.025 \pm 0.005 \) for SEO(3.1 – 5.1) with LiTFSI or ImTFSI. The LAM phase persists at \( r = 0.03 \) up to \( T = 93 \) °C for LiTFSI/SEO(3.1 – 5.1) and \( T = 117 \) °C for ImTFSI/SEO(3.1 – 5.1). Locations of ODTs and OOTs were confirmed with birefringence, as described in ref. [15], with a precision of \( \pm 5 \) °C. Figure 5.5 plots the birefringence signal \( (I/I_0) \), where \( I \) is the measured intensity and \( I_0 \) is the incident intensity, as a function of temperature for SEO(3.1 – 5.1) at \( r = 0.03 \) for samples with LiTFSI and samples with ImTFSI. We take the average of the values between where the decrease in \( I/I_0 \) begins and ends to be the ODT temperature. This occurs at 93 °C for SEO(3.1 – 5.1)/LiTFSI and at 117 °C, and for SEO(3.1 – 5.1)/ImTFSI.
Figure 5.5: Birefringence detection of the ODT temperatures for SEO(3.1 – 5.1) at \( r = 0.03 \) for LiTFSI (■) and ImTFSI (●).

Above these respective ODTs, Figure 5.4 shows a DIS to GYR or GYR/LAM coexistence occurs at \( r = 0.04 \pm 0.01 \) instead of a DIS to LAM transition. For GYR/LAM coexistence, higher order reflections for both systems are seen in the SAXS profiles, and the birefringence signals decreased gradually with temperature instead of a step decrease in intensity which typically occurs at transitions, as described in ref. [15]. At \( r = 0.068 \pm 0.018 \) and higher (up to \( r = 0.125 \)), CYL is obtained, regardless of temperature. We note in passing that the Gibbs phase rule requires coexisting phases to exist at each boundary between single-phase regions. The phase rule also requires the presence of a thin pure GYR phase between the coexistence region and the CYL phase. The fact that these features are not observed simply implies that the windows are narrower than the width of steps used to determine the phase diagram.

In general, SEO/LiTFSI and SEO/ImTFSI show similar phase behavior (Figure 5.4). Minor differences occur around \( r = 0.03 \), where the ImTFSI stabilizes the LAM phase to a higher temperature than LiTFSI. This suggests that the cation plays a minor role in determining the phase behavior of SEO/salt mixtures. There has been considerable focus on the liquid-like structure of EO monomers solvating the Li\(^+\) ion due to a match in the spacing between the ether oxygens in the PEO chains and the radius of the solvation shell.[36-39] It is likely that the solvation shell around the Im\(^+\) ion is very different from that of the Li\(^+\) ion due to the differences in ion radius and shape. The fact that these differences have little effect on the phase behavior of SEO/salt mixtures is somewhat surprising. This result cannot be anticipated from the strong effect of cation size on the properties of salt/PEO mixtures as discussed Section 1.2.

If we picture the well known block copolymer phase diagram,[40-44] the effect of adding salt to the SEO copolymer corresponds to a "movement" from a point on the phase diagram in the disordered state near the middle of the phase diagram diagonally up and to the right, towards higher values of \( \chi_{\text{eff}} \) and \( \phi_{\text{EO/Salt}} \). The observed movement in block copolymer/salt mixtures is similar to that obtained in block copolymer/selective solvent mixtures.[45]
Although the changes in morphology are similar, the changes in domain size \( d \) of SEO from LiTFSI and ImTFSI show different trends. Figure 5.6 is a plot of the of \( d \) versus the salt concentration for LiTFSI (open squares) and ImTFSI (closed circles) in the polymer SEO(3.1-5.1) at 90 °C. The domain sizes of these samples were determined from \( d = \frac{2\pi}{q^*} \), where \( q^* \) is the location of the primary peak in the SAXS profiles. The plot also shows the morphology associated with that particular \( r \) and domain size. At low values of \( r \) (between 0 and 0.03), the \( d \) increases for both salts at approximately the same rate (\( d \) increases from 12.2 nm to 13 nm with LiTFSI and 13.1 nm with ImTFSI). At values of \( r = 0.05 \) and above, domain size of the two different salts are no longer comparable. The \( d \) for SEO/ImTFSI samples continue to increase monotonically, although at a slower rate from 14 nm to 14.13 nm to 14.24 nm at \( r = 0.05 \), 0.085 and 0.125, respectively. The rate at which the \( d \) of SEO/LiTFSI samples increase also occurs at a slower rate. In fact, it appears that the domain size decreases from 13.6 nm to 13.4 nm when increasing \( r \) from 0.085 to 0.125. This can be explained by the increased coordination between Li\(^+\) cations and ether oxygens, which provides crosslinks within the PEO domain. Particularly for PEO/LiTFSI systems, a maximum in conductivity is obtained around \( r = 0.09 \), where the balance between increased charge carriers and increased coordination reaches and optimum. [3]

We can quantify the increase in \( \chi_{\text{eff}} \) as a function of \( r \) by exploiting well-known relationships between \( \chi \) and the ODT. By studying the phase behavior of several other SEO/salt mixtures in a similar manner to the analysis of SEO(3.1 – 5.1) above, ODTs at various salt concentrations were obtained. The results obtained in the vicinity of the order-disorder transitions in these systems are summarized in Table 5.3. Included in this list are binary mixtures of SEOs with LiTFSI, ImTFSI, and ternary mixtures of SEOs with 50:50 (mole basis) mixtures of LiTFSI:ImTFSI (labeled as Mix in Table 5.3). In the case of the LiTFSI:ImTFSI mixtures, \( r \) includes cations of both salts. The phase behavior reported in Table 5.3 was
obtained using a combination of SAXS and birefringence, as described in Chapter 4. In the case of SEO(4.6-3.7) doped with ImTFSI, we conclude that ODT occurs at \( r = 0.015 \pm 0.005 \) since it is DIS at \( r = 0.01 \) and CYL at \( r = 0.02 \) across the accessible temperature window.

Table 5.3: List of polymer systems and locations of order-disorder transition temperatures. In cases where no ODT is observed between 50 to 150 °C, the structure is given instead.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Salt</th>
<th>( r )</th>
<th>ODT (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEO(6.4-7.2)</td>
<td>N/A</td>
<td>0</td>
<td>107</td>
</tr>
<tr>
<td>SEO(5.3-3.6)</td>
<td>LiTFSI</td>
<td>0.019</td>
<td>95</td>
</tr>
<tr>
<td>SEO(4.6-3.7)</td>
<td>LiTFSI</td>
<td>0.02</td>
<td>115</td>
</tr>
<tr>
<td>SEO(5.3-3.0)</td>
<td>LiTFSI</td>
<td>0.027</td>
<td>105</td>
</tr>
<tr>
<td>SEO(3.1-5.1)</td>
<td>LiTFSI</td>
<td>0.03</td>
<td>93</td>
</tr>
<tr>
<td>SEO(2.3-4.6)</td>
<td>LiTFSI</td>
<td>0.05</td>
<td>130</td>
</tr>
<tr>
<td>SEO(4.6-3.7)</td>
<td>ImTFSI</td>
<td>0.01</td>
<td>DIS*</td>
</tr>
<tr>
<td>SEO(4.6-3.7)</td>
<td>ImTFSI</td>
<td>0.02</td>
<td>CYL*</td>
</tr>
<tr>
<td>SEO(3.1-5.1)</td>
<td>ImTFSI</td>
<td>0.03</td>
<td>117</td>
</tr>
<tr>
<td>SEO(3.1-5.1)</td>
<td>Mix</td>
<td>0.03</td>
<td>80</td>
</tr>
<tr>
<td>SEO(2.3-4.6)</td>
<td>Mix</td>
<td>0.05</td>
<td>130</td>
</tr>
</tbody>
</table>

5.4 DETERMINATION OF THE EFFECTIVE CHI PARAMETER

Using the SEO polymers with accessible ODT’s at different \( r \) values, we can develop a relationship to estimate the change in the effective Flory-Huggins chi parameter, \( \chi_{\text{eff}} \), with salt concentration. We employed Leibler’s mean field theory on the thermodynamics of block copolymer melts (see Section 2.1) to determine \( \chi_{\text{eff}} \) of the SEO/LiTFSI mixtures. According to Leibler:[12]

\[
\left( \chi_{\text{eff}} N \right)_{\text{ODT}} = S_i \left( \phi_{\text{EO/Salt}} \right) \left( \chi N \right)_{\text{ODT}} = S
\]

where \( N \) is defined by \( N = (\nu_s/\nu_0)N_{PS} + (\nu_{EO}/\nu_0)N_{PEO}, \) using \( \nu_0 = 0.1 \text{ nm}^3, \) \( \nu_{EO} \) is the volume of the PEO monomer (0.069 nm\(^3\)), \( \nu_S \) is the volume of the PS monomer (0.179 nm\(^3\)), \( N_{PS} \) is the number of styrene monomers in the PS block, \( N_{PEO} \) is the number of EO monomers in the PEO block, and \( S_i \) is a variable that depends solely on the volume fraction of the EO-rich microphase (e.g. \( S_i = 10.5 \) for \( \phi_{\text{EO}}=0.5 \)). The values of \( \phi_{\text{EO/Salt}} \) and \( N \) corresponding to each system are given in Table 5.4.
Table 5.4: List of parameters used in eqns 5.2 and 5.3 to determine $\chi_{\text{eff}}$ from experimental results

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$r$</th>
<th>$N$</th>
<th>$\phi_{\text{EO/Salt}}$</th>
<th>$S_1$</th>
<th>$S_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEO(6.4-7.2)</td>
<td>0</td>
<td>219</td>
<td>0.52</td>
<td>10.6</td>
<td>17.5</td>
</tr>
<tr>
<td>SEO(5.3-3.6)</td>
<td>0.019</td>
<td>145</td>
<td>0.395</td>
<td>11.3</td>
<td>19.7</td>
</tr>
<tr>
<td>SEO(4.6-3.7)</td>
<td>0.01</td>
<td>135</td>
<td>0.436</td>
<td>10.7</td>
<td>18.9</td>
</tr>
<tr>
<td>SEO(4.6-3.7)</td>
<td>0.02</td>
<td>135</td>
<td>0.443</td>
<td>10.7</td>
<td>18.8</td>
</tr>
<tr>
<td>SEO(5.3-3.0)</td>
<td>0.027</td>
<td>136</td>
<td>0.357</td>
<td>12.4</td>
<td>21.8</td>
</tr>
<tr>
<td>SEO(3.1-5.1)</td>
<td>0.03</td>
<td>131</td>
<td>0.62</td>
<td>11.8</td>
<td>20.8</td>
</tr>
<tr>
<td>SEO(2.3-4.6)</td>
<td>0.05</td>
<td>110</td>
<td>0.68</td>
<td>13.9</td>
<td>25.3</td>
</tr>
</tbody>
</table>

Using eqn 5.2 and Table 5.4, the $\chi_{\text{eff}}$ for each polymer/salt combination is calculated. Figure 5.7 plots $\chi_{\text{eff, MeanField}}$ vs $r$ for SEO/LiTFSI mixtures (closed squares), SEO/Mix (closed triangles), and SEO/ImTFSI mixtures (closed circles). We note that SEO(2.3-4.6)/ImTFSI at $r = 0.05$ (the highest ImTFSI concentration probed) was macrophase separated (salt precipitation was visible to the naked eye). All of the other samples remain transparent over the temperature range of the experiments. This indicates that the solubility of ImTFSI in SEO(2.3-4.6) is less than that of LiTFSI. The line through the points in Figure 5.7 is the linear least squares fit through all the mean-field data with the corresponding fit equation, $\chi_{\text{eff, MeanField}}$ as a linear function of $r$ indicated in the figure. This linear relationship corresponds with eqn 5.1 with the slope of the line, $m$, equal to $1.52 \pm 0.2$. The fact that the data for all salt/SEO mixtures lie on the same line indicates that despite the numerous differences between LiTFSI and ImTFSI including cation size and physical state, the thermodynamics of these SEO/salt systems is dominated by the interactions between the TFSI$^-$ anion and PEO. This is in sharp contrast to the phase behavior of PEO/salt mixtures which depends on the chemical structure of both the cation and the anion.
Figure 5.7: Plot of $\chi_{\text{eff}}$ vs $r$ for LiTFSI (squares), ImTFSI (circles), and 50:50 Mix of both (triangles) in SEO from the mean-field calculated $\chi_{\text{eff}}$ using eqn 5.2 (closed markers) and fluctuation corrected $\chi_{\text{eff}}$ using eqn 5.3 (open markers).

The amount of salt needed to obtain a system with an ODT for a particular polymer (with known $N$) can be determined using equation 5 - 2 (initially using $\phi_{\text{EO, Neat}}$), the equation for $\chi_{\text{eff, MeanField}}$ in Figure 5.7, and the equation for $v$ in Figure 4.3 from Section 4.2.1 with an iterative process until stable values of $r$ and $S_1$ are obtained. Originally, only three polymers were used to obtain the equation in Figure 5.7 (resulting in the same equation as shown in the figure), while the other three polymers were calculated using the described method. If instead, we calculate $S_1$ using the $\phi_{\text{EO, Neat}}$ of the system, that is, we do not account for changes in volume fraction with increased $r$, a different value of $r$ needed to obtain and ODT is obtained. These values are tabulated in Table 5.5. All of the polymer systems accounting for volume changes had an ODT around 95 - 115 °C (listed in Table 5.3). In contrast, the samples SEO(5.3-3.0) $r = 0.038$ and SEO(4.6-3.7) $r = 0.025$ were completely ordered in the full experimental temperature range. SEO(5.3-3.6) $r = 0.025$ did show a GYR-to-DIS transition at much higher temperatures ($T_{\text{ODT}} = 135 \pm 5$ °C). Because of this analysis, we incorporate volume changes into the determination of $\chi_{\text{eff}}$. 
Table 5.5: Estimated values of $r$ and corresponding $\phi$ used in the calculations for each polymer to obtain an ODT with and without using the equation in Figure 4.3 to account for increases in $\phi_{EO/LiTFSI}$.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Estimated $r$ without volume changes</th>
<th>$\phi_{EO,Neat}$</th>
<th>Estimated $r$ with volume changes</th>
<th>$\phi_{EO/LiTFSI}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEO(5.3-3.0)</td>
<td>0.038</td>
<td>0.34</td>
<td>0.027</td>
<td>0.36</td>
</tr>
<tr>
<td>SEO(5.3-3.6)</td>
<td>0.025</td>
<td>0.38</td>
<td>0.019</td>
<td>0.40</td>
</tr>
<tr>
<td>SEO(4.6-3.7)</td>
<td>0.025</td>
<td>0.43</td>
<td>0.020</td>
<td>0.44</td>
</tr>
</tbody>
</table>

5.4.1 Fluctuation considerations

We also use the more elaborate theory of Fredrickson and Helfand (discussed in Section 2.1) that includes the effect of composition fluctuations on the thermodynamics of block copolymers. In this theory, $(\chi_{\text{eff}}N)_{\text{ODT}}$ depends on both $\phi_{EO/Salt}$ and $N$:[41]

$$ (\chi_{\text{eff}}N)_{\text{ODT}} = S_2(N, \phi_{EO/Salt}) $$ (5.3)

For a symmetric block copolymer, Fredrickson and Helfand predicts the location of the ODT to occur at $(\chi N)_{\text{ODT}} = 10.495 + 41.022N^{-1/3}$, which is equivalent to $S_2$ at $\phi_{EO/Salt} = 0.5$. As a first approximation, we have calculated values of $S_2$ at other $\phi_{EO/Salt}$ using:

$$ S_2(N, \phi_{EO/Salt}) = \alpha(N)S_1(\phi_{EO/Salt}) $$ (5.4)

where $\alpha(N) = 1 + 3.91N^{1/3}$ is the ratio $S_2/S_1$ at $\phi_{EO/Salt} = 0.5$. At small molecular weights ($N=10^4$), the fluctuation corrected phase boundary is approximately parallel to the mean field calculated curve from $\phi = 0.3$ to 0.7. Since fluctuation effects are important in low molecular weight systems, one expects significant corrections to the mean-field calculations. Figure 5.7 compares the relationship between $\chi_{\text{eff}}$ and $r$ calculated using eqn 5.2 ($\chi_{\text{eff}, \text{MeanField}}$) and eqn 5.3 ($\chi_{\text{eff}, \text{Fluctuation}}$) for SEO/LiTFSI, SEO/ImTFSI, and SEO/Mix. The linear best-fit lines and equations are included in the figure. The values of $m$ and $\chi_{\text{neat}}$ using the fluctuation corrected calculation are about a factor of two higher than those of the mean-field calculation (2.92 ± 0.4 and 0.080 instead of 1.52 ± 0.2 and 0.049, respectively). The literature value of $\chi_{\text{neat}}$ for SEO is 0.048 at 100 °C.[46, 47] This value, which was determined using the random phase approximation (a mean field theory), is in agreement with our mean-field analysis for neat SEO.
5.4.2 Molecular weight limitations

The estimated values of \( r \) needed for an ODT works well with moderately sized SEO (total MW of 6 – 13 kg/mol). However, this method fails with polymers of MW less than 4 kg/mol. Figure 5.8 plots the SAXS profiles of the polymers SEO(1.4 – 2.5) and SEO(1.5 – 1.3) at \( r = 0.12 \) and \( r = 0.15 \). SEO(1.4 – 2.5) has a total MW of 3.9 kg/mol with PEO as the major component (\( \phi_{\text{EO}} = 0.62 \)) and SEO(1.5 – 1.3) has total MW of 2.8 kg/mol with PEO as the minor phase (\( \phi_{\text{EO}} = 0.45 \)). Using the prescribed methodology above, an \( r \) value of 0.12 is needed to obtain an ODT in both of these systems. However, the SAXS profiles of SEO(1.4 – 2.5) and SEO(1.5 – 1.3) at \( r = 0.12 \) in Figure 5.8 a and c reveal samples which are DIS at all temperatures scanned. In this case, the samples were prepared by melting the polymer/salt mixtures into a spacer and sandwiching them inbetween lithium foil. We note in passing that SEO(1.4 – 2.5) were measured at lower temperatures. This should not affect the analysis since the samples do not exhibit crystallinity at this temperature.

As discussed in the previous section, a mere increase of 0.005 (from \( r = 0.02 \) to \( r = 0.025 \)) was enough of a change to see a sample with an ODT and a sample which was fully ordered for the polymer SEO(4.6 – 3.7). We thus expect that increasing the salt concentration on a DIS sample would induce ordering. However, when we increase the salt concentration of both samples to \( r = 0.15 \) (a total increase of 0.03), the samples remain DIS (Figure 5.8 b and d). SEO (1.5 – 1.3) \( r = 0.15 \) at 60 °C seemed to show a very small narrow peak atop the broad peak in Figure 5.8d. Although, the sample shows no such peak at lower temperatures (e.g. 23 °C in the figure), where one expects it to be better ordered, or at higher temperatures. It also seems strange that SEO(1.4 – 2.5) \( r = 0.12 \) shows stronger scattering than its counterpart at \( r = 0.15 \). This could arise from many factors, such as differences in thicknesses of the sample or lithium foil.

It is unclear why these samples do not order. It is possible that the methodology to determine \( r \) is flawed, that there is a different interaction between PEO/LiTFSI at high \( r \) and low \( r \) with PS (different PEO/LiTFSI crystal structures) as evidenced by the non-linear relationship between PEO volume and domain size and \( r \), the \( \chi_{\text{eff}} \) approximations may not be valid, or that there is a solubility limit of the salts in PEO where ion pairs and aggregates no longer contribute to changes in \( \chi_{\text{eff}} \). From the PEO/LiTFSI phase diagram constructed by Lascaud et al.,[3] PEO/LiTFSI systems do not reach a different crystalline structure until \( r = 0.17 \) (where 6:1 complexes begin to form). It appears that SEO/LiTFSI at \( r = 0.15 \) and \( r = 0.12 \) should not behave any differently than with smaller values of \( r \). It would be interesting to determine whether there is a solubility limit, where “free ions” and “paired ions” could be measured using a method such as Raman Spectroscopy,[48] however this is outside the scope of this project.
5.4.3 Using strong segregation theory

In ref. [14], Young et al experimentally measured $m$ for mixtures of SEO with LiCF$_3$SO$_3$, LiClO$_4$, and LiAsF$_6$. In that paper, they used SEO copolymers with molecular weights that were significantly higher than those used in this paper (MW = 14.5 kg/mol). They observed an increase in the domain spacing with added salt, and used the strong segregation limit (SSL) theory of neat block copolymers to infer the effect of salt on $\chi_{\text{eff}}$ and $m$. According to SSL theory, the characteristic domain size is related to the $\chi$ parameter ($d^* \propto \chi^{1/6}$). Their values of $\chi_{\text{eff}}$ were determined relative to the value of $\chi_{\text{neat}}$ obtained from literature.[46]

A similar analysis can be performed on our largest molecular weight sample, SEO(6.4–7.2), which has a comparable molecular weight (13.6 kg/mol) to that of Young et al. The change in domain size with increasing $r$ was discussed in Section 4.2.2 and plotted in Figure 5.9a. The resulting relationship of $\chi_{\text{eff}}$ vs $r$ at various temperatures is shown in Figure 5.9b. The resulting equations from a linear regression are also shown in the figure. Since SEO/LiTFSI systems seem to contain two regimes on the dependence of salt on domain size (i.e. above and below $r = 0.085$), only values for $r$ less than 0.085 are used in the regression analysis. The neat $\chi$ for each temperature was determined using relationships from literature. These relationships are quite comparable to the earlier mean field analysis (eqn 5.2) on the SEO/LiTFSI systems with ODTs.
If we look at the data in Figure 5.9 for \( T = 107 \, ^\circ C \) (average ODT values in the mean field analysis is 110 °C) we find that \( m \) is 1.58, which is in agreement with the mean field \( m \) of 1.52.

![Figure 5.9](image)

Figure 5.9: Plot of a) \( d \) vs \( r \) and b) \( \chi_{\text{eff}} \) vs \( r \) with the corresponding linear fit equations for SEO(6.4 - 7.2) calculated from the characteristic domain sizes and SSL theory for 80 °C (●), 107 °C (■), 125 °C (▲), and 144 °C (♦). The solid lines through the points are the fitted equations from linear regression analysis.

We note that the \( \chi_N \) values for this polymer (ranges from 10 – 45, with salts) are in the intermediate regime as oppose to the strong segregation regime. Thus using SSL theory would overestimate the value of \( \chi \).

5.5 THEORETICAL PREDICTIONS

An expression for \( m \) in the mean-field limit by combining Flory Huggins theory with the Born energy for solvating an ion and translational entropy of the ions is derived in ref [16]. That theory is described in further detail in Section 2.2.2. In that theory, the change in \( \chi \) arises from several competing effects: the tendency for free, mobile ions to be preferentially solvated by the phase rich in the component of the higher dielectric constant, the translational entropy of the ions, and the local enrichment of the higher dielectric component around an ion in the homogeneous mixture. The Li\(^+\) ions are tightly bound to the oxygen groups of the EO blocks in both the disordered and ordered states. Thus their energetics are, to a first approximation, unaffected by microphase separation. By the considerations in ref. [16], only the free anions contribute to changing the miscibility of the S and EO blocks. This is consistent with our experimental observation. Taking the TFSI\(^-\) as the dominant contributor and accounting for differences in parameter definitions, we arrive at the following theoretical predictions for \( m \):[35]
where \( v_o \) is the reference volume and \( v_{EO} \) is the volume of an EO monomer (same definition as in eqn 5.2), \( \phi_{EO} \) is the volume fraction of PEO in the diblock, \( l_o \) is the Bjerrum length in vacuum (43.6 nm at 110 °C), \( a \) is the radius of the anion, \( \lambda_p \), the packing length (0.287 for a symmetric SEO system) which is defined by \( v_o/b_{ave}^2 \) (where \( b_{ave} \) is the average statistical segment length defined by \( b_{PEO}b_{PS}/(\phi_{EO}b_{PEO} + \phi_Sb_{PS}) \) and \( b_{PEO} \) and \( b_{PS} \) are the statistical segment lengths of PEO and PS, respectively, based on a monomer of volume \( v_o \)), \( \epsilon \) is the average dielectric constant of the polymer defined as \( \epsilon = \phi_{EO}\epsilon_{PEO} + \phi_S\epsilon_{PS} \) and \( \Delta \epsilon \) is the difference in dielectric constants defined as \( \Delta \epsilon = \epsilon_{PEO} - \epsilon_{PS} \). For our calculations, we use \( \phi_{EO} = 0.5 \), the PEO dielectric constant, \( \epsilon_{PEO} = 7.5 \), and the PS dielectric constant, \( \epsilon_{PS} = 2.6 \). Details of the derivation of eqn 5.5 are provided in ref [16], and are summarized in Section 2.2.2.

Equation 5 - 5 is derived assuming that (1) all of the salt ions are dissociated, (2) triplets and other charged aggregates are not present, and (3) the Li\(^+\) ions are bound to the PEO-blocks in both the ordered and disordered phases while the anions are free. However, charge neutrality and the higher dielectric constant of PEO will bias the anions to PEO-rich locations in both ordered and disordered states. In ref. [15], Wanakule et al. measured the conductivity of a variety of SEO/LiTFSI mixtures across the ODT. There was neither a discontinuity at the ODT nor a change in slope in the temperature dependence of the conductivity in the ordered and disordered state. In other words, the temperature dependence of SEO/LiTFSI mixtures obtained from fully ordered systems, fully disordered systems, and systems with accessible ODTs was identical. We take this observation as evidence that the ions in the system have the same PEO-rich local environment regardless of the state of order of the samples. This provides justification for assumption (3) in the analysis.

\[
m_{\text{theory}} = \frac{\Delta \chi}{r} = \left( \frac{v_o \phi_{EO}}{8v} \right) \left( \frac{l_o}{ae} \right)^3 \left( \frac{l_o}{ae} - 4 - \frac{18 \lambda_p l_o}{\pi^3 e a^2} \right) \left( \frac{\Delta \epsilon}{\epsilon} \right)^2
\]  

(5.5)
In Figure 5.10, we compare the experimental data from this paper and ref. [14] on $m$ as a function of anion size with theoretical predictions, $m_{\text{theory}}$, with no adjustable parameters. The only parameter that was varied in the theoretical calculations was the anion radius. We use values of 0.381, 0.315, 0.24, and 0.243 nm as the radii of TFSI$^-$, CF$_3$SO$_3^-$, ClO$_4^-$, and AsF$_6^-$, respectively.[49-51] It is clear that the theory captures the trend seen in the experimental data. However, the theoretically predicted value of $m_{\text{theory}}$ is considerably larger than the experimentally determined value of $m$. For completeness, we note that $m_{\text{theory}}$ calculated assuming that the cations dominate thermodynamics are -245 for Li$^+$ ($a = 0.076$ nm) and 26.1 for Im$^+$ ($a = 0.21$ nm).

Considering that the values of $m_{\text{theory}}$ were calculated using all non-adjustable parameters, the discrepancy between theory and experiment is reasonable. However, there are still many possible reasons for the fact that theoretically calculated values of $m$ are larger than experimental measurements. The parameters chosen for the calculation of $m_{\text{theory}}$ could be incorrect. For example, there is a wide range of $\varepsilon_{\text{PEO}}$ and $\varepsilon_{\text{PS}}$ reported in literature.[26-31] None of these values were reported for the temperature range of our experiments. We chose $\varepsilon_{\text{PEO}}$ measured for an amorphous PEO and the median value for $\varepsilon_{\text{PS}}$. If, instead, we use values at the extremes of the reported ranges ($\varepsilon_{\text{PEO}} = 4$ and $\varepsilon_{\text{PS}} = 3$), the calculated values of $m_{\text{theory}}$ decreases by a factor of 4. Furthermore, the theory does not account for the formation of charged aggregates and ion pairs directly. Both of these will reduce the ion concentration and increase the effective ion radius, resulting in a reduced $m_{\text{theory}}$. It has also been shown that the addition of lithium salts to PEO increases the dielectric constant of the PEO/salt system. If we use a value of $\varepsilon_{\text{PEO}} = 12$ (the dielectric measured for a PEO/LiClO$_4$ mixture)[29] the calculated value of $m_{\text{theory}}$ also decreases.
While many improvements can be proposed, ref. [16] provides a starting point for exploring the underpinnings of the phase behavior of block copolymer/salt mixtures.

5.4 CONCLUSIONS

The thermodynamics and phase behavior of mixtures of SEO copolymers with added salts (LiTFSI, ImTFSI, and mixtures thereof) was studied by SAXS and birefringence. This enables a study of the effect of the cation size on the properties of block copolymer electrolytes. All of our observations were consistent with the assumption that the salts reside exclusively in the PEO-rich microphase. The morphologies obtained as a function of added salt were in agreement with the calculated changes in volume of the PEO-rich microphase due to the presence of salt. In addition to changes in effective composition of the copolymer, the addition of salt increases the effective Flory-Huggins interaction parameter, $\chi_{\text{eff}}$, between the PEO/salt system and PS. Surprisingly, the data obtained from mixtures containing LiTFSI and ImTFSI were similar, indicating that the thermodynamics are dominated by the nature of the anion. The parameter $m$ that captures the increase in $\chi_{\text{eff}}$ with increasing salt concentration, $r$, obtained from experiments described here and those reported by Young et al.[14] were compared with theoretical predictions of Wang[16] with no adjustable parameters. The qualitative trends seen in the experiments are captured by theory but the predicted values of $m$ are consistently higher than those measured experimentally. It is clear, however, that $m$ decreases with increasing anion size and is independent of the cation size.
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35. The appearance of a shoulder rather than a peak is probably due to the differences in instrument resolution at SSRL vs ALS. In general, the ALS has better resolution than SSRL. The samples with ImTFSI at r = 0.05 and higher were measured at SSRL. The rest of the samples were run at ALS.


Chapter 6

Conductivity through order-order and order-disorder transitions of block copolymer electrolytes

ABSTRACT

Ionic conductivity measurements through order-order and order-disorder phase transitions in mixtures of poly(styrene-block-ethylene oxide) (SEO) copolymers and lithium bis-trifluoromethylsulfonimide (LiTFSI), a common lithium salt used in polymer electrolytes, were studied using AC impedance spectroscopy. The SEO/LiTFSI mixtures exhibit disordered phases as well as lamellar, hexagonal packed cylinders, and gyroid microphases. The molecular weight of the blocks and the salt concentration was adjusted to obtain order-order and order-disorder transition temperatures within the available experimental window. The ionic conductivities of the mixtures and normalized conductivity (normalized by the ionic conductivity of a 20 kg/mol homopolymer PEO sample at the salt concentration and temperature of interest), were measured. For samples with major phase PEO block, the conductivity was independent of temperature, in spite of the presence of the above mentioned phase transitions. However, for samples with minor phase PEO block, the conductivity/structure relationship is more complex. In situ conductivity/SAXS measurements reveal that this relationship is dependent on thermal history.

6.1 EFFECT OF MORPHOLOGY ON CONDUCTIVITY

It is reasonable to assume that the conductivity of block copolymers with one ionically conducting block, $\sigma$, is proportional to the volume fraction of the conducting block, $\phi_C$. For unaligned samples, we also expect the conductivity to depend on the tortuosity of the pathways for ion transport, which we account for by introducing the morphology factor, $f$. We thus write,

$$\sigma = f\phi_C \sigma_C$$  \hspace{1cm} (6.1)

where $\sigma_C$ is the intrinsic conductivity of the conducting microphase. In the case of randomly oriented lamellar grains, Sax and Ottino[1] argue that, on average, one third of the grains will contain lamellae oriented perpendicular to the direction of charge transport, implying that $f = 2/3$. Similar arguments lead to an estimate of $f = 1/3$ for a HEX morphology with the conducting phase as the minor component. In the case of the GYR phase, the presence of a
three-dimensional network ensures transport in the desired direction is never blocked. We thus expect \( f = 1 \) in this case. Similarly, if the conducting phase is the major component in either BCC or HEX phases, then we also expect \( f = 1 \). Our use of eqn 6.1 to study the effect of morphology on conductivity of block copolymer electrolytes is based on two implicit assumptions: (1) the intrinsic conductivity of the conducting phase (\( \sigma_c \)) is not affected by morphology, and (2) barriers to transport occurring at grain boundaries are negligible.

Let us, for the moment, consider the most widely studied block copolymer phase transition, namely the ODT of symmetric copolymers that form LAM in the microphase separated state. To predict changes in conductivity at the ODT we need to know if eqn 6.1 is valid for disordered block copolymers. The validity of eqn 6.1 will depend on the detailed structure of the disordered phase. There are at least 3 different scenarios. (1) If the disordered phase contains large amplitude concentration fluctuations, i.e. the sample contains disordered regions of essentially pure conducting and non-conducting phases, and if these regions are cocontinuous, then one might expect eqn 6.1 to be valid with \( f = 1 \), since there are no blocked transport directions in this system. If this were true, then there would be a discontinuous change in conductivity of \((1/3)\phi_c \sigma_c \) at the LAM-to-DIS transition. (2) If we imagine the large amplitude fluctuations to have a locally anisotropic "pancake" shape, then, on average, one third of the pancakes will be oriented orthogonal to the desired direction of transport, and one recovers \( f = 2/3 \). If this were true, then there would be no discontinuity in conductivity at the ODT of a LAM phase. (3) If there is extensive mixing of the conducting and non-conducting phases, i.e. the magnitude of the disordered concentration fluctuations is small, then clearly eqn 1 is not valid because the presence of the non-conducting component in the conducting phase will affect the intrinsic conductivity of the conducting phase. It is important to note that the magnitude of the concentration fluctuations in the vicinity of the ODT is a strong function of molecular weight[2] and thus one does not expect a universal dependence of conductivity across the ODT in block copolymer/salt mixtures.

### 6.1.1 Previous studies of conductivity through order transitions

Ruzette et al.[3] measured the conductivity through the LAM-to-DIS transition of an 80 kg/mol sample of poly(methyl methacrylate)-block-poly(oligo oxyethylene methacrylate) (PMMA-POEM) doped with lithium trifluoromethane sulfonate (LiCF\(_3\)SO\(_3\)). In that paper, they found that the conductivity in the disordered state deviated from the Vogel-Tamman-Fulcher (VTF, see Section 6.2.1) fits to the ordered state. That is, the conductivity behavior of the PMMA-POEM/LiCF\(_3\)SO\(_3\) in the ordered state is different from the conductivity behavior in the disordered state. Similar to our observations with LiTFSI in SEO, Ruzette et al. were able to access an ODT by controlling the concentration of LiCF\(_3\)SO\(_3\) in PMMA-POEM. For EO:Li concentrations of 23:1 and 25:1, the former is completely ordered in the temperature range of interest and the latter contains an ODT. According to the arguments outlined in the above section, the conductivity of the disordered state, with \( f = 1 \), should deviate above the VTF fits to the conductivity of the lamellar state \((f = 2/3)\). Instead, Ruzette et al. observed a lower conductivity than expected after the ODT. We note in passing that both the PMMA and POEM blocks are ion-solvating.
A study by Cho et al. reports a jump in ionic conductivity from $1.8 \times 10^{-5}$ to $1.5 \times 10^{-4}$ S/cm at the CYL-to-GYR transition in their copolymer doped with LiCF$_3$SO$_3$.[4] Cho et al. studied two polymers consisting of a linear PEO chain bonded to a polyolefin dendrimer with overall molecular weights of 4.6 kg/mol (labeled as 1) and 7.5 kg/mol (labeled as 2) and PEO volume fractions of 0.41 and 0.62, respectively. Due to the architecture of the dendrimer system, the PEO forms the cylinder core in polymer 2 even though PEO is the major phase component. It is interesting to note that in polymer 1, there seems to be no change in the conductivity behavior of the sample changes from a core-shell PEO micelles to a DIS structure. From the discussion in the previous section, micellar structures should have a morphology factor of 0.

6.2 DECOUPLING TEMPERATURE DEPENDENCE ON CONDUCTIVITY

6.2.1 The Vogel-Tamman-Fulcher relationship

One of the problems with determining the presence or absence of a discontinuity in the conductivity of block copolymer electrolytes is the fact that the conductivity of homopolymers ($\sigma_C$) is a sensitive function of temperature due to the coupling between segmental motion of the polymer chains and ion transport.[5, 6] The Vogel-Tamman-Fulcher (VTF) equation, which is typically used to describe the steep dependence of viscosity on temperature in the vicinity of the glass transition, is often used to describe the temperature dependent conductivity data from homopolymer samples:[7]

$$\sigma(T) = A \exp\left(\frac{-B}{R(T - T_0)}\right)$$

(6.2)

In this expression, $\sigma$ is the ionic conductivity, $A$ is a constant proportional to the number of charge carriers, $B$ is equivalent to the activation energy for ion motion, $R$ is the gas constant, $T$ is the temperature, and $T_0$ is a reference temperature which is typically 50 °C above the glass transition temperature of the polymer. Sometimes, a factor of $T^{1/2}$ is added to the preexponential term in order to obtain better fits to the data.

6.2.2 Normalized conductivity

The complex nature of the coupling between polymer segments and salt ions makes it impossible to predict the dependence of the Vogel-Tamman-Fulcher (VTF) parameters on polymer molecular weight, composition and salt concentration. Thus $\sigma$ is a sensitive function of temperature and deciphering effects due to the temperature dependence of segmental motion and that of morphology may be non-trivial. We circumvent this problem by examining the normalized conductivity, $\sigma_N$, defined as
\[ \sigma_N = \frac{\sigma}{\phi_c \sigma_c} \]  

(6.3)

wherein the dependence of conductivity on polymer segmental motion is factored out assuming there is no difference in the temperature dependence of segmental motion in homopolymers and block copolymers. To the extent possible, we will attempt to prove that this assumption is valid for the systems of interest here.

Previous work by Singh et al. [8] indicates that this normalization procedure is successful in decoupling this temperature dependence in a series of symmetric SEO copolymers at various temperatures. In ref. [8], the theoretical maximum conductivity is \( f \phi_c \sigma_c \). This is similar to the denominator in equation 6.3 but with an additional morphology factor (as described in Section 6.1). In that paper, all of the samples were lamellar, so \( f \) is a constant value. We do not incorporate \( f \) into our definition of normalized conductivity. Therefore, if eqns 6.1 and 6.3 were valid for our systems, then \( \sigma_N = f \).

6.2.3 Conductivity of PEO homopolymer for normalized conductivity calculations

A poly(ethylene oxide) (PEO) homopolymer with a molecular weight of 20 kg/mol from Sigma Aldrich was used to obtain the intrinsic conductivity of PEO microphases (\( \sigma_c \)). Prior to measurements, the PEO was heated to 90 °C under vacuum in the antechamber of a glovebox for 1-2 days to get rid of residual moisture. The PEO was then brought into the glovebox and mixed with benzene. A predetermined amount of salt in an LiTFSI/THF solution was then added to the PEO solution. The new solution was stirred for at least 6 hours in the glovebox and then freeze dried for further use.

The measured conductivity of the PEO homopolymer as a function of \( r \) and \( T \) is shown in Figure 6.1. These measurements were taken up to 120 °C, and extrapolations based on VTF fits through the data were used to estimate \( \sigma_c \) at higher temperatures. (For samples at different salt calculations, the \( \sigma_c \) values were interpolated using an exponential fitting function.)
Lascaud et al.[9] measured the conductivity of mixtures of a 4 kg/mol PEO and LiTFSI as a function of salt concentrations and temperatures. The conductivity of this sample was somewhat higher than that of our 20 kg/mol PEO conductivity data due to well-established effects arising from differences in molecular weight, but the temperature dependence of the conductivities of the 2 sets of samples were similar. For consistency, we have used our measurements to compute $\sigma_N$.

6.3 SAMPLE PREPARATION

The copolymer/salt mixture was pressed into a Garolite(R) spacer with 125 $\mu$m thickness and a central hole 3.88 mm in diameter inside the glovebox. The sample was hot pressed at 90 – 110 °C for an hour between two mirror-polished stainless steel electrodes to ensure good contact between the electrodes and the electrolyte. The electrode-sample assembly was then placed in a home built thermostated conductivity cell connected to a Solartron 1260 Frequency Response Analyzer (FRA) with a Solartron 1296 Dielectric interface or VMP3. The complex impedance ($Z'$ and $Z''$ are the real and imaginary components of the impedance) of the samples were measured using the FRA at 10 °C intervals during heating and cooling scans between 60 and 150 °C. An alternating current (AC) signal ranging from 5-100 mV in the frequency range ($\omega$) of 10 Hz-1MHz was applied to generate the appropriate frequency response. The plateau value in the Bode plot of modulus of the complex impedance, $|Z'+iZ''|$ versus $\omega$, was taken as the sample resistance. This value was nearly identical to the semi-circle touchdown on Nyquist $Z''$ versus $Z'$ plots.
6.4 CONDUCTIVITY THROUGH TRANSITIONS WHERE PEO IS THE MAJOR PHASE

Plots of the temperature dependence on $\sigma$ for selected SEO/salt mixtures are shown in Figure 6.2. We have included data from SEO(6.4-7.2) at $r = 0.05$ which is LAM at all temperatures, SEO(1.4-2.5) at $r = 0.05$ which is DIS at all temperatures, SEO(2.3-4.6) at $r = 0.05$ which exhibited a HEX-to-DIS transition at 135 °C, SEO(3.1-5.1) at $r = 0.03$ which exhibited a LAM-to-DIS transition at 92 °C, and SEO(3.1-5.1) at $r = 0.05$ which exhibited a gradual LAM-to-GYR transition between 52 °C and 106 °C. These systems and their structures are summarized in Table 6.1. The solid lines through the data in Figure 6.2 are VTF fits (eqn 6.2) with $A$, $B$, and $T_0$ as fitting parameters. We leave $T_0$ floating since the $T_g$ of the polymer is a function of the salt concentration and molecular weight. It is of interest to note that the VTF equation fits the full data set showing no deviations at phase transitions.

Figure 6.2: Plot of conductivity versus $1000/T$ for SEO(6.4-7.2), SEO(1.4-2.5), SEO(2.3-4.5), and SEO(3.1-5.1) all at $r = 0.05$ and SEO(3.1-5.1) at $r = 0.03$. The lines through the data points are VTF fits. Dashed vertical lines mark locations of the ODT’s.
Table 6.1: Summary of SEO/LiTFSI systems in this study.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$r$</th>
<th>$\phi_{\text{PEO}}$</th>
<th>Phase(s)</th>
<th>Transition Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEO(6.4 – 7.2)</td>
<td>0.05</td>
<td>0.56</td>
<td>LAM</td>
<td>N/A</td>
</tr>
<tr>
<td>SEO(3.1 – 5.1)</td>
<td>0.03</td>
<td>0.62</td>
<td>LAM $\rightarrow$ DIS</td>
<td>92 °C</td>
</tr>
<tr>
<td>SEO(2.3 – 4.6)</td>
<td>0.05</td>
<td>0.68</td>
<td>CYL $\rightarrow$ DIS</td>
<td>135 °C</td>
</tr>
<tr>
<td>SEO(3.1 – 5.1)</td>
<td>0.05</td>
<td>0.64</td>
<td>GYR $\rightarrow$ LAM</td>
<td>52 – 106 °C</td>
</tr>
<tr>
<td>SEO(1.4 – 2.5)</td>
<td>0.05</td>
<td>0.65</td>
<td>DIS</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Figure 6.3 plots the $\sigma_N$ (see Section 6.2.2) of the systems listed in Table 6.1. The values of $\sigma_N$ of SEO(1.4-2.5), $r = 0.05$, which is disordered in the temperature range of interest, and SEO(6.4-7.2), $r = 0.05$, which has a LAM morphology in the temperature range of interest, are $0.259 \pm 0.017$ and $0.013 \pm 0.002$, respectively, and have negligible dependence on temperature. The lack of dependence of $\sigma_N$ on temperature for these widely different samples indicates that our normalization scheme accounts for the temperature-dependence of ion transport due to the temperature-dependence of segmental motion in SEO copolymers in the absence of phase transitions. The fact that the presence of polystyrene segments does not affect $\sigma_N$ of SEO(1.4-2.5) with $r = 0.05$ indicates that the conducting pathways in the DIS phase are primarily PEO-rich domains that are qualitatively similar to those obtained in the ordered state. What is, perhaps, surprising is the dependence of $\sigma_N$ on temperature is also weak for the 3 samples that exhibited phase transitions in the accessible temperature window (Figure 6.3). There seems to be a subtle increase in $\sigma_N$ of SEO(3.1-5.1) at $r = 0.03$ between 60 and 90 °C, before leveling-off at about 0.35 at temperatures above 100 °C. The SEO(3.1-5.1), $r = 0.03$ sample exhibits an ODT at 92 °C (denoted by dashed line in Figure 6.3) which makes it tempting to conclude that the slight changes in the temperature dependence of $\sigma_N$ seen in the vicinity of the ODT is due to this. However, SEO(2.3-4.6), $r = 0.05$, with an ODT at about 135 °C also exhibits similar behavior in the vicinity of 100 °C. The subtle changes seen in the temperature dependencies of $\sigma_N$ in samples with accessible ODTs thus cannot be attributed to morphological transitions. In the ordered state, the polymer chains are part of a quasi-static solid morphology, while in the disordered state, the polymer chains diffuse freely with relatively few thermodynamic barriers.[10] The lack of sensitivity of $\sigma_N$ on the location of the ODT indicates that ion transport is only affected by segmental motion, not chain motion in copolymers with molecular weights as low as 7 kg/mol.
The $\sigma_N$ values of SEO(3.1-5.1), $r = 0.05$, the samples that exhibits a LAM-to-GYR transition at temperatures between 52 and 106 °C, are scattered between 0.32 and 0.38. It is evident that this OOT also has no effect on ionic conductivity. We note in passing that the estimated glass transition temperatures of the polystyrene homopolymers with molecular weights equal to those of the polystyrene blocks in our SEO copolymers with accessible phase transitions range from 45 °C to 52 °C.[11] All of our measurements were conducted at temperatures above 52 °C. We were unable to detect the glass transition in DSC scans of our SEO samples.

It is clear that our data do not support the arguments presented in the Section 6.1 where we defined the morphology factor, $f$. For example, if our arguments were correct then $\sigma_N$ would increase by 50%, from 0.67 to 1.0, at the LAM-to-GYR transition (Figure 6.3). Instead we observe that $\sigma_N$ is unaffected by this transition and is scattered around an average value of 0.35. Our experiments indicate that there is no difference in the morphology factors of LAM and GYR phases.
In the only related study that we are aware of, Cho et al. report a jump in ionic conductivity from $1.8 \times 10^5$ to $1.5 \times 10^4$ S/cm at the CYL-to-GYR transition in their copolymer. Since Cho et al. did not measure $\sigma_C$, it is not possible to estimate $\sigma_N$ for their sample. However, based on the morphology factors defined in the introduction, one expects a 3-fold increase in conductivity at the CYL-to-GYR transition ($\sigma_N$ increasing from 0.33 to 1.00), which is inconsistent with the observation of Cho et al. There is thus a fundamental discrepancy between the present observation that conductivity is not affected by the LAM-to-GYR transition, and the conclusion of Cho et al. that conductivity is affected by the CYL-to-GYR transition. At this point it is unclear whether this difference arises from different polymer systems, salts, grain sizes, or other effects. Further work is needed to resolve the discrepancy between these two studies.

In the introduction, we described how $f$ (or equivalently, $\sigma_N$) is expected to vary across ODTs. The lack of change in $\sigma_N$ at both the CYL-to-DIS and LAM-to-DIS transitions indicates that PEO-rich fluctuations provide the primary pathways for ion conduction and that these pathways are similar to those found in the ordered state. Our results differ substantially from those of Ruzette et al. as discussed in Section 6.1.1. In that paper, the conductivity of PMMA-POEM/LiCF$_3$SO$_3$ was consistent with the VTF expression in the ordered state but not in the disordered state. In contrast, our data are consistent with the VTF equation in both the ordered and disordered states (Figure 6.2). The molecular weight of the copolymer used by Ruzette et al. (80 kg/mol) is significantly larger than that of the copolymers used in this study (10 kg/mol). The discontinuity of the order parameter at the ODT in symmetric block copolymers decreases with increasing molecular weight. Based on this fact, one would expect more pronounced effect of the ODT on conductivity in our SEO copolymers than that in PMMA-POEM. The difference in molecular weight of the samples used in the 2 studies thus cannot account for the observed differences.

6.5 CONDUCTIVITY THROUGH TRANSITIONS WHERE PEO IS THE MINOR PHASE

During ac impedance measurements, the cooling run data is presented to ensure the samples are fully annealed and samples are in contact with the electrode. Following the same protocol as in Section 6.3, the conductivity of SEO samples where PEO is the minor phase (listed in Table 6.2) was measured. Figure 6.4 plots the normalized conductivity for a) SEO(5.3 – 3.0), $r = 0.027$, b) SEO(5.3 – 3.6), $r = 0.019$, and c) SEO(4.6 – 3.7), $r = 0.020$ from 60 °C to 130 °C. In the previous section, we showed that the normalized conductivity behavior of the major phase PEO systems (see Figure 6.3) shows very little change with temperature. In most cases there was only a gradual increase (less than 30% increase over a span of 60 °C to 90 °C) in normalized conductivity values. In contrast, the behavior of the minor phase PEO systems shows a steep increase in temperature (greater than 40% in a span of 20 °C). However, the increase does not necessarily correspond to the location of the ODT, as is the case with SEO(5.3 – 3.0) at $r = 0.027$ and SEO(5.3 – 3.6) at $r = 0.019$. Figure 6.4a and b reveals that the jump in normalized conductivity occurs around 25 °C below the ODT (indicated by dashed line). Both samples are CYL in the ordered state. For SEO(4.6 – 3.7) at $r = 0.020$, which is LAM at low temperatures, a jump in normalized conductivity from 0.043 to 0.092 occurs around the ODT. Indeed, this
increase in conductivity at the ODT is plausible since minor phase PEO samples are less likely to be connected at grain boundaries limiting the pathways for ion conduction in the ordered state. It is interesting that the jump is seen in SEO(4.6 – 3.7) at $r = 0.020$ since it has the greatest PEO volume fraction in this study and also has a gradual order to disorder transition (see Figure 4.12). The complexity of the structure/conductivity relationship in these samples is explored further by performing simultaneous SAXS/PEIS experiments. We note in passing that the normalized conductivity values of the minor phase samples are an order of magnitude lower than the major phase samples.

Table 6.2: Summary of SEO/LiTFSI systems in this study.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$r$</th>
<th>$\phi_{\text{PEO}}$</th>
<th>Phase(s)</th>
<th>Transition Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEO(5.3–3.6)</td>
<td>0.019</td>
<td>0.39</td>
<td>CYL $\rightarrow$ DIS</td>
<td>95 °C</td>
</tr>
<tr>
<td>SEO(4.6–3.7)</td>
<td>0.020</td>
<td>0.44</td>
<td>LAM $\rightarrow$ DIS</td>
<td>116 °C</td>
</tr>
<tr>
<td>SEO(5.3–3.6)</td>
<td>0.025</td>
<td>0.40</td>
<td>GYR $\rightarrow$ DIS</td>
<td>135 °C</td>
</tr>
<tr>
<td>SEO(5.3–3.0)</td>
<td>0.027</td>
<td>0.36</td>
<td>CYL $\rightarrow$ DIS</td>
<td>105 °C</td>
</tr>
</tbody>
</table>

Figure 6.4: Normalized conductivity vs temperature for a) SEO(5.3–3.0) at $r = 0.027$, b) SEO(5.3–3.6) at $r = 0.019$, and SEO(4.6–3.7) at $r = 0.020$. Dashed lines indicate the location of ODT.
Simultaneous conductivity and structural data can be measured with in-situ PEIS/SAXS measurements, done at both ALS and SSRL. Samples were prepared in a similar manner to typical SAXS samples (see Section 3.4) with additional components to provide electrical contact. SEO/LiTFSI samples are melted into a Garolite spacer with an average thickness of 0.28 mm and a diameter of 4.8 mm. Electrochemical-grade aluminum foil with thickness of 0.015 mm (used as the electrodes), is placed on both sides of the sample. This foil electrode is necessarily thin since aluminum attenuates the X-ray beam. Stainless steel washers with attached wires are placed on the electrode, and the whole assembly is sandwiched in a custom-built air-tight sample holder with Kapton® windows. The assembly is heated to 110 °C for at least 12 hours to anneal the sample. Due to time constraints on the SAXS instruments, heating runs were performed instead of cooling runs.

Figure 6.5a-d plots the conductivity data for SEO(5.3 – 3.0) at \( r = 0.027 \), SEO(5.3 – 3.6) at \( r = 0.019 \), SEO(4.6 – 3.7) at \( r = 0.020 \), and SEO(5.3 – 3.6) at \( r = 0.025 \), respectively from the simultaneous SAXS/PEIS experiment. A vertical dashed line indicates the location of the ODT and the open symbol is taken at the end of the run after cooling from the disordered state. The cooling data was taken to ensure that the sample is still in contact with the electrodes at the end of the experiment, and thus is not at equilibrium.

Figure 6.5: Conductivity versus \( 1000/T \) for a) SEO(5.3 – 3.0), \( r = 0.027 \), b) SEO(5.3 – 3.6), \( r = 0.019 \), c) SEO(4.6 – 3.7), \( r = 0.020 \), and d) SEO(5.3 – 3.6), \( r = 0.025 \) from simultaneous SAXS/PEIS experiment. The solid symbols are from the initial heating run, and the open symbol is taken while cooling the sample (non-equilibrated). The dashed line is the location of the ODT, with the corresponding structure labeled on the graph.
There are two observations we can glean from this figure. The first is from looking at the cooling data. Although non-equilibrated, the data for SEO(4.6 – 3.7) is almost in agreement with the equilibrated heating run. The other samples do not show this behavior, indicating that the kinetics of these samples is much slower. This may explain why SEO(4.6 – 3.7) at \( r = 0.020 \) revealed a jump in conductivity during the ex-situ cooling run in Figure 6.4 while the other samples did not. We note that these samples were mounted on a temperature stage that can accommodate 8 samples. Thus, all these samples were run simultaneously, and the cooling data were taken at the same time. The second observation is in the heating data. The conductivity behavior does not fit the VTF equation over the entire temperature range, as was the case in Figure 6.2. This behavior is clarified in Figure 6.6, which plots the normalized conductivity and FWHM of the primary peak in SAXS profiles versus temperature.

![Figure 6.6: Normalized conductivity (filled symbols) and FWHM of the primary peak in SAXS (open symbols) profiles versus temperature plots for a) SEO(5.3 – 3.0), \( r = 0.027 \), b) SEO(5.3 – 3.6), \( r = 0.019 \), c) SEO(4.6 – 3.7), \( r = 0.020 \), and d) SEO(5.3 – 3.6), \( r = 0.025 \) from simultaneous SAXS/PEIS experiment.]

Surprisingly, all samples show a jump in normalized conductivity. For the case of SEO(4.6 – 3.7) at \( r = 0.020 \), SEO(5.3 – 3.0) at \( r = 0.027 \) and SEO(5.3 – 3.6) at \( r = 0.019 \), the jump in conductivity coincides with the jump in FWHM (i.e. conductivity increases at the ODT). For SEO(5.3 – 3.6) at \( r = 0.025 \) (Figure 6.6d), the jump in conductivity occurs around 90 °C whereas the ODT is observed at 135 °C. The reason for the jump in conductivity to occur 40 °C lower than the ODT is unknown. The sample is GYR at low temperatures, which has the same theoretical morphology factor as in the DIS state. It is possible that increasing the temperature creates better-connected GYR structures, or that applying a voltage aligns the sample. However
this is not something we can confirm with our data. The effect of transitions on conductivity can be observed up to 50 °C above the transition temperature, such as with the VTF equations which typically sets the reference temperature as 50 °C above the \( T_g \). However, in this case there does not seem to be a correlation with \( T_g \) of PS or \( T_m \) of PEO for the samples. The samples with the similar PS molecular weight or PEO molecular weight have different temperatures where jumps in normalized conductivity are seen.

From ex-situ experiments, the jump in normalized conductivity at the ODT is expected for SEO(4.6 – 3.7) at \( r = 0.020 \), but not for the others. The discrepancy between the in-situ and ex-situ experiments may be explained by at least two scenarios: 1) there is hysteresis in the cooling and heating runs and 2) there is a change in conformation or geometry with the in-situ set up that is not present in the ex-situ set up. Figure 6.5 has evidence that the kinetics of the samples differ from one another. Notably, SEO(4.6 – 3.7) at \( r = 0.020 \) seems to have a faster equilibration rate. This could be due to the \( \phi_{EO} \) of the system being closer to the \( \phi_{EO} \) at the critical point (i.e. a symmetric system) on the block copolymer phase diagram. The setup of the in-situ experiment requires the samples to stand on its side (i.e. electrodes are parallel to gravitation force) and use very thin, and very pliable aluminum electrodes. In contrast, the ex-situ experiments use very rigid electrodes with the sample lying flat (i.e. electrodes are perpendicular to the force of gravity). As a result, the in-situ samples could be changing in thickness or in area due to sample flow at transition temperatures. This would appear as instantaneous jumps in conductivity. In the following section, we explore the first scenario by performing in-situ PEIS/SAXS cooling runs.

### 6.5.2 Time-dependent conductivity measurements

We focus on the sample SEO(5.3 – 3.6) at \( r = 0.019 \). Figure 6.7 plots the normalized conductivity (closed triangles), FWHM (open triangles), and temperature (line) of the SEO(5.3 – 3.6), \( r = 0.019 \) sample as a function of time. In this case, the samples were annealed at each temperature for 20 minutes during the heating run, and for 60 – 120 minutes during the cooling runs. As temperature increases, both the FWHM and normalized conductivity increases with a jump in both around 90 °C (the ODT). However, upon cooling, it appears that the FWHM and the normalized conductivity continue to increase. It is clear that both the FWHM and the normalized conductivity for the cooling run do not match the heating run. In fact, both values do not change significantly when decreasing stepwise in temperature from 100 °C to 70 °C, even after 4 hours. This behavior does not agree with previous birefringence measurements, which indicate that the structures are reversible within 45 minutes (see Chapter 4). This may be due to differences in the temperature stage. The birefringence set up, which has a single sample holder that is well insulated, has better temperature control than the non-insulated multi-sample SAXS stage. The sample could also contain coexistence of ordered and disordered phases, where fractions of ordered phases are detected by birefringence but not by SAXS.

It is not until the sample reaches 64 °C that both the FWHM and normalized conductivity begin to decrease. Although, after cooling to 64 °C for 120 min, the FWHM and normalized conductivity values do not match with the heating run at 64 °C. This indicates that the cooling run, the heating run, or both are not equilibrated. Figure 6.8 is the conductivity from the heating
(closed triangles) and cooling run (open triangles) of SEO(5.3 – 3.6) at $r = 0.019$. Twenty-four hours after the end of the experiment, the sample was measured again using the ex-situ setup (labeled “ExSitu”) at 64 °C. This value is in agreement with the last cooling run measurement at 64 °C and 120 min, but not with the heating run at 64 °C. This indicates that the cooling run is equilibrated after 120 minutes but the heating run is either not equilibrated after 20 minutes or that the geometry of the system (e.g. thickness, contact area) has changed. The latter is less likely since the sample is annealed above the ODT for at least 12 hours during sample preparation. Furthermore, the normalized conductivity values from the heating run in the in-situ experiments are much lower (about $1/4^{th}$ to $1/6^{th}$ the value) of the ex-situ experiments. Clarification of this behavior requires heating runs with longer annealing times coupled with cooling runs. Although, it seems that the conductivity of these samples are dependent upon the structure of the sample. If we take the FWHM to be a measure of the order parameter, the normalized conductivity roughly follows the degree of order.

![Graph showing normalized conductivity, FWHM, and temperature vs. time for SEO(5.3 – 3.6) at $r = 0.019$.](image)

Figure 6.7: Normalized conductivity ($\blacksquare$), FWHM of primary SAXS peak ($\triangle$), and temperature ($\cdots$) versus time for SEO(5.3 – 3.6) at $r = 0.019$ during a simultaneous SAXS/PEIS experiment.
6.5.3 Dependence of electrochemical measurements on ODT

During in-situ experiments, a duplicate sample is run with SAXS only. That is, the conductivity of the sample is not measured and no current is passed through the system although the sample is prepared in a similar manner to those for the in-situ experiments (e.g. with aluminum electrodes). Figure 6.9 plots the FWHM of the primary peak in the SAXS profiles for SEO(5.2 – 3.6) at $r = 0.019$ and SEO(4.6 – 3.7) at $r = 0.020$ for the duplicate sample (open symbols, labeled “No Current”) and the in-situ PEIS/SAXS sample (closed symbols, labeled “PEIS Exp”). There appears to be a shift in the ODT to higher temperatures with the PEIS experiment. For SEO(5.2 – 3.6) at $r = 0.019$, the ODT is shifted about 10 °C. For SEO(4.6 – 3.7) at $r = 0.020$, the ODT is shifted by 15 °C. The SAXS profiles for the “No Current” sample of SEO(4.6 – 3.7), $r = 0.020$ shows the coexisting disorder/order peak (narrow peak and broad peak at same $q^*$) and a gradual transition from the ordered to disordered state (as seen in Chapter 4, between 108 °C to 125 °C). However, the “PEIS Exp” sample does not contain this coexistence regime. There seems to be an effect of measuring conductivity on the structural behavior of the SEO/LiTFSI systems. This is surprising because there is not a continuous voltage being passed through the sample. Instead voltage is passed for less than 3 minutes during the PEIS scans. The apparent influence of the applied voltage on the “PEIS Exp” samples is most likely alignment or merging of grains, which would require longer annealing times to disorder.
6.6 CONCLUSIONS

We have created a set of SEO/LiTFSI mixtures with accessible order-disorder and order-order transitions. We first focused on SEO samples where PEO is the major phase. SEO(2.3-4.6) with \( r = 0.05 \) exhibited a HEX-to-DIS transition at about 135 °C, while SEO(3.1-5.1) with \( r = 0.03 \) exhibited a LAM-to-DIS at 92 °C. A gradual LAM-to-GYR transition was observed for SEO(3.1-5.1) with \( r = 0.03 \) at temperatures between 52 and 106 °C. The temperature-dependence of the conductivity of these samples was consistent with the Vogel-Tamman-Fulcher equation, in spite of the presence of the above mentioned phase transitions. The ionic conductivities of the SEO/LiTFSI samples, normalized by the ionic conductivity of a 20 kg/mol homopolymer PEO sample at the salt concentration and temperature of interest, were independent of temperature. We conclude that order-order and order-disorder transitions have no effect on ionic conductivity in the limited SEO samples that we have examined thus far. In contrast, all previous studies of ionic conductivity in block copolymer/salt mixtures have concluded that conductivity is affected by both order-order and order-disorder transitions.

In samples with minority PEO phase, the Vogel-Tamman-Fulcher equation does not fit the full range of conductivity measurements. Particularly for SEO(4.6 – 3.7) at \( r = 0.020 \), both the heating and cooling runs of this sample shows a jump in normalized conductivity at the LAM-to-DIS transition. SEO(5.3 – 3.0) at \( r = 0.027 \) and SEO(5.3 – 3.6) at \( r = 0.019 \) reveal a jump in normalized conductivity at the ODT for heating runs but not for the cooling runs. Further investigation into this indicate that these systems require a long time to reach equilibrium in both heating and cooling experiments. SEO(5.3 -3.6) at \( r = 0.025 \) shows a GYR-to-DIS transition at 135 °C. Strangely, the jump in conductivity occurs 40 °C below the ODT. It has not been ruled out that the jump in conductivity can be attributed to changes to electrode geometry (changes in thickness or contact area). However, is clear that the conductivity of SEO(4.6 – 3.7) at \( r = 0.020 \) and SEO(5.3 – 3.6) at \( r = 0.019 \) is dependent on morphology.
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Chapter 7

Summary

7.1 DISSERTATION SUMMARY

The objective of this study was to investigate the thermodynamic and electrochemical properties of block copolymers mixed with salts for use as a solid polymer electrolyte in lithium-anode batteries. The growing demand for green power sources has put rechargeable lithium-anode batteries, a system with high power and energy densities, in the forefront as a promising candidate for applications such as electric vehicles.[1-3] A block copolymer was used in this study in order to overcome the shortcomings of using a homopolymer. That is, using a block copolymer can increase the modulus of the electrolyte to prevent dendrite growth. Past studies indicate that each block in the block copolymers can be tuned independently to obtain a material with a much higher modulus and minimal decrease in ionic conductivity in comparison to its homopolymer counterpart.[4] The systems studied in this dissertation are the block copolymer poly(styrene-block-ethylene oxide) (SEO) mixed with the salt Li[N(SO$_2$CF$_3$)$_2$] (LiTFSI) or the ionic liquid imidazolium TFSI (ImTFSI).

Block copolymers are able to microphase separate into ordered structures such as lamellae (LAM), hexagonally packed cylinders (HEX), and gyroid (GYR).[5-7] In Chapter 2, theories of block copolymer thermodynamics including the Flory Huggins theory, Leibler’s theory[5], and Fredrickson and Helfand’s theory[8] are discussed. Additionally, the theory developed by Wang[9] on the effect of salts on polymers is presented. These theories give a basis to understanding the effect of salts on block copolymers. An important parameter in each of these theories is the Flory Huggins interaction parameter, $\chi$. This parameter, which is inversely related to temperature, is a dimensionless energy parameter that describes the thermodynamics of the block copolymer system.

All the polymers in this dissertation were synthesized via anionic polymerization. The polymer characteristics were determined with a combination of size exclusion chromatography (SEC), matrix-assisted laser desorption/ionization-time of flight mass spectroscopy, $^1$H nuclear magnetic resonance spectroscopy (NMR), and differential scanning calorimetry (DSC). The SEO is mixed with LiTFSI or ImTFSI at concentrations of $r = 0$ to 0.15, where $r$ is the molar ratio of the cation to EO unit. The structure and thermodynamics of the block copolymer electrolytes were determined using a combination of birefringence detection of the order-to-disorder transition (ODT) and small-angle X-ray scattering (SAXS). The conductivity of the samples was measured using ac impedance spectroscopy.
The phase behavior and thermal properties of SEO mixed with LiTFSI were discussed in Chapter 4. From DSC studies, it was determined that LiTFSI decreases the crystallinity of the PEO block, with complete suppression between $r = 0.05$ to $r = 0.125$. The phases of the PEO block in the SEO copolymer are in agreement with the phase diagram for homopolymer PEO/LiTFSI. From SAXS measurements of the sample SEO(6.4 – 7.2), it was determined that the addition of LiTFSI generally increases the domain size of the sample, most likely due to increase in free volume. From $r = 0.085$ to $r = 0.10$, the domain size does not increase as rapidly as from $r = 0$ to $r = 0.085$. This was attributed to the increased coordination of Li$^+$ to ether oxygen. This behavior has not been seen in other PEO/salt systems.

Investigation of the SAXS profiles of SEO(6.4 – 7.2) revealed that increasing $r$ increases both the lamellar asymmetry and the effective $\chi$ parameter ($\chi_{\text{eff}}$) between the PS and PEO phases. Using both SAXS and birefringence, the phase behavior and ODT of several SEO samples were mapped out. A rich variety of phases are obtained, including HEX, LAM, and GYR even though the majority of the neat polymers are disordered. The ODT can be accessed by controlling the salt concentration. Phase diagrams of several SEOs as a function of $r$ are presented at the end of Chapter 4.

The change in $\chi_{\text{eff}}$ as a function of $r$ is quantified in Chapter 5. Using a combination of SAXS and birefringence, the ODT of several SEOs mixed with LiTFSI, ImTFSI, and a 50:50 mixture of both (Mix) were measured. Using the theories discussed in Chapter 2, the ODT was related to the $\chi_{\text{eff}}$ and plotted as a function of $r$. This relationship was determined to be linear with the slope of the line, $m$, a measurement of the change in the thermodynamic interactions with salts. Within error, the change in $\chi_{\text{eff}}$ for SEO/LiTFSI, SEO/ImTFSI, and SEO/Mix were the same, with $m = 1.52$. This indicates that the nature of the thermodynamics in this system is dominated by the large TFSI$^-$ anion. The theoretical predictions of Wang[9] were used to calculate the $\chi_{\text{eff}}$ of SEO with different salts. These were compared to the data in this dissertation and those reported by Young et al.[10]. Qualitatively, the trend with anion size is similar, but the absolute values of the theoretical $\chi_{\text{eff}}$ are consistently higher than the experimental values.

Finally, the effect of block copolymer morphology on conductivity is studied. The conductivity of the block copolymer should be less than that of the pure conducting homopolymer. The conductivity is assumed to scale by the volume fraction of the conducting block, $\phi_{\text{EO}}$ and the morphology factor, $f$. The morphology factor accounts for the alignment of randomly oriented grains in relation to the electrodes. For LAM samples, $f = 2/3$, while DIS, GYR, and HEX where the PEO is the major phase, $f = 1$. First, SEO samples where PEO is the major phase were examined. SEO(2.3-4.6) with $r = 0.05$ exhibited a HEX-to-DIS transition at about 135 °C, while SEO(3.1-5.1) with $r = 0.03$ exhibited a LAM-to-DIS at 92 °C. A gradual LAM-to-GYR transition was observed for SEO(3.1-5.1) with $r = 0.03$ at temperatures between 52 and 106 °C. The conductivity through the ODT and order-to-order transitions (OOT) were measured, and the Vogel-Tamman-Fulcher (VTF) equation was fit through the data. It was determined that the VTF equation fit reasonably well through the full set of data despite the presence of the transitions.

To hone in on the effect of morphology, the normalized conductivity values were calculated. The normalized conductivity was shown to successfully decouple the temperature
dependence from the conductivity measurements on samples that were fully disordered and fully
ordered in the experimental temperature range. It was determined that the ODT and OOT have
no effect on ionic conductivity of these samples.

In contrast, samples with PEO as the minority phase indicated a jump in conductivity. In
this case, samples were run both ex-situ (similar to the major phase sample study) and in-situ,
where SAXS and ac impedance spectroscopy were performed on the sample simultaneously. For
SEO(4.6 – 3.7) at \( r = 0.020 \), jumps in conductivity and normalized conductivity were seen near
the ODT in both in-situ and ex-situ experiments. Whereas SEO(5.3 – 3.0) at \( r = 0.027 \) and
SEO(5.3 – 3.6) at \( r = 0.019 \) revealed a jump in conductivity at the ODT in in-situ experiments,
but only a moderate rise in normalized conductivity 20 °C below the ODT in ex-situ experiments. Further investigation into SEO(5.3 – 3.6) at \( r = 0.019 \) suggests that this system
takes a longer time to reach equilibrium than the other systems. Furthermore, sample SEO(5.3 –
3.6) at \( r = 0.025 \), which shows a GYR-to-DIS transition at 135 °C, revealed a jump in conductivity around 95 °C. These jumps in conductivity seen in the in-situ conductivity/SAXS
measurements could be attributed to changes to electrode geometry (changes in thickness or
contact area). However, is clear that the conductivity of SEO(4.6 – 3.7) at \( r = 0.020 \) and
SEO(5.3 – 3.6) at \( r = 0.019 \) is dependent on morphology.

Continuing this study involves longer annealing times for these minor phase samples, in
heating and cooling, ex-situ and in-situ. Unresolved issues such as the reason for the jump in conductivity during in-situ measurements need to be settled. Furthermore, it would be interesting to see the effect of current/voltage on these samples with in-situ experiments, especially if active electrodes (lithium) are used. An under-explored factor is the effect of grain sizes on the conductivity. By using one of these samples with an accessible ODT, e.g., SEO(2.3 – 4.6) at \( r = 0.05 \), changing quench depths below the ODT should lead to different grain size
growths, which can be measured with birefringence.

Another area that could be improved upon is the measurement and predictions of the \( \chi_{\text{eff}} \)
parameter. In the theory developed by Wang, the calculated values of \( \chi_{\text{eff}} \) were consistently
higher than the experimental values. Since these calculations were based on nonadjustable
parameters, it is necessary to obtain the best possible values for the equation. One property that
is not well tabulated is the dielectric constant of PEO and PS in the temperature range of interest.
Thus, measuring this property would be the next step for this study. Furthermore, more rigorous
measurements of \( \chi \) can be measured for SEO/LiTFSI samples by fitting the random phase
approximation (RPA) to scattering data. To do RPA fits, a very precise measurement of absolute
intensity is needed.
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8.1 PROCEDURE FOR SEO SYNTHESIS

SEO block copolymers are synthesized using living anionic polymerization. This technique is sensitive to both oxygen and water; thus the solvents and monomers must be stringently purified and the synthesis performed on a high-vacuum line ($10^{-3}$ torr) and an argon glove box. The full synthesis procedure takes approximately 7 days.

*Solvent Purification*

The first step is to purify benzene, the solvent used in the synthesis. There is one purification stage when the benzene is taken from the solvent columns.

1) Use a large reactor with a stir bar.
2) Place benzene from the columns into the reactor.
   a. Need enough to make ~10 wt% solution.
3) Attach the reactor on the vacuum line and degas 3 times.
4) Distill the benzene from the reactor into a sec-butyllithium/diphenylethylene (sbl/dpe) stage, and stir for 8 hours.

*Styrene Purification*

The next step is purification of the styrene monomer, and synthesis of polystyrene. This procedure has 1 or 2 stages:

1) Calcium Hydride ($\text{CaH}_2$) stage.
2) Dibutyl Magnesium (DBM) stage.

Just doing one of the stages is sufficient to get a PDI below 1.1, with DBM giving slightly better PDI than just $\text{CaH}_2$. Do both stages if only one stage is not sufficient.

Only 1 stage:

1) $\text{CaH}_2$ stage preparation.
   a. Use long neck flask with stir bar.
   b. Ground $\text{CaH}_2$ with mortar and pestle to get fine powder.
c. Add CaH$_2$ to flask.
   i. Rule of thumb: 10 g for every 100 mL.
d. Add styrene to flask.
e. Attach flask to vacuum and degas 3 times.
f. Let stir for few hours.

OR

1) DBM stage preparation
g. Bring reactor (with clean stir bar!) into glovebox and add DBM.
   i. Rule of thumb: 10 mL of DBM (1.0 M in heptane) for 100 mL styrene.
h. Attach reactor to vacuum line and degas.
i. Distill off heptane into waste flask.
j. Pull on reactor for a few hours (overnight is best) to get rid of residual heptanes.
k. Bring reactor into glovebox and pipet in styrene.
l. Reattach reactor to line and degas 3 times.
m. Let stir for few hours (overnight is best).

2) Degas purification stage.
3) Flame torch line.
   a. Make sure that it cools down before distillation of styrene because styrene can autoinitiate thermally.

4) Distill styrene from purification stage to reactor (or ampoule) using liquid nitrogen.
   a. Do NOT use warm bath (because of autoinitiation).

If doing both stages, do CaH$_2$ stage first, and then distill from CaH$_2$ stage to DBM stage.

Polymerization of styrene block

1) Attach reactor to the vacuum line.
2) Torch the reactor and vacuum line to get rid of impurities.
3) Distill trace amount of solvent into reactor.
4) Take reactor to glove box.
5) Pipette calculated amount of the initiator, sec-butyllithium.
6) Attach reactor back to vacuum line and degas.
7) Distill remaining solvent.
   a. Always leave a small amount in sbl/dpe stage.
8) Distill monomer to ampoule.
   a. Add more than needed to ampoule such that you can measure by difference.
   b. Remember that monomer will expand once it warms up.
   c. Do not leave in ampoule for too long (ie not longer than 1 day) since there are no purifiers in the ampoule.
9) Distill monomer from ampoule to reactor.
10) Let react for at least 4 hours.
   a. Solution should turn a pale yellow to a pale orange color (depending on concentration).
11) Take out a small amount of the solution and terminate with isopropyl alcohol (IPA) to characterize the first block.

_Ethylene Oxide Purification_

This completes the synthesis of the first block, ready for the addition of the ethylene oxide (EO) block. The purification of the EO monomer requires 3 steps:

1) Calcium Hydride (CaH$_2$) stage.
2) N-butyl lithium (NbutLi) stage 1.
3) NbutLi stage 2.

Ethylene oxide monomer is a gas at room temperature (boiling point~ 11°C). All stages must be maintained at 0 °C (or lower) at all times.

1) Prepare CaH$_2$ stage:
   a. Use long neck flask with stir bar.
   b. Ground CaH$_2$ with mortar and pestle to get fine powder.
   c. Add CaH$_2$ to flask.
      i. Rule of thumb: 10 g for every 100 mL.
   d. Attach flask to vacuum line and pull.

2) Condense EO to CaH$_2$ stage.
   a. Use regulator on EO cylinder, and attach with tubing to vacuum line.
      i. Pull on tubing to allow for better condensation.
   b. Use dry ice/IPA mixture on CaH$_2$.
      i. If EO is not condensing very well, switch to LN$_2$.

3) Degas CaH$_2$ stage 2 times.
   a. To degas, freeze stage with LN$_2$.
   b. After closing off vacuum, take LN$_2$ off stage and let stage warm up slightly (about a minute), allowing a boundary layer to form around the flask.
   c. Place in dry ice (about a minute).
   d. Add IPA to dry ice.
      i. This procedure slowly warms up the EO stage.

4) Stir EO on CaH$_2$ overnight to remove residual moisture.
   a. Maintain dry ice/IPA temperature on stage.

5) Preparation of nButLi stages:
   a. Bring 2 reactors OR 2 long neck flasks (with clean stir bars!) into glovebox and add nButLi.
      i. Rule of thumb: 10 mL of nButLi (1.0 M in cyclohexane).
   b. Attach reactor to vacuum line and degas.
   c. Distill off cyclohexane into waste flask.
   d. Pull on reactor for a few hours (overnight is best) to get rid of residual cyclohexane.

6) Degas EO on CaH$_2$.

7) Distill EO from CaH$_2$ stage to nButLi stage 1.
   a. Take away dry ice/IPA from CaH$_2$ stage and let warm up slightly (~1 min).
b. Add ice to CaH₂ stage (~1 min).
c. Add water to CaH₂ stage.
d. Use LN₂ on nButLi stage 1.
e. Slowly open valve from CaH₂ stage.
   i. Listen for a hiss, which means you are distilling too fast.
8) Stir EO in nButLi stage 1 for 30 min on ice bath.
   a. Take LN₂ off nButLi stage 1 and let warm up slightly (~1 min).
   b. Add ice to CaH₂ stage (~1-5 min).
   c. Add water to CaH₂ stage.
9) Degas nButLi stage 1.
10) Repeat steps 7 through 9, for nButLi stage 1 to nButLi stage 2.
11) Distill EO from nButLi stage 2 to ampoule.

Polymerization of ethylene oxide block

1) Distill about 1 mL of monomer from ampoule to reactor.
   a. Distill any unreacted EO back to CaH₂ stage.
2) Let react for at least 8 hours.
   a. Solution should turn clear.
3) Degas reactor and take reactor into glovebox.
4) Add the catalyst, tert-butylyphosphazene.
5) Repurify the ethylene oxide monomer (steps 6-11 in the previous section).
6) Distill calculated amount of monomer from ampoule to reactor.
7) Set in a 45 °C bath and stir for 3 days.

Terminate reaction

1) Take reactor offline and bring into glove box.
2) Pipette in excess IPA and stir.

Clean polymer

1) Fill a large beaker with cold hexane.
2) Pour polymer from reactor into beaker.
   a. Polymer should precipitate right away.
3) Stir overnight.
4) Fish out polymer chunks and place into second 4L beaker with benzene.
   a. Take out as many polymer pieces as possible by “hand”, then throw away supernatant.
5) Stir for few hours.
6) Repeat hexane then benzene 2 more times (total of 3 precipitations).
7) Freeze dry.
8.2 LIST OF SYNTHESIZED POLYMERS

<table>
<thead>
<tr>
<th>Name</th>
<th>Lab Name</th>
<th>Publication Name</th>
<th>$M_{\text{PS}}$</th>
<th>$M_{\text{EO}}$</th>
<th>$\varphi_{\text{EO}}$</th>
<th>$M_{\text{Total}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEON0</td>
<td>SEO11</td>
<td>SEO(6.4 – 7.2)</td>
<td>6368</td>
<td>7242</td>
<td>51.9</td>
<td>13,610</td>
</tr>
<tr>
<td>SEON1</td>
<td>SEO12</td>
<td>SEO(1.4 – 2.5)</td>
<td>1383</td>
<td>2471</td>
<td>61.9</td>
<td>3854</td>
</tr>
<tr>
<td>SEON2</td>
<td>SEO13</td>
<td>SEO(2.3 – 4.6)</td>
<td>2296</td>
<td>4607</td>
<td>64.6</td>
<td>6903</td>
</tr>
<tr>
<td>SEON3</td>
<td>SEO14</td>
<td>SEO(3.1 – 5.1)</td>
<td>3111</td>
<td>5134</td>
<td>60.0</td>
<td>8245</td>
</tr>
<tr>
<td>SEON4</td>
<td>SEO18</td>
<td>SEO(5.3 – 3.0)</td>
<td>5315</td>
<td>2968</td>
<td>33.7</td>
<td>8283</td>
</tr>
<tr>
<td>SEON5</td>
<td>SEO19</td>
<td>SEO(5.3 – 3.6)</td>
<td>5272</td>
<td>3580</td>
<td>38.0</td>
<td>8852</td>
</tr>
<tr>
<td>SEON6</td>
<td>SEO20</td>
<td>SEO(4.6 – 3.7)</td>
<td>4558</td>
<td>3733</td>
<td>42.7</td>
<td>8291</td>
</tr>
<tr>
<td>SEON7</td>
<td>SEO21</td>
<td>SEO(1.7 – 1.6)</td>
<td>1664</td>
<td>1646</td>
<td>47.0</td>
<td>3310</td>
</tr>
<tr>
<td>SEON8</td>
<td>SEO22</td>
<td>SEO(1.5 – 1.3)</td>
<td>1454</td>
<td>1323</td>
<td>45.0</td>
<td>2777</td>
</tr>
</tbody>
</table>
8.3 BIREFRINGENCE EXPERIMENT PROCEDURE

**Quick Reduction**

This is the typical reduction, and can be used on most measurements. In each measurement, adjust the neutral density filter such that the measured intensity \( I \) is \( \sim 1.0 \). The photodiode response is most linear in this region. The measured \( I \) can be converted to \( I \) at zero neutral density \( (I_{0\text{ND}}) \) by the relation:

\[
I_{0\text{ND}} = \frac{I}{10^{-ND\#}}
\]  

(8.1)

The correct \( ND\# \) is determined by taking 1 second measurements in the desired configuration. With the variable \( ND \) filter, the \( ND\# \) has to be calibrated. The experimental measurements consist of:

\[ I_1 = \text{measurement with laser off} \]
\[ I_2 = \text{measurement with no sample, analyzer uncrossed} \]
\[ I_6 = \text{measurement with sample, analyzer crossed} \]

The last measurement is the experimental run, taken during the heating scans. Typically, scans were taken in 30 to 60 second intervals. Data is presented as:

\[
\frac{I_{6,0\text{ND}}}{I_o} = \frac{\left(\frac{I_6}{10^{-ND\#_6}}\right)}{\left(\frac{I_2}{10^{-ND\#_2}}\right)}
\]  

(8.2)

Where \( I_{6,0\text{ND}} \) is the reduced experimental measurement at zero neutral density and \( I_o \) is the intensity of the incident beam. To obtain equilibrium data, the last 5 measurements at each temperature step are averaged.

**Full Reduction**

The full reduction is used when the birefringence signal of the sample is very low. The quick reduction procedure is followed, with addition measurements:

\[ I_1 = \text{measurement with laser off} \]
\[ I_2 = \text{measurement with no sample, analyzer uncrossed} \]
\[ I_3 = \text{measurement with no sample, analyzer removed} \]
$I_5 =$ measurement with sample, analyzer removed
$I_6 =$ measurement with sample, analyzer crossed
The full reduction can be calculated by:

\[
T_{\text{analyzer}} = \frac{(I_2 - I_1)}{(I_3 - I_1)} \tag{8.3}
\]

\[
T_{\text{sample}} = \frac{(I_5 - I_1)}{(I_3 - I_1)} \tag{8.4}
\]

\[
I_{\text{background}} = I_1 + (T_{\text{sample}} \cdot (I_4 - I_1)) \tag{8.5}
\]

\[
I_o = T_{\text{analyzer}} \cdot (I_5 - I_1) \tag{8.6}
\]

\[
\frac{I}{I_o} = \frac{I_6}{I_o} \tag{8.7}
\]

Where each $I_o$ has already been converted to zero neutral density.