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This paper proposes a novel QoS-aware and congestion-aware Network-on-Chip architecture that not
only enables quality-oriented network transmission and maintains a feasible implementation cost but
also well balance traffic load inside the network to enhance overall throughput. By differentiating appli-
cation traffic into different service classes, bandwidth allocation is managed accordingly to fulfill QoS
requirements. Incorporating with congestion control scheme which consists of dynamic arbitration
and adaptive routing path selection, high priority traffic is directed to less congested areas and is given
preference to available resources. Simulation results show that average latency of high priority and over-
all traffic is improved dramatically for various traffic patterns. Cost evaluation results also show that the
proposed router architecture requires negligible cost overhead but provides better performance for both
advanced mesh NoC platforms.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Multi-core integrated circuit designs have been proposed and
proven a prevailing architecture recently. Multiprocessors (CMPs)
such as 64-core SoC and 80-core NoC architecture [6,42] were
presented to pave the way to network-based interconnection net-
work design. NoC interconnection scheme has been demonstrated
as a better solution because of superior performance and fault tol-
erance characteristics [7,11]. NoC interconnection architecture
uses a distributed control mechanism, providing a scalable inter-
connection network.

A multiprocessor system platform called Network-based
Processor Array (NePA) has recently developed [5], in which pro-
cessors are interconnected by using an on-chip two-dimensional
(2D) mesh network. NePA is a deadlock-free and livelock-free net-
work that implements wormhole packet switching technique and
utilizes an adaptive minimal routing algorithm. Because of the lim-
itation of traditional 2D mesh topology, additional alternative rout-
ing resources which provide more network tolerance are employed
to further improve the performance of the NePA architecture.
Moreover, diagonal links for the 2D mesh network are proposed
to improve throughput and performance because of the emergence
of X-architecture routing technique in chip manufacturing [21,39].
The proposed NoC architecture referred to as Diagonally-linked
Mesh (DMesh) employs diagonal express links among routers on
a baseline NePA network [20]. Diagonal links not only reduce the
distance between source and destination nodes, but also help to
alleviate network congestion so that network performance is en-
hanced dramatically [47].

Adaptive routing algorithms have been employed in multichip
interconnection networks as means to improve network perfor-
mance and to tolerate link or router failures. However, congestion
in interconnection networks is a well-known phenomenon. This
work utilized a congestion control scheme to provide adaptive
routing arbitration control and thus exploit available routing
resources efficiently. This allows avoiding control beyond target
baseline adaptive routing algorithm which can adaptively balance
traffic load and increase NoC overall throughput by intelligently
allocating existing resources. Quality-of-Service (QoS) provision
supports differentiated service classes among various applications
and can further improve utilization efficiency of network band-
width. Instead of original approaches of adding multiple buffers
or virtual channels (VCs), the proposed mechanism featuring
congestion avoidance scheme and QoS ability facilitates differenti-
ated service transmission while maintaining a high throughput
tolerance.

The rest of the paper is organized as follows. Section 2 summa-
rizes related work in on-chip interconnection networks. Section 3
describes an overview of NePA and DMesh NoC platforms. Section 4
proposes an innovative router design with congestion-aware and
QoS-aware router scheme. Section 5 shows performance and cost
evaluation of the proposed architecture. Concluding remarks are
provided in Section 6.
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2. Related work

2.1. Congestion control

Congestion management was proposed to prevent networks
from saturation and improve the throughput in NoC. Buffer and
link status are two of the most popular ways to indicate the exis-
tence of network congestion [37,40,41]. A congestion-aware rout-
ing algorithm is targeted to evenly distribute traffic load over the
network. For instance, a self-optimized routing strategy [40] deci-
des a favorable path for incoming packets based on buffer load
information. A proximity congestion awareness technique is pro-
posed to avoid congested areas based on the use of stress values
which are passed from neighboring switches [35]. Both techniques
attempt to divert packets from hot spots in the network. A conten-
tion-aware input selection algorithm which gives priority to
incoming packets from congested areas was proposed to alleviate
congestion in upstream area [48]. An application-aware congestion
control algorithm in on-chip bufferless networks is proposed by
making proper throttling decisions [36]. A streamlined method is
used in network interfaces to reduce the network congestion by
global congestion information. An adaptive scheduler is equipped
to reduce additional traffic to congested areas [14]. An approach
using combination of local and non-local network information to
determine the optimal path to forward a packet was recently pro-
posed [16,17,27].

Adaptive input–output selection router architecture which uti-
lizes an adaptive minimal and non-minimal routing algorithm
relying on the congestion condition of neighboring routers to cir-
cumvent the congested areas was proposed [12,15]. Weighted
round robin arbitration mechanism is adopted in input selection
to give preference to input port with light traffic in order to avoid
possible network congestion in the downstream routers. An
adaptive output-selection method using both minimal and non-
minimal paths based on the congestion condition of neighboring
routers was introduced. Congestion flag is asserted when buffer
size reaches pre-defined threshold and increasing buffer occupa-
tion rate is detected.

In order to design a lightweight congestion-aware NoC router,
an approach based on dynamic port arbitration to resolve conges-
tion and adaptive output path selection to distribute traffic load
efficiently was devised [45,46]. Complicated buffer monitor meth-
ods will cause more overhead for multi-port designs such as NePA
and DMesh routers. Different from buffer occupation measure-
ment, the number of blocked buffers meaning active FIFOs with
waiting packets serves as congestion index and this approach low-
ers the congestion measurement complexity. Upstream traffic from
more congested routers is given preference to direct packets
toward light-congested destination. The proposed router can effec-
tively enhance network throughput by utilizing simple congestion
index statistics to determine the network congestion status so that
implementation complexity can be reduced. This work utilized this
methodology to relax congestion situation.
2.2. QoS provision

QoS is commonly achieved by providing each traffic class with a
separate virtual channel, either in a time-division multiplexing
[19,32] or dynamic virtual channel allocation [23,24] manner. Net-
works providing guaranteed throughput (GT) and best effort (BE)
services use VC reservation methodology. The Æthereal is a NoC
that provides GT that is connection-oriented and BE that uses
non-reserved time slots, and it supports statical and dynamic allo-
cation of slots [18]. The MANGO [8] is another NoC that provides
connectionless BE routing and connection-oriented guaranteed
services (GS). Another implementation example adopts determin-
istic dimension order source routing strategy and assigns priority
to GT traffic. BE packets are allocated in a round robin manner if
GT associated virtual channels (VCs) are empty [44]. A customized
QoS NoC (QNoC) which classifies service into four classes: signal-
ing; real-time; RD/WR and block transfer was proposed. There
are individual buffers to store different classes of traffic and band-
width are allocated accordingly [9]. A memory-efficient on-chip
network architecture with intelligent memory controller inside
network interface was proposed to realize QoS by better resource
utilization and reordering mechanism, including out-of-order
delivery and a priority-based router to decrease the network la-
tency [13].

Although multiple VCs are implemented to support more ser-
vice levels, these designs increase switch complexity and arbitra-
tion delay. An area-efficient design using two VCs at switches
was presented to provide full QoS support, which demonstrates a
more than acceptable performance and meets the low cost need
of NoC stringent implementation requirement [30,28]. The trend
of providing sufficient adaptive routing or fault tolerance is to in-
crease the number of ports instead of increasing the number of
VCs per port was also indicated [28,33].

2.3. Hybrid mechanism

Routers with congestion management and QoS provision gener-
ally require a high number of buffers at switch ports, so the imple-
mentation cost is high and therefore prohibits their adoption of
NoCs. An interconnection network architecture combining both
technologies has been proposed recently [29,31]. Regional Explicit
Congestion Notification (RECN) which needs no VCs and QoS-
aware design with two VCs dramatically reduce resources
requirement and design complexity. The combined architecture
demonstrates cost efficiency and performance improvement.

This work integrated QoS provision and congestion-aware rout-
ing algorithm in an efficient way to facilitate packet transmission
and enhance throughput for NoC routers.
3. High performance NoC platform

Exploring fully adaptive routing ability enables extensive rout-
ing flexibility and thus enhance network throughput. The double-y
routing algorithm has been proposed as the solution inside a chip
to support fully adaptive wormhole routing and maintain feasible
design complexity [34]. There are two approaches of employing
two additional vertical channels. One is using VC technique, and
the other is using additional physical channel to form double-y
networks. Although the former approach can reduces port num-
bers of routers, it might deteriorate transmission performance
when workload increases. Adding additional physical ports relaxes
the congestion problem and sustains fully adaptive routing benefit.
NePA platform uses two extra ports for forming independent
eastbound and westbound subnetworks [4]. Beyond that, DMesh
platform is constructed by integrating four additional diagonal
links to NePA to further take advantage of diagonal architecture
and explore more routing space.

3.1. NePA system platform

NePA platform is a scalable, flexible and reconfigurable high
performance NoC platform [2] which is based on a 2D mesh topol-
ogy as shown in Fig. 1 and uses the wormhole packet switching
technique. The router is connected with its four neighboring rou-
ters via six 64-bit bidirectional links, including two horizontal
and four vertical links. A key feature of the NePA architecture is



Fig. 1. A 4 �4 NePA platform with two additional vertical links.
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the use of two separate vertical links which provides insolated sub-
networks and classifies packets into eastbound and westbound
traffic. Within each subnetwork, adaptive minimal routing is per-
formed to prevent cycles in the resource dependence graph and
guarantees deadlock freedom [10]. Utilizing an adaptive XY routing
scheme can increase network performance and provide fault-toler-
ant routing ability [4]. The router adaptively selects an alternative
output port for packets when an output port is congested or the
output buffer is full. Therefore, the link utilization is well balanced
and network performance also improves.

3.2. DMesh system platform

DMesh network is constructed by integrating diagonal links to
NePA, as presented in Fig. 2. DMesh network is composed of two
sub-networks: E-subnet and W-subnet, represented with dashed
arrows and solid arrows in Fig. 2, respectively. E-subnet is
responsible for transferring eastbound packets while W-subnet is
responsible for westbound traffic. When source PE starts packet
transmission, it injects packets into one of the subnetworks
depending on the direction of destination PE. Subsequently, pack-
ets traverse through one of the sub-networks to their destinations.

4. Router architecture

Adaptive routing algorithm approaches improve network
performance by adjusting routing based on network situations.
Multiple buffers inside each port mitigate Head-of-Line (HOL)
Fig. 2. A 4 �4 DMesh platform with diagonal connection. Dash lines indicate
eastbound subnetwork called E-subnet; solid lines indicate westbound subnetwork
called W-subnet.
blocking effects and enhance throughput and latency. Instead of
VC approach, this work employs parallel buffers to solve the HOL
blocking issue. To effectively utilize routing resource and improve
throughput, Congestion-Aware (CA) routing scheme effectively
relax packets from high congested areas and direct them to less
congested ones. QoS-aware routing further improves performance
for high priority application traffic.

4.1. Adaptive routing algorithm

A double-y routing and allowed turns are shown in Fig. 3(a) and
(b). Once packets are injected into the networks, they can only
transmit in one of the disjoint eastbound and westbound
subnetworks, following the minimal XY routing approach. If either
X or Y direction occurs congestion indicated by link status, packets
will go through less congested paths toward their destinations
adaptively.

NePA/DMesh routers are mainly divided into internal router
dealing with injecting and ejecting packets and two sub-routers:
E-router and W-router. NePA follows minimal XY routing ap-
proach. However, DMesh adopts a quasi-minimal routing approach
instead of a minimal one to well balance workloads over the
network so that performance and throughput are dramatically im-
proved especially in high workload situations [47]. Diagonal chan-
nels will be granted first, then horizontal or vertical channels will
be taken if possible diagonal channels are taken or congested. The
channels of an internal router have the lowest priority which can
prevent further congestion particularly in heavy load situations.

4.2. Multiple parallel buffers enhanced architecture

Performance of wormhole routed networks suffers from the
HOL blocking effect especially when in high workload scenarios.
To tackle this problem, incorporating VC can effectively mitigate
performance degradation and improve throughput and latency
accordingly [26]. Different VC approaches have been adopted by
many five ports routers and demonstrated their effects. However,
VC flow control needs abundant control signals among routers to
keep track of VC buffer status which causes tremendous overhead
for multi-port routers. Traditional congestion monitor is conducted
by measuring buffer occupation and passing message among rou-
ters. The number of control lines is independent of link bit-width,
but one should avoid inefficient design, if control signals make up
major portion of wirings. For example, in the case of a router with 4
four-slot VCs inside each input port, two bits are required to
indicate available buffer length when each VC size is four flits,
needs 8 (4 � 2) wires to indicate buffer occupancy, and 4 input
ports totally need 32 bits to indicate current router buffer status.
The overall buffer occupancy status of current router can be
(a) (b)
Fig. 3. Double-y network router architecture and the associated routing algo-
rithms: (a) a router in double-y network (b) allowed turns by double-y routing.
Dotted lines indicate prohibited turns.
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viewed as congestion status and is broadcasted to all its neighbors.
If all the buffer information of current router is broadcasted to all
its neighbors, 128 (32 � 4) bits are required. Therefore, detail
congestion information from neighboring routers allows arbiter
to choose the most congested input port from upstream routers
and less congested output port from downstream routers by
congestion condition information. To further mitigate wiring over-
head, especially for multi-port designs such as NePA and Dmesh,
coarse buffer status signaling with reduced wiring cost should be
adopted. That is also one of the motivations for designing a light
weight congestion detection and broadcasting mechanism.

Different from VC flow control, a new routing-independent
Parallel Buffer (PB) structure and its management scheme were
proposed to enhance network channel utilization but keep design
overhead moderate [3]. An enhanced router example of NePA
E-router is shown in Fig. 4. Each added channel keeps the merit
of adaptive minimal routing strategy instead of mapping to dedi-
cated outputs in a fixed pattern. This scheme works independently
to explore more routing resources so that the channel utilization
and maximum throughput are achieved accordingly. The proposed
architecture maintains the routing flexibility to deliver packets to-
ward paths with less congested possibility. Therefore packets can
bypass blocked output ports and keep heading to destination with
minimal routing paths.
4.3. Dynamic congestion-aware router architecture

A proposed lightweight dynamic arbitration mechanism has
shown that its effectiveness in congestion detection and manage-
ment [46,47]. The mechanism can especially reduce the wiring
requirement because it only delivers congestion index calculated
by the number of active FIFOs with waiting packets instead of de-
tailed buffer or link information. The purpose of dynamic arbitra-
tion is to alleviate traffic congestion by allowing packets coming
from hot spots to move first and use less congested routers to ad-
vance. Resources contention in the congested region is reduced
accordingly. A congestion-aware routing procedure is described
in Algorithm 1 to detail the approach. First, priority queue PQi

and PQo associated with available input and output ports are estab-
lished based on congestion indices from neighboring routers. Each
input port is corresponding to a congestion index from its up-
stream router, and each output port is associated with a congestion
index from its downstream router. Available input and output
ports have associated keys identifying congestion status in
Fig. 4. An enhanced NePA E-router a
upstream and downstream routers to decide the priority of each
port. The arbiter matches input–output pair from PQi which indi-
cates highly congested traffic and from PQo which indicates less
congestion.

Algorithm 1. CA and QoS management mechanism
Input: Packeti, Cogestion_idx_in
Output:Cogestion_idx_out
PBn: nonempty parallel buffers
QoSn: predefined service classes
PQi: a priority queue that holds M input ports
PQo: a priority queue that holds N output ports
Pi: input port index
Po: output port index
1: Packets are inject into either E-subnet or W-subnet
2: Construct PQi for input ports by Cogestion_idx_in
3: Construct PQo for available output links by Cogestion_idx_in
4: Sort PQi and PQo according to congestion status
5: for all QoSn do
6: for all Po in PQo do
7: for all Pi in PQi do
8: for all PBn in each Pi do
9: if input–output pair is available then
10: route packet from selected input to output port
11: remove Pi and Po from PQi and PQo

12: else
13: restore Pi and Po into PQi and PQo

14: end if
15: end for
16: end for
17: end for
18: end for
19: Calculate congestion index from buffers with waiting

packets
20: Transmit Cogestion_idx_out to neighbor routers
4.4. QoS-aware router architecture

Application workloads are classified into different service levels
and indicated in the header field. Header parsing unit interprets
associated QoS header field and gives routing preference to high
rchitecture with parallel buffers.
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priority packets. Less congested output and high congested input
are selected to advance high priority traffic first. For multiple PBs
router mechanism, resource sharing and specific channel reserva-
tion for GT traffic are two strategies to differentiate resource allo-
cation procedure. The former is described in Algorithm 1, all
buffers are shared by all traffic including GT and BE. For resource
reservation solution, one or multiple buffers are dedicated to GT
traffic and others are assigned to BE traffic [24].

According to different resource deployment, QoS-aware router
can be further classified into the following mechanisms.

� Single Buffer Mechanism (SBM): There is only one associated
buffer with each input port. Arbiter routes GT traffic first based
on available routing resources and congestion information.
Although GT packets gain preference to be served, they might
be blocked by BE ones due to shared buffer. Only the arbiter
provides differentiated routing arbitration to enable prelimin-
ary QoS.
� Multiple Buffers Mechanism (MBM): All buffers are shared by

all service classes. Although it has the potential performance
degradation of GT traffic because of being blocked by BE traffic.
This situation can be relaxed by multiple PBs design and
dynamic adaptive routing. On one hand multiple PBs can store
GT traffic to avoid blocking, and on the other the GT traffic
can be advanced owing to preferably allocated resource. Buffer
utilization is maximized whatever GT rate is set in this case.
� Multiple Buffers Mechanism with Reserved Channel

(MBMRC): MBMRC reserves specific buffers to store GT traffic.
Static buffer allocation for QoS is popular in assigning routing
resource [9]. Different from that, GT buffers are reserved for
GT traffic and other buffers are shared by all traffic to improve
buffer utilization in our simulation. In two PBs case, PBnum0 is
dedicated to GT traffic, and PBnum1 is shared by both GT and
BE traffic. Guaranteed bandwidth is reserved for GT so as to pro-
vide better performance. It might cause resource utilization
inefficiency when considering low GT traffic case.

Congestion and QoS aware mechanism differentiates traffic
transmission and maximize network resource utilization effi-
ciency. GT packets benefit from multiple PBs design and preferably
adaptive routing. Congestion management helps to mitigate possi-
ble performance degradation in high workload cases because GT
packets tend to be directed to less congested areas.
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4.5. Starvation prevention

Resource allocation imbalance and high GT injection rate might
cause starvation situation for BE traffic. However, setting 25% GT
ratio limitation can avoid starvation at most cases [44]. In our
high-throughput router architecture, experimental results have
Table 1
Simulation parameters.

Characteristics Baseline Variations

Topology 2D Mesh –
Network size 8x8 16x16, 32x32
Routing CA adaptive Fixed priority
QoS mechanism MBM SBM, MBMRC
Router ports 7(NePA) 5(NoC5), 11(DMesh)
Parallel buffers/port 2 1, 4
Buffer size (flits)/PB 4 2, 8, 16
Packet length (flits) 4 1, 8, 16
Flit size (bits) 64 –
Traffic workload Synthetic Local, Hot spot
Simulated period (cycles) 100,000 –
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Fig. 6. Overall and GT traffic average latency comparison among NoC5, NePA and
DMesh under Random traffic (2 PBs/port, 4 flits/buffer).
shown that the starvation can be avoided by limiting the ratio of
GT traffic to be around 50% when considering multiple PBs without
GT channel reservation for NePA. This is realistic as it is expected
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that GT class should only be assigned to a small portion of traffic.
This can be easily achieved by self-disciplined processors.

Other than passive expectation of GT ratio limitation, QoS level
boost mechanism is proposed to eliminate starvation. A timer for
each buffer is needed to record how long packets have been
blocked. When blocking time reaches the predefined threshold,
BE packets are boosted to GT traffic in order to accelerate transmis-
sion. Starvation can be aggressively prevented in this manner.
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5. Evaluation

The methodology used to analyze the performance and feasibil-
ity is discussed in this section. Different control factors such as net-
work platform, PB allocation, routing algorithm, GT ratio, traffic
pattern and workload will be evaluated and discussed.

5.1. Experimental setup

The proposed QoS and Congestion Aware (QoSCA) NoC platform
is developed by a System-C based cycle accurate simulator. Table 1
lists detailed simulation configuration. Different mesh network
sizes and router designs such as five-port (NoC5), seven-port
(NePA), eleven-port (DMesh) routers are considered. Wormhole
packet switching is adopted, and packets are composed of 64-bit
flits. Traffic generator produces various synthetic traffic traces for
evaluating the performance, including {Random, Bit complement,
Bit reverse, Matrix transpose} traffic patterns [10]. Additionally,
local and global hot region traffic conditions are also considered,
labeled as {Local, Hot spot}. Local traffic features 80% of the total
injected traffic with traverse distance less than four hops. Hot spot
traffic features that 10% of the nodes receive 68% of the total
injected traffic. These patterns define the spatial distribution of
packets. A self-similar traffic generation technique was imple-
mented to apply temporal distribution to transmitted packets
[25,43]. Self-similar traffic can be generated by aggregating a large
number of packet sources which exhibit a long-range dependence
property [38]. ON/OFF state is imposed on source node to control
traffic generation during simulation time. The length of time a
node spends in the ON or OFF state is determined by the Pareto dis-
tribution [1]. Shape parameters, aON and aOFF, are used to calculate
ON and OFF periods. TON ¼ U�1=aON and TOFF ¼ U�1=aOFF , where U is a
uniformly distributed value in the range of (0,1], aON = 1.9 and
aOFF = 1.25 are set in the simulation.

An open-loop interconnection network measurement setup was
used in simulations [10]. Packets are stored in an infinite queue at
the source node after they are generated, and wait until they are
injected into the network. This method isolates the packet genera-
tion from the network behavior which indicates the packet gener-
ation is independent of the network condition. Each simulation
executes 10,000 clock cycles for warm-up and then continues for
100,000 cycles during which router performance is conducted.

5.2. Performance evaluation

Performance evaluation is based on transmission time and
traffic load among source and destination pairs. Latency and
throughput are major performance evaluation metrics. System per-
formance evaluation was conducted among various NoC platforms,
network sizes, router architectures, arbitration schemes, traffic
configurations and resource assignment mechanisms to demon-
strate the effectiveness of the proposed mechanism.

5.2.1. Throughput enhanced router design
How port numbers (two additional vertical ports for NePA and

diagonal links for DMesh) and PB configuration influence
performance in terms of latency and throughput are shown in
Fig. 5. The five-port counterpart adopts dimension order routing
and all the cases implement the congestion-aware scheme in the
simulation. Performance improves as routing resources increase.
Multiple ports provide additional routing flexibility and bandwidth
and multiple PBs alleviate congestion situation so as to accelerate
data transmission. NePA outperforms NoC5 routers and DMesh
outperforms NePA because of express diagonal link employment.
NoCs with more ports meet the expectation of performance
improvement at the same buffer level. It is also noticed that adding
more PBs cannot account for definite performance improvement.
NePA and DMesh with less PBs work better than NoC5 with four
or eight PBs. DMesh_PB2 improves accommodated throughput
more than NePA_PB2 and NePA_PB4, and NePA_PB2 improves it
more than NoC5_PB2 and NoC5_PB4. Even DMesh_PB1 accommo-
dates more traffic than NePA and NoC5 with multiple PBs. The re-
sult reflects that adding extra routing resource benefits overall
system performance owing to routing flexibility. The observation
from different traffic patterns comes to the same conclusion, and
the improvement is significant especially in symmetric traffic sce-
narios such as {Bit reverse} and {Matrix transpose}.
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5.2.2. NoC platforms for QoS
Additional channel bandwidth in NePA increases traffic accom-

modation and reduces latency. DMesh further takes advantage of
the effect and improves performance by inserting diagonal links
to accelerate long distance communication as well as lower trans-
mission burden from local routers. The improvement becomes sig-
nificant as the workload increases, as shown in Fig. 6. Besides GT
traffic is guaranteed to gain the best performance, the overall aver-
age latency is dramatically improved for DMesh, even better than
GT traffic in NePA and NoC5. The conclusion can be easily observed
in congested situations for different GT ratio cases.

5.2.3. Congestion management effectiveness for QoS
GT traffic can take advantage of available resources with less

congestion and achieve significant performance improvement.
Other than that, paths taken by GT traffic have less possibility of
being blocked which can guarantee packet advancement. Routers
with a fixed and CA routing arbitration are compared to demon-
strate the effectiveness of CA mechanism, as shown in Fig. 7. CA
mechanism effectively enhances GT and overall transmission per-
formance. Among them, DMesh_CA provides the best performance
and tolerated throughput.

The CA scheme significantly improves the average latency of GT
traffic as well as that of overall traffic, especially in high workload
situations. By employing a congestion control scheme, transmitted
flits can eventually find available paths to dedicated destination in
an acceptable time. GT traffic gains the preference to routing
resources and achieves better performance than the other. Overall
latency also benefits from well-balanced traffic.

5.2.4. Network size for QoS
Larger NoC platforms help to clearly explore and observe long

distance effect and importance of congestion avoidance mecha-
nism. Performance comparison between NePA and DMesh under
Table 2
Overall, GT and BE traffic average latency comparison among NoC5/NePA/DMesh architec
PB = 4).

Load (flits/node/cycle) Random

GT ratio = 0.1 GT

0.14 0.26 0.35 0.1

PB=1 NoC5_Avg 11.79 427.73 2430.15 11.
NoC5_GT 10.63 41.36 57.50 10.
NoC5_BE 11.92 470.61 2691.21 12.
NePA_Avg 9.88 17.89 1141.51 9.
NePA_GT 9.39 13.65 49.40 9.
NePA_BE 9.94 18.36 1261.33 10.
DMesh_Avg 8.02 8.07 8.36 7.
DMesh_GT 7.69 7.79 7.88 7.
DMesh_BE 8.05 8.10 8.42 8.

PB=2 NoC5_Avg 9.78 12.42 23.35 9.
NoC5_GT 9.32 10.75 15.49 9.
NoC5_BE 9.83 12.61 24.25 9.
NePA_Avg 9.18 10.42 12.65 9.
NePA_GT 8.94 9.62 10.58 8.
NePA_BE 9.21 10.51 12.89 9.
DMesh_Avg 7.28 7.92 8.21 7.
DMesh_GT 7.27 7.62 7.81 7.
DMesh_BE 7.29 7.96 8.36 7.

PB=4 NoC5_Avg 9.77 12.30 20.22 9.
NoC5_GT 9.31 10.58 14.11 9.
NoC5_BE 9.83 12.49 20.92 9.
NePA_Avg 9.18 10.41 12.44 9.
NePA_GT 8.93 9.58 10.41 8.
NePA_BE 9.21 10.50 12.68 9.
DMesh_Avg 7.14 7.66 8.22 7.
DMesh_GT 7.00 7.41 7.74 7.
DMesh_BE 7.15 7.69 8.28 7.
{Random} and {Matrix transpose} traffic is shown in Fig. 8. The
improvement becomes more significant as network size increases
because potential congestion situations might deteriorate trans-
mission performance in platforms with more routers. For {Matrix
transpose} traffic where source–destination pairs are located in
diagonal positions, the remarkable latency improvement empha-
sizes the major virtue of diagonal express links. It is noted that
DMesh maintains consistent transmission quality over different
network sizes.

5.2.5. Resource allocation effectiveness for QoS
Multiple PBs help to alleviate congestion situations and further

improve performance. Traffic associated with different service
classes can be isolated and stored in different buffers to mitigate
order error effect [31]. GT traffic therefore can be routed first and
prevented from being blocked by BE traffic. The impact of different
PB configurations for random traffic trace was investigated in
Table 2. Preliminary QoS provision still can be achieved even for
NoCs with single buffer cases. For NoC5 and NePA, GT packets
achieve relatively better performance than overall packets. GT
traffic might be blocked by BE traffic and hinder its advancement.
Multiple PBs can effectively separate GT traffic from BE one and
further provide privileged bandwidth to GT traffic. NePA/DMesh
with multiple PBs demonstrate significant performance improve-
ment over other cases. DMesh benefits from express links, so GT
traffic even BE traffic if the resource is available can accelerate
transmission and shorten latency dramatically.

It is observed that in the case of low GT ratio and high workload,
the reserved channel might be under-utilized and the performance
of overall and GE traffic suffers from poor resource allocation. A de-
tailed investigation between mechanisms with reserved channels
and without reserved channels has been performed. Average and
GT latency analysis for DMesh has been conducted and shown in
Fig. 9(a). It is noted that GT traffic latency of MBMRC outperforms
tures under various PB setups, GT ratios and workloads (MBM is used for PB = 2 and

ratio = 0.25 GT ratio = 0.5

4 0.26 0.35 0.14 0.26 0.35

83 470.86 2511.90 11.88 498.33 2519.39
82 47.86 69.55 11.12 66.75 107.60
17 611.33 3307.44 12.66 925.94 4828.62
91 19.54 1219.16 9.90 20.49 1307.69
49 14.87 57.39 9.62 16.51 88.70
05 21.11 1596.40 10.18 24.48 2448.75
99 8.06 8.37 8.03 8.05 8.36
76 7.76 7.89 7.74 7.84 8.01
07 8.16 8.53 8.34 8.26 8.73

78 12.40 22.12 9.78 12.34 20.91
34 10.94 15.84 9.46 11.21 16.48
93 12.89 24.25 10.10 13.47 25.40
18 10.44 12.65 9.19 10.41 12.61
95 9.72 10.86 9.01 9.89 11.24
26 10.68 13.26 9.37 10.94 14.01
28 7.94 8.29 7.28 8.02 8.34
26 7.68 7.83 7.28 7.72 7.98
29 7.99 8.48 7.29 8.12 8.71

78 12.28 19.28 9.77 12.20 17.81
33 10.75 13.99 9.45 11.01 14.11
93 12.79 21.08 10.10 13.39 21.55
18 10.41 12.30 9.19 10.39 12.32
95 9.68 10.51 9.01 9.85 10.88
26 10.66 12.91 9.36 10.93 13.77
14 7.66 8.22 7.14 7.66 8.23
04 7.45 7.80 7.06 7.50 7.92
17 7.74 8.36 7.22 7.82 8.54
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Fig. 9. Latency comparison for DMesh architecture with and without reserved
channels under Random workload (2 PBs/port, 4 flits/buffer). (a) Overall and GT
traffic average latency comparison between adaptive buffer assignment and
reserved channel. (b) GT traffic average latency comparison using adaptive buffer
assignment among NoC5, NePA and DMesh platforms.

Fig. 10. GT traffic average latency statistical analysis comparison between adaptive
and reserved buffer assignment for various traffic loads and GT ratio under Random
traffic, 25/50/75% are the statistical results showing 25/50/75% of received GT
packets are under the listed latency value. (2 PBs/port, 4 flits/buffer).

Fig. 11. GT traffic average latency delay breakdown comparison between NePA and
DMesh for various traffic loads and GT ratio (2 PBs/port, 4 flits/buffer).
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that of MBM under low workload condition (0.14 flits/node/cycle)
for different GT ratios. As workload increases, reserved GT channels
are not sufficient to accommodate GT traffic so that GT traffic will
take the shared buffers and therefore hinder BE traffic. This situa-
tion in MBMRC case is worse than MBM. Because MBM can effi-
ciently and flexibly allocate buffers to both GT and BE in order to
prevent them from under-utilization, GT traffic can achieve the
best performance while maintaining tolerable average latency.
NoC5 and NePA also demonstrate the same tendency from our
observation. Fig. 9(b) shows GT latency comparison among NoC5,
NePA and DMesh with MBM under various GT ratios and workload
conditions.

A statistical timing analysis between MBM and MBMRC has
been conducted in Fig. 10. Statistical results demonstrate that aver-
age latency of MBM 75% GT is comparable to that of MBMRC under
light and medium workload cases. The overall and GT traffic la-
tency improvement of MBM over MBMRC becomes significant
when heavy workload is presented. MBM maintains consistent
performance under various workloads because MBM not only
favors GT data by differentiated traffic management, but also
tremendously reduces system average latency by sophisticated re-
source allocation strategy and contention elimination.

5.2.6. Latency breakdown analysis
Latency breakdown analysis takes a closer look at understand-

ing the bottleneck of network transmission and attempt to reveal
the effect of transmission delay mitigation for the proposed router
architecture. Fig. 11 shows the timing analysis between NePA and
DMesh platforms under various GT ratios and workloads. Transfer
Latency (TL) calculates the latency between source and destination
nodes; Blocking Time (TB) shows blocking time when flits are stuck
in buffers to wait for transmission; Queuing Delay (TQ) represents
waiting time between generation time and injection time [47].

TL and TB are obviously shortened for DMesh because diagonal
links employment reduces physical transmission distance and mit-
igate congestion possibility. Under 0.03 and 0.07 flits/node/cycle
workload cases, TQ in DMesh is traded for deciding better routing
paths so that overall latency is still better than NePA. Unlike NePA,
TQ in DMesh increases moderately when in high workloads. High-
throughput DMesh routers result in better load balance and data
distribution, so total latency is significantly reduced, especially in
congested situations.

5.2.7. Different traffic cases evaluation for QoS
A comprehensive performance comparison for various traffic

patterns was shown in Table 3. The results indicate consistent
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conclusion that the CA mechanism collaborating with QoS provi-
sion with two PBs can effectively provide guaranteed bandwidth
with GT traffic to ensure its performance, even in local and hot spot
cases.

The following conclusion can be made based on simulation
results.

� Parallel buffer architecture alleviates congestion and allows
reserving channel for GT traffic.
� Adaptive routing approach and congestion-aware mechanism

improve overall throughput by well balancing transfer tasks.
CA mechanism can be designed to give preference to GT traffic
so as to ensure guaranteed bandwidth and performance.
� The extra routing resources from NePA and DMesh effectively

enhance QoS provision especially in high workload cases.
� QoS provision was validated by different network platforms,

routing algorithms, buffer deployment, GT ratios, workloads
and traffic patterns.
Table 3
Overall, GT and BE traffic average latency comparison among NoC5/NePA/DMesh archite
simulation).

Load (flits/node/cycle) PB = 2

GT ratio = 0.1

0.07 0.14 0.26

Bit complement NoC5_Avg 12.13 14.29 1996.25
NoC5_GT 11.78 12.87 1356.34
NoC5_BE 12.17 14.45 2065.84
NePA_Avg 11.65 13.09 596.65
NePA_GT 11.54 12.20 32.52
NePA_BE 11.66 13.19 657.90
DMesh_Avg 9.40 9.65 10.68
DMesh_GT 9.15 9.43 9.77
DMesh_BE 9.42 9.67 10.79

Bit reverse NoC5_Avg 9.83 24.16 1655.26
NoC5_GT 9.50 14.33 1064.92
NoC5_BE 9.86 25.23 1719.31
NePA_Avg 9.07 9.54 10.55
NePA_GT 9.08 9.26 9.84
NePA_BE 9.07 9.57 10.63
DMesh_Avg 7.09 7.22 7.62
DMesh_GT 6.88 7.02 7.22
DMesh_BE 7.11 7.25 7.72

Matrix transpose NoC5_Avg 9.89 29.68 1742.15
NoC5_GT 9.45 13.96 1358.40
NoC5_BE 9.94 31.39 1783.93
NePA_Avg 9.30 9.61 10.65
NePA_GT 9.18 9.44 10.06
NePA_BE 9.32 9.63 10.72
DMesh_Avg 6.50 6.55 6.77
DMesh_GT 6.03 6.15 6.60
DMesh_BE 6.53 6.61 6.79

0.05 0.10 0.15

Local NoC5_Avg 9.71 19.10 319.84
NoC5_GT 8.00 9.17 10.76
NoC5_BE 9.91 20.17 353.65
NePA_Avg 7.65 7.94 15.47
NePA_GT 7.10 7.48 8.82
NePA_BE 7.72 7.99 16.21
DMesh_Avg 6.08 6.18 6.34
DMesh_GT 6.07 6.11 6.19
DMesh_BE 6.08 6.20 6.35

Hot spot NoC5_Avg 11.27 58.60 607.86
NoC5_GT 9.17 10.25 12.84
NoC5_BE 11.49 64.00 672.24
NePA_Avg 8.12 9.97 18.79
NePA_GT 7.94 8.37 9.70
NePA_BE 8.14 10.15 19.80
DMesh_Avg 6.31 6.52 6.87
DMesh_GT 6.07 6.31 6.63
DMesh_BE 6.34 6.54 6.90
5.3. Implementation cost evaluation

Feasibility is evaluated by hardware cost estimation in terms of
area and power consumption. CA routers for NePA and DMesh
platforms have been designed at Register-Transfer Level (RTL) in
Verilog™ HDL. A logic description of NePA and DMesh router com-
ponent has been obtained using Synopsys™ Design Compiler and
TSMC™ 65 nm CMOS generic process technology to perform logic
synthesis and analyze hardware cost. Synthesis condition is set
to 800 MHz and switching activity is set to 10%.

The DMesh microarchitecture is illustrated in Fig. 12. Two sep-
arate E_router and W_router process output ports of eastward and
westward traffic. Int_router is deployed to process packets ejecting
to local PEs. There are parallel FIFOs and one PB controller associ-
ated with each input port. Header Parsing Unit (HPU) interprets
destination information from the header flit and Arbiter Logic
(AL) decides routing path, performs arbitration and manages the
ctures under various traffic patterns, GT ratios and workloads (MBM is used in the

GT ratio = 0.25 GT ratio = 0.5

0.07 0.14 0.26 0.07 0.14 0.26

12.13 14.28 2449.41 12.13 14.27 3604.54
11.87 13.01 1643.40 11.98 13.33 2987.65
12.21 14.69 2717.60 12.28 15.20 4253.34
11.65 13.11 721.07 11.66 13.10 848.84
11.57 12.25 39.78 11.62 12.47 78.64
11.68 13.39 947.51 11.70 13.73 1601.71

9.40 9.66 10.64 9.44 9.67 10.70
9.32 9.44 9.86 9.38 9.53 10.02
9.42 9.73 10.90 9.50 9.81 11.40

9.83 24.19 1821.98 9.83 24.19 2071.28
9.51 14.29 1266.85 9.64 15.68 1662.40
9.94 27.50 2006.43 10.02 32.61 2473.86
9.08 9.55 10.56 9.08 9.55 10.56
9.07 9.35 9.94 9.10 9.40 10.05
9.08 9.62 10.77 9.06 9.70 11.06
7.11 7.24 7.86 7.14 7.34 7.91
6.92 7.12 7.55 6.99 7.22 7.76
7.17 7.29 7.97 7.38 7.44 8.19

9.89 29.68 1741.91 9.89 29.68 1741.62
9.51 14.63 1436.66 9.67 15.75 1502.86

10.02 34.65 1843.76 10.11 43.45 1979.52
9.30 9.61 10.65 9.30 9.61 10.62
9.21 9.39 10.09 9.29 9.44 10.19
9.33 9.68 10.84 9.32 9.77 11.05
6.54 6.55 6.84 6.55 6.65 6.90
6.04 6.47 6.67 6.39 6.47 6.67
6.57 6.72 6.93 6.71 6.81 7.03

0.05 0.10 0.15 0.05 0.10 0.15

9.54 18.64 292.01 9.35 17.34 291.40
7.91 9.21 10.90 8.01 9.46 11.61

10.09 21.77 384.58 10.73 25.25 570.97
7.62 7.88 12.49 7.57 7.90 12.25
7.16 7.49 8.68 7.17 7.48 8.86
7.77 8.00 13.74 7.98 8.30 15.65
6.09 6.18 6.36 6.06 6.16 6.26
6.08 6.16 6.22 6.05 6.07 6.20
6.09 6.19 6.40 6.09 6.16 6.32

11.59 46.62 598.87 11.84 41.62 589.30
9.01 10.63 13.01 9.21 11.18 14.49

12.46 58.79 791.72 14.57 72.33 1141.88
8.13 10.18 15.43 8.23 10.17 14.28
7.92 8.48 9.77 7.90 8.52 9.82
8.19 10.73 17.27 8.55 11.81 18.68
6.31 6.43 6.84 6.31 6.54 6.93
6.16 6.39 6.67 6.20 6.44 6.74
6.36 6.45 6.90 6.42 6.64 7.12



Fig. 12. DMesh Router MicroArchitecture.

Table 5
Cost comparison between original and QoSCA designs.

2 PBs/port 4 flits/buffer

NePA NePA_QoSCA DMesh DMesh_QoSCA

Area (lm2) 47,038 52,222 84,016 92,986
Dynamic power (mW) 4.66 4.73 7.69 8.52
Leakage power (lW) 274.73 279.32 457.83 503.22

Table 4
Cost comparison of baseline and CA router design with single FIFO per input port.

FIFO = 8
(4VC)

FIFO = 4 FIFO = 8 FIFO = 4

NoC5_Orion2 NePA NePA_CA NePA NePA_CA DMesh DMesh_CA

Area
(lm2)

170,442 30,295 31,524 48,900 49,407 56,583 59,939

Dynamic
power
(mW)

29.33⁄ 20.27 20.40 37.33 37.34 33.68 34.16

Leakage
power
(lW)

139.08 147.44 227 277.75 265.02 278.88

⁄ Total power consumption including dynamic and leakage power.
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crossbar switch. Switching unit takes care of practical packet tra-
versal from input FIFOs to output links. Congestion Index (CI) logic
calculates the number of flits that are blocked and passes the
congestion index to neighboring routers. Quality Control (QC) logic
performs traffic classification and priority decision to optimize
network resource utilization.

The implementation cost is evaluated in terms of area and
power consumption from circuit synthesis reports. Increasing
buffer size or virtual channel numbers cannot always account for
better transmission performance. From our observation, adding
additional routing resources is the plausible approach to this prob-
lem. In order to provide the routing flexibility, more buffers and
powerful switches are needed to manage various routing direc-
tions, and that is the major reason why DMesh outperforms NePA
and traditional five-port routers in terms of average latency and
throughput. Besides, the proposed router design eliminates the
need for having virtual channel control and allocation overhead
to compensate powerful switch design. Performance comparisons
of NePA (7 ports) with FIFO size = 8/16 and DMesh with FIFO
size = 4/8 were conducted. The results demonstrated that increas-
ing alternative ports (DMesh) outperforms increasing FIFO size
(NePA). From this point of view, DMesh is an area-efficient design
at the same cost level [47].

Feasibility analysis was emphasized by the overhead as com-
pared with baseline NePA/DMesh platforms. Table 4 also shows
the area and power comparison with a typical 5 � 5 mesh. The
CA router employs two adders to calculate congestion indices of
eastward and westward sub-routers separately and modify routing
arbiter from fixed priority to dynamic priority arbitration which is
composed of a priority multiplexer circuit. NoC5_Orion2,1 one
1 Area and power consumption is estimated from Orion2 simulator [22]. The
configuration parameters are: 65 nm technology, 800 MHz speed, 4 VC each port, 8
flits each buffer and flit size is 64 bits.
five-port NoC counterpart, is listed for comparison. The implementa-
tion cost for CA routers with single buffer (FIFO = 4) was calculated
to be 31,524 lm2 for NePA_CA and 59,939 lm2 for DMesh_CA,
which reflects 4.1% and 6% increase over baseline designs. The in-
crease becomes negligible when FIFO = 8, proving that CA routers
enhance interconnection network throughput with a cost efficient
modification [45].

To evaluate the feasibility for QoS provision with multiple PBs
architecture, routers with two PBs each port and four flits each
PB are used to estimate the hardware cost. Besides extra buffers,
the routing arbiter has to be modified to provide priority arbitra-
tion which is composed of a priority multiplexer circuit. Table 5
illustrates implementation cost overhead for both NePA and
DMesh platforms. It shows that NePA_QoSCA increases area by
11%, DMesh_QoSCA increases area by only 10.7% and negligible
power consumption increase, proving that the proposed mecha-
nism can be achieved with a cost efficient modification from origi-
nal designs. To maintain moderate cost, DMesh_QoSCA with
smaller PB (two flits each PB) or fewer PBs (2 PBs instead of 4
PBs) serves as the best candidate because effectiveness of routing
flexibility outweighs buffer size [45]. Simulation results in Sec-
tion 5.2.1 also reach the same conclusion.
6. Conclusion

Current high-performance routers demand congestion manage-
ment and QoS provision for boosting network performance and
supporting differentiated services. Flexible router design and
adaptive routing algorithm not only effectively exploit routing re-
sources, but also support more advanced features to accommodate
versatile application traffic traces. Fully adaptive routing, parallel
buffers and congestion-aware routers alleviate congestion and
enhance NoC performance in terms of latency and throughput.
QoS-aware routing without multiple PBs provides acceptable per-
formance improvement for GT traffic. Routers with multiple PBs
further provide guaranteed transmission performance. Experimen-
tal results showed that performance improvement is considerable
and implementation cost overhead is moderate for both NePA and
DMesh platforms. With alternative links employed among routers,
DMesh demonstrated significant performance enhancement for GT
and overall traffic.
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