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Abstract

Improving File Management Through Provenance and Rich Metadata

by

Aleatha Parker-Wood

Modern high end computing systems store hundreds of petabytes of data and have billions of files, as many files as the Internet of only a few years ago. Even modern personal computers store numbers of files that would be massive for the largest mainframe computers of forty years ago. The quantities of data in modern computing have long since overwhelmed anyone’s ability to manage it manually, and the forty year old tools currently in use for file finding and management are reaching the limits of scale. In an environment like this, secure, effective, and efficient search algorithms and automatic file management become a necessity, not a nicety.

This dissertation addresses the question of how users can better find and manage files by taking advantage of advances in file systems. We focus on a multi-user scientific computing environment, but many of the techniques we describe are effective and advantageous at desktop scale as well. We begin with an empirical description of the problem, drawn from user studies and our statistical analysis of scientific data, in order to better understand the problem domain. We then describe a new technique for studying provenance in scientific systems, and a technique to synthesize system level provenance from existing traces. We describe our novel algorithm designed to provide importance ranking for file system search by leveraging provenance, and discuss the relationship between ranking and access prediction. And finally, we show how rich metadata can be used to improve file management by automatically generating expressive, unique file names.

Modern file management must be automatic and scalable, allowing users and file systems to focus on what each does best. By exploiting richer information such as provenance and semantic metadata, file systems can offer sophisticated new capabilities to ease the burdens of users, making file systems easier to use, navigate, and understand.
To my daughter, who makes me want to never stop making the world a better place for her.
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Chapter 1

Introduction and Background

‘Begin at the beginning,’ the King said gravely, ‘and go on till you come to the end: then stop.’

Lewis Carroll

High end scientific computing systems face a crisis. While the computing and storage capacity of computing systems has grown by orders of magnitude, allowing users to create and store ever larger amounts of data, tools for finding and managing data have not kept up. Scientists are still manually naming files, sorting files into directories, and searching by navigating or using brute force tools. Manual file organization leads to millions of files in a single directory, overwhelming the traditional inode structure [84]. Scientists are still using grep and find, awk and du to find files and directories which match a criteria such as size or a keyword. These tools are brute force and slow, frustrating the user, and consuming valuable computing resources. Worst of all, the ineffectiveness of manual file organization and naming is resulting in users circumventing the file system all together, and tracking information outside it. Users embed metadata in file names and directories, or use PowerPoint, Excel, Notepad, and three-ring binders to track their files and the relationships between them [93]. Hours of scientists’ time are wasted organizing valuable metadata outside the system, where no one else can use it, and computing systems are being overwhelmed by the burden of search requests. This metadata could be managed efficiently and robustly by the file system and used to help users find their files more effectively.
Improving the quality of file management on high end scientific computing systems not only benefits the scientists who use the system, it benefits the system itself, freeing up computing resources for more important tasks. However, a number of advances are needed to make better file management a reality. In this dissertation we describe our key advances in five areas which are designed to improve scientific file management:

- The study of scientific file management from a scientist’s perspective (Chapter 3)
- Analyzing scientific metadata (Chapter 4)
- Constructing provenance (Chapter 5)
- File access prediction and ranking using provenance (Chapter 6)
- Automatic file naming using metadata (Chapter 7)

1.1 Studying Scientific Users

To ensure we are solving the correct problems, we engaged in an empirical study of scientific data management, interviewing scientists to discuss how they currently manage their files, and what challenges they face with data management. Our research covers multiple laboratories, and a wide variety of scientific disciplines.

The problems described by scientists include difficulties with finding files, giving files meaningful names that are consistent with the contents of the file, and understanding the lineage of files, along with a number of other problems. In Chapter 3, we describe our user study and its results. This user study is used to motivate and focus our work on file systems.

1.2 Analyzing Scientific Metadata

The scientific world has been vocal about a desire to have richer metadata exposed and readily searchable. While file system metadata is well characterized by a variety of workload studies [19, 37, 38, 68, 100], scientific metadata is much less well understood. Better understanding the sorts of metadata extant in science can allow us
to make more intelligent decisions about storage and indexing, allowing us to economize on space and computational power while enabling the rich queries that scientists are interested in.

Current techniques for file system search [50, 67, 75, 97] have been designed and tested for file system metadata, such as POSIX metadata, and fail to account for the wide variety of metadata users would like to search. In Chapter 4, we perform a deep analysis of scientific metadata, characterizing scientific data from several disciplines that might be found on a large system. We consider a variety of aspects that must drive index decisions for scientific data, such as the dimensionality, sparsity, and entropy of the data. We analyze a wide variety of existing solutions to scientific and file system indexing, and offer our conclusions on appropriate storage mechanisms based on what we have learned about the data.

1.3 Constructing Provenance

Provenance is the set of data collected to answer the question “how did this object come to be here?” In the art world, it may describe a chain of ownership and transportation. In computing, especially scientific computing, it refers to questions about data flow, describing the objects and processes which went into creating a given piece of data, such as a file or database entry. We focus specifically on file provenance in this work.

In our study of scientific data management, it became clear that scientists wanted a richer provenance enabled view of the file system, allowing them to track the relationships between different data files, visualizations, presentations, and papers, among many other things. There are a number of systems currently in existence for collecting file provenance, primarily scientific in focus [20, 30, 51, 73, 74]. These fall into two categories: disclosed provenance, where the user or application describes the provenance of a file [20, 30, 51], and observed provenance [73, 74], where the system is responsible for collection. Provenance can be collected automatically, or manually added, and provenance can be collected at a wide variety of semantic levels.

Unfortunately, the majority of existing provenance collection systems did not fill the niche scientists were interested in. The existing systems are designed to serve a
specific type of science. They are not broadly applicable, are specific to a certain type of workflow, and are only aware of a small subset of the data within a file system. While these sorts of semantic workflow provenance systems are highly valuable to scientists, they do not cover enough of the file system to enable the kinds of queries scientists need to effectively manage their data.

Our work on data management specifically focuses on automatically collected observed provenance at the system level, which is highly generalizable, and tracks the data flows between files and processes, allowing the kinds of detailed queries users are interested in. This is similar to the type of provenance collected by the Provenance Aware Storage System (PASS) [74]. However, PASS is a full fledged system for collecting provenance which requires a custom kernel, and is highly intrusive, making it difficult to get provenance traces at the system level for any kind of substantial realistic workload. Most available libraries of provenance data are either synthetic in nature, or have poor coverage of a system, focusing only on a high semantic level or collecting data only from instrumented programs.

To design and test our data management algorithms and gain more insight into multi-user file systems, we needed access to a large body of provenance data which did not exist. However, there are several large corpuses of system call traces available. We therefore designed a mechanism for retrospectively constructing observed provenance using existing file system traces, thus allowing us to study data provenance on systems which do not support provenance collection. In Chapter 5, we describe our mechanism for creating provenance data from traces, and discuss the advantages and pitfalls of such an approach.

1.4 Access Prediction and Ranking

Ranked search has a variety of advantages for large file systems. For users, it can improve the user experience by displaying important results early. Ranked search allows the user to issue exploratory queries to investigate the contents of the file system without going through an expensive query process. Research on the web has shown that users who are re-finding items that they already know to exist can issue shorter queries which rank the desired item higher than in their initial search [95], which simplifies
search for the user. If this also holds true on the file system, it can further save user effort.

Ranked search also has advantages for systems, by reducing space and computational time. By not requiring the system to produce a complete list of results for every query, computing power can be saved at query time, as with top-$k$ results algorithms [110] and index pruning [29,32,66,72]. Additionally, if the user can find their files with the first query, rather than going through a lengthy query refining process, the computing system does not need to retrieve results for multiple queries. Finally, ranking provides a mechanism for determining which files are relevant to queries. Files which are unlikely to be relevant to any query may not be likely to be accessed soon, and so ranking can provide additional guidance for archival and caching policies.

Results ranking is a mature field, with two primary components. The first one, that of similarity, is extremely well understood for text content, and is actively researched for other content types such as images and music. These algorithms depend only on the file data itself, and work equally well on the web, databases, and file systems. In this work, we focus instead on the second component, that of importance. Importance ranking is designed to rank a large number of files which all match a query well, and might be suitable answers. On the web, this type of ranking is performed by a large number of algorithms, commonly used in ensemble. The most famous of these is PageRank [79], but there are also algorithms which rely on click-through data, linger times, page structure, and many other factors [18,31,53]. Judging by the success of web search engines, these algorithms are quite successful indeed. However, ranking for file systems has been much less active. For a long time, the scope of file systems, and the ability of humans to organize the contents themselves, was sufficient. File system search did not need to be good, because file systems were not very large, linear search tools were fast enough, and directories were enough to organize and find data. This no longer holds true. File systems are extremely large. In fact, the largest file systems are within an order of magnitude of the web. Directories are no longer sufficient, both because they are reaching scalability limits [82], and because there are too many files to organize via human effort. Therefore, file system search needs to close the gap, allowing the same ease of use that the web now offers.
To do importance ranking, we need to know what is important. However, that’s a difficult question to answer, even for a human. Conventional ranking studies, with human relevance judgements, are hard and expensive, and even experts in an area often will not agree on the importance of a search result [99]. So surrogate metrics on large amounts of activity data are commonly used. File systems capture a different kind of structure from the web, so traditional web ideas of importance cannot be directly applied. Where the web has a rich selection of links between pages to indicate what individuals think is important, file systems have stuck to simple POSIX metadata, such as directory hierarchies, file access time, file creation time, and file system links.

On the web, the primary measures of importance are three-fold: whether you link to a page, whether you click on a search result, and whether you linger on a search result, or immediately return to Google and try a different link. On a file system, by analogy, we might ask the question what do you open, and what do you read? In other words, on the file system, there is a clear connection between access prediction, and search ranking. If we have an oracle that can predict which files you are most likely to open next, then that oracle can also be used to rank search results, since the best search result will be the one you will open. In Chapter 6, we explore the connection between access prediction and ranking, and describe a hybrid algorithm intended to do both, TaPIR [80].

We demonstrate that we can improve access prediction by leveraging ranking algorithms originally designed for the web, and offer accurate, personalized access prediction by using the rich metadata available from provenance to track relationships between files and processes over time. Our ranking method, TaPIR, uses a time-weighted Markov Chain technique to deliver accurate access predictions, using the graph structure inherent in provenance. To demonstrate its effectiveness, we employ it to do both system-wide access prediction and personalized access prediction.

Provenance access prediction requires more data and computation than many existing access prediction methods, but leverages data that scientists already use in other contexts, and in return, allows a wealth of rich new capabilities. This access prediction can be used to determine file popularity over time, finding recently popular files, and files which are accessed often over a long period. It can also be used to
generate an “inverse popularity” ranking, where the user is looking for things which are infrequently used (perhaps looking for underused data sets to explore, or candidates for archival.) In addition, provenance capture allows us to track things on a user by user basis, allowing powerful algorithms for personalization and recommendation, and enabling identification of “working sets” which are often accessed together, as well as providing a new class of useful data for the user to query.

1.5 Metadata Aware Naming

File names have existed since the earliest file systems, and serve two important functions. First, they serve to uniquely identify a file over time. Second, they serve to trigger our memory, describing the contents of a file, and helping us to find it or recognize it when we look at it later. In order to help users to find and remember files, they often contain a bounty of useful metadata about the file.

However, file names, as they currently exist, have numerous flaws:

- They are unstructured semantic metadata which is opaque to the system
- Formatting is up to the user, and is error prone and inconsistent, making it hard to find files later
- Changing a file name can destroy information that is only present in the file name

Consider the following file name drawn from the author’s experiments:

```
createfiles_HDD_truenames_100000files_1threads.data
```

Looked at in one light, this is a long, arbitrary, error prone string of characters. In another light, it is a rich source of semantic metadata about the contents of the file that could be used for search and analysis, if only we could extract that information.

To resolve these problems, we propose to disassociate the two functions of names, separating the task of uniquely identifying a file from helping users to identify a file. We describe a new file system, TrueNames, designed for both scientists and general users. TrueNames provides a durable unique identifier for a file which can be used by applications, captures rich metadata in a structured format, and uses it to dynamically
generate user-friendly file names. These file names have many advantages over conventional file names. They are correct, because they are continuously synchronized with the file’s metadata. They are regenerable, allowing us to compress and recreate names at will without loss of information. File names can be disambiguated using all available metadata, which reduces accidental data over-writes. The metadata which we capture is structured, making it readily available for search and data management. We describe these new file names as metadata aware names.

TrueNames is designed to meet a number of goals. Metadata aware file naming can make naming more reliable and less error prone. It can also prevent accidental overwriting of existing files by detecting collisions between names, and adding additional metadata to disambiguate. Many applications already offer some form of automatic file naming, and by making that functionality part of the file system, we can speed application development, and prevent code duplication and the resulting proliferation of bugs. Being able to regenerate file names allows us to port files between file systems with differing constraints, generating a meaningful filename in each location, and then reconstructing the original file name whenever needed. We can easily move metadata between file names and directories, or store it for later use. And finally, by gently encouraging users and applications to share more metadata in a structured fashion, we can make metadata more readily available to improve the quality of file system search or support a non-hierarchical file system.

1.6 Summary

The volume of data in modern high end scientific computing file systems has overwhelmed the user’s ability to manage it effectively. Searchable file systems fill part of the gap, but we are still left with the problems of presenting the user useful results quickly, and helping the user distinguish between files. The work described in this dissertation is intended to address the question of architecting scientific file systems to improve efficiency, and enabling users to find and manage their files effectively. Our work includes significant advances in our understanding of scientists and scientific data, and provides a tool for creating provenance data sets, along with the largest provenance data flow set available to date. We offer new algorithms for ranking file importance,
TaPIR, and managing file names quickly and consistently, TrueNames. Each of these advances the state of the art in scientific data management.
Chapter 2

Related Work

If you don’t see the use of it, I certainly won’t let you clear it away. Go away and think. Then, when you can come back and tell me that you do see the use of it, I may allow you to destroy it.

GK Chesterton

Our research builds on a broad foundation of previous work, drawing on file system research in metadata, indexing and search, access prediction, and provenance. There is also a large body of work regarding naming, snippets, and faceted search on the web which has guided our research in automatic file naming.

2.1 Data management studies

Many researchers have studied desktop file and data management for general users [25, 26, 58, 60, 103]. Some of these studies have also included the personal files of scientists at universities [28, 59]. However, scientists, particularly in large scale computing, have needs which are slightly different from the general computing community. They must manage much larger volumes of data, and are highly concerned with questions of data flow and provenance. Their files are often shared, rather than personal. In addition, unlike desktop users, who prefer to rely on their own memory [59], scientific users take meticulous steps to record and manage information, making them similar to Malone’s filers, who explicitly organize information into a pre-defined structure, rather
than *pilers*, who throw information into large buckets with no internal structure and then rely on memory to find things again [69]. Scientists often work with highly structured data, and are interested in being able to query it. Ours is the first study to focus exclusively on data management by scientists for scientists, and fills a gap in knowledge about scientific data management.

### 2.2 File system characteristics and index design

File systems have been heavily analyzed, using collected data to build better file systems and search mechanisms, along with many other improvements. Here we summarize a variety of trace and workload studies, as well as research in choosing indexes for file system search.

#### 2.2.1 Metadata and workload studies

There have been a large number of previous studies which examined file metadata. However, they have focused exclusively on file system metadata and file types, rather than scientific metadata. For instance, Douceur’s large-scale study of file-system contents [38], and Agrawal’s five-year study of file-system metadata [19], also did detailed statistical analysis of distributions. Both focused on desktop file systems.

On a larger scale, we note Leung’s large scale network file system study [68], which tracked behavior and file system metadata for corporate file servers. Perhaps the closest studies to our research on scientific metadata are Dayal’s study of HPC at rest [37] and Wang’s study of HPC workloads [100]. However, they focused on file system metadata and workloads, where we focus on higher level semantic metadata. Finally, there is Adam’s study of scientific archive usage [?], which focuses strictly on file system access patterns, sizes, and ages.

#### 2.2.2 File System Indexing

File system indexing is a wide field. Here we focus specifically on systems for searching metadata, rather than text search, since our work is primarily applicable to metadata search. Our work on characterizing scientific metadata is designed to assist
scientific system designers in choosing between the available options, and our work on access prediction and ranking pre-supposes the existence of a searchable file system, such as those described here.

Inversion [76] was the first system to propose integrating indexes into the file system, and focused on both system and user-supplied metadata. They proposed replacing the file system with a POSTGRES database, and defining tables for user-supplied data types.

Spyglass [67] focused on how to create indexes with fast update and query time, by using a log and merge technique for index building, multiple indexes with Bloom filters to facilitate early discard of irrelevant areas of the file system, and K-D trees to take advantage of the skewed distributions of metadata. SmartStore [50], rather than using K-D trees, used R-trees and clustering, in an attempt to make index rebalancing more efficient in the face of frequent updates. Loris [97] and Pantheon [75] were both indexing systems for file system metadata. Pantheon used B-trees. Loris used log-structured merge-trees [77]. While these each performed well on their test data, they focused strictly on POSIX metadata.

BeFS [42] was an early desktop system designed to handle both system metadata and extended metadata. In BeFS, all metadata was stored in inodes and resource forks, and then indexed in a B+-tree.

Diamond [52] is a system for large scale search, focused on efficient search where not all searchable attributes can be kept in indexes, and some data must be extracted from files in real time. They describe a system for early discard of files based on filters, using distributed computation to process files and evaluate whether they match a criteria. The techniques described in Diamond are still useful even in a well indexed system such as we describe, but do not fill the same niche as a ranking algorithm, since they do not improve search precision.

LiFS [22] focuses on the problem of creating links between files, much as we do. However, in LiFS, unlike TaPIR, links are created either manually, by the user, or are driven by file content, requiring computationally expensive transducers to be run over every file, where we focus on links using data flow. LiFS considers the possibility of ranking using links, but does not provide a mechanism for doing so, and focuses on
the applicability of application specific link types, much like Chirita [34] and Bhagwat
[27] do in their desktop search research.

Finally, there are the semantic file systems [43, 44, 78], which present directory
names based on the metadata of files, allowing the user to navigate and select files using
their metadata. The original Semantic File System [43] used simple B-tree indexes
to track attributes. The Hierarchy and Content file system (HAC) [?] was built on
top of Glimpse [70], a system which performs two level text indexing with non-exact
matches. The Logic File System [78] is built on top of Berkeley DB with B-trees.
These are generally focused on user interface, rather than the performance of the index
structures.

2.2.3 Other indexing

Indexing scientific data shares many challenges with databases as well as file
systems. Column stores such as C-store [92], Vertica [65], HBase [12], or Cassandra [64],
are one popular approach to dealing with sparse data. These have some advantages for
scientific data, since they are well organized for tasks such as computing maximums,
minimums, and averages, queries that scientists have indicated they are interested in.

WideTable [35] was specifically designed to meet the challenges of extremely
sparse high-dimensional indexes, such as those required by scientific data. Patil et al.
[83] also explored the question of appropriate architectures for searchable metadata in
file systems. They suggested using BigTable [33] as the underlying storage for a file
system. BigTable has good support for sparse indexes, and is highly scalable, thus
might benefit scientific storage.

2.3 Provenance Collection

There are a number of systems currently in existence for collecting file prove-
ance, primarily scientific in focus, such as Taverna [51], Kepler [20], and VisTrails [30].
There are also system level provenance collection mechanisms, such as transparent re-
sult caching [96] and PASS [73, 74]. These fall into two categories: disclosed provenance,
where the user or application describes the provenance of a file, either before or after
creation [20, 30, 51], and observed provenance [73, 74, 96], where the system is responsible for collection. Provenance can be collected automatically, or manually added, and provenance can be collected at a wide variety of semantic levels. In contrast to these systems, we are interested in automatic retrospective provenance, creating chains of provenance after the fact in order to study file system data flows. Our work is designed to be useful to researchers who wish to study file system provenance, but do not have the ability to set up provenance collection.

2.4 Ranking and Access Prediction

Our work in file system access prediction and indexing scientific data draws from work in desktop search and ranking, from ranking on the web, and from work on file and block access prediction.

2.4.1 Desktop ranking

The problem of effective ranking for desktop search has been a subject of interest for some time now. Researchers have identified the lack of connections between files, and proposed to infer links, based on file contents, directory structures, or browser caches [27, 34]. While these do add additional context for search, these approaches are computing intensive, as every file’s contents must be parsed. They require manually encoding types of file relationships, such as that of header files to source files. They work poorly for binary data and proprietary formats, requiring a different parser for each type of file. Perhaps for these reasons, these techniques have not seen adoption, or even much in the way of evaluation.

Commonly used search tools, such as Spotlight [23], often rank based on the access time of the file, putting most recently accessed files first. Cohen et al. considered learning to rank, using combinations of basic features such as file names and access dates [36]. Google filed a patent on using recent accesses, combined with a weighting against access location [85], but did not take access frequency into account. While this is a convenient and generic approach, it does not take into account the frequency of usage. In this model, one access today is worth more than twenty yesterday. By contrast, we
focus on both the age and the frequency of accesses, while still accounting for the idea of “working sets” and the importance of recent files.

More recently, the idea of tracking user activity as a way of improving search has gained some traction. Gaugaz et al. proposed a technique to temporally correlate file accesses [41], which is similar to provenance, but not as precise. Soules proposed the idea of using activity tracking to suggest additional search results by correlating files [90]. Dumais et al. suggested using visual user activity cues such as the file's time and author [39] to help the user quickly identify relevant search results. Lifestreams [40] suggests presenting a single time organized stream of data to provide visual and temporal context to the user. And Shah describes using provenance to aid in file system search [88]. All of these utilize user activity to improve the recall of queries, by drawing in additional search results. By contrast, our ranked search algorithms assume that the user has entered the right query, and that search recall is sufficient to find all relevant files. Instead we focus on improving the precision of the presented results.

Previous work has been done on provenance ranking, ProvRank and SubRank [71]. These two algorithms are also designed to determine importance within a provenance graph, and use the stationary distribution of a Markov chain, similar to TaPIR. However, these algorithms both focus on determining ranking in the context of provenance queries. Both are designed to prune provenance in the face of underspecified provenance queries. ProvRank and SubRank determine the rank of a provenance sub-graph, using it to prune ubiquitous ancestor trees from the graph (such as the kernel compilation sub-tree, on which every file must depend), whereas we are interested in important files of all ages, and using these to predict accesses. ProvRank's approach is complementary to our approach, and in fact, can be used in conjunction with it. Pruning the provenance tree of extremely old files and processes can reduce the computational cost of TaPIR, in conjunction with rank smoothing to guarantee that every node has a value.

2.4.2 Ranking for the web

Ranking for the web has moved far beyond the days of Okapi BM25 [54, 55] and other term frequency/inverse document frequency similarity metrics, also known
as tf-idf metrics. These types of ranking algorithms focus entirely on content, and ignore user activity, and relationships between documents. PageRank [79] is commonly considered the gold standard for general purpose web ranking. PageRank relies on the link structure of the web, much as TaPIR relies on the structure of a provenance graph. However, it makes assumptions about the structure of the link graph which are not appropriate in a provenance context, which has a strict direction of causality. In addition, because the search engine does not have direct insight into the usage of individual websites, it has to rely on links as a surrogate measure of importance. Since we have direct knowledge of which users access what, we can take advantage of the more detailed information.

Recent ranking algorithms have looked at online learning for ranking [18, 31, 53], relying on metrics such as click through data to determine, over time, whether the results presented are helpful and well ranked. In a web context, click through data is a surrogate statistic for usage data. These techniques can improve on an existing ranking scheme and might also be useful in a file system context, where click through data can offer feedback on ranking over time, but do not replace the need for an initial ranking of search results.

2.4.3 Access prediction

There are similarities of function between ranking and file-level predictive caching. Both predict what people are likely to access, but predictive caching focuses on current file system activity as a context for prediction, whereas ranked search uses the query as context, and maintains an overall list of predictions. Algorithms for ranking and caching may be able to complement one another, allowing the system to arrive at a better picture of the user’s current activity and needs in order to pre-fetch files and choose relevant search results.

Algorithms for predictive caching often rely on a successor model [21, 46, 62], in which the most recent files are used to pre-fetch files which were previously opened after the currently active file. Like our work, these consider temporal relationships between files. However, we focus specifically on data flows and processes. In addition, these often use a fixed size cache, whereas we maintain a rank for every file, and allow files
which were extremely popular in the past to maintain a small positive rank indefinitely. Yeh’s work on using program and user information for access prediction [108] is similar in spirit to provenance. However, his work does not consider transitive importance, such as provenance based ranking can provide.

2.5 Naming and disambiguating

We are the first to propose managing file names automatically via the file system using metadata. Historically, the focus has been on using metadata to generate directory names, and file names have been left up to users and applications. By contrast, we focus on file names, and offer a generalized framework for both users and applications alike. The most similar areas of research to ours are those of application-generated names, web search snippets, and non-hierarchical file systems, each of which we discuss.

2.5.1 Application-generated names

Many applications such as iTunes [24], iPhoto [5], and Mendeley [7] currently generate file names, either for their own use or that of the user. However, none of them offers a generalized framework for file naming, and do not reflect outside changes to metadata. By contrast, TrueNames offers automatic naming as a service which any application can use, simplifying application development, keeping names synchronized with metadata regardless of source, and encouraging developers to export structured metadata.

2.5.2 Naming on the web

File naming can be thought of as analogous to the problem of disambiguating search results on the web. Web search, like file system search, has a huge number of files, (many with the same name, such as index.html), and when returning results the search engine must help the user choose between them. On the web, the historical assumption is that the user is retrieving textual information, and the common approach is to reveal a snippet from the page containing the search terms in context. Newer search types, such as video and audio, rely on a title and a key frame or excerpt. However, in the file
system arena, these approaches are not feasible. Many files are in opaque data formats, and no snippet or key frame is available. Additionally, command line interfaces such as are common in file systems do not lend themselves to key frames or audio previews. Thus, we rely on file type-specific metadata to help the user identify their files.

2.5.3 Non-hierarchical and semantic file systems

The problem of naming directories has been a subject of interest for some time. In particular, semantic file systems [22, 43, 44, 78, 107] present directory names based on the metadata of files, allowing the user to navigate and select files using their metadata. For instance, the original Semantic File System (SFS) [43] treats all directory names as queries. If the user enters a query containing an unbound field name (such as \texttt{user:}), SFS will return /jones, /root, /smith and so on as subdirectories, automatically generating names based on lists of attributes and values.

Similarly, The Logic File System (LISFS) [78] establishes a taxonomy of attributes, such that some attributes subsume others. If the results to a query contain one or more attributes which are subsumed, only the higher level attribute will be displayed as a directory name, and only attributes which distinguish between the query results are shown. This is more similar to our disambiguation method. However, we rely on the template for a name, and add metadata only when required by a name collision.

However, none of these focus on the file names themselves, instead focusing on naming directories as a way to create queries. Our approach is designed to complement non-hierarchical systems, allowing files to be easily recognized regardless of context, and allowing non-hierarchical systems to disambiguate file names if needed, by adding additional metadata.

The most similar work is to what we propose is that of Jones et al. [57], who proposed a non-hierarchical HPC file system with automatically generated file names, chosen by examining the distribution of metadata fields. By contrast, our work uses a more robust and less complex scheme which puts the user and application in control of which metadata is used, and allows them to select attributes which are most appropriate for the file’s semantic type, rather than relying on statistical techniques.
2.5.4 Faceted Search

Several of the semantic file systems just mentioned have been applying techniques from faceted search, a navigation model often found on the web for navigating databases and other well-structured data sets. ViewFS [61] explicitly focuses on file system search as a faceted search problem. ViewFS is also a semantic file system, offering virtual directories as query results. They propose using user feedback to refine the order of facet presentation over time. Research on faceted search such as Zhang and Zhang [109] and van Zwol et al. [98] has focused on learning facet ordering, based on relevance feedback via click-through rates. While these techniques work well on the web, where large number of users are expected to visit a site, they require sufficient user feedback for learning, and perform poorly when little or no data is yet available. Van Zwol does not offer a way to bootstrap initial facet presentation. Zhang and Zhang suggest using overall facet/value term frequency in the top \( n \) ranked documents, normalized by inverse document frequency, as a method of cold starting the facet selection. By contrast, we allow users and applications to manually select metadata attributes. It is possible that over time, TrueNames would provide enough data to be able to infer facets in a similar fashion, a question we leave to future work.

2.6 Summary

While there are a number of studies of file management behavior, none of them have previously focused on scientists and scientific data in large file systems, which we find to be different from typical desktop users. Scientific metadata, in turn, has characteristics which are distinct from either file system metadata or full text search, both of which are well studied cases. By doing a principled exploration of scientific metadata, we provide guidance both to our own research, and that of other researchers who wish to design search systems for scientific data.

Provenance is extremely diverse, and there are a large number of ways to collect it, manage it, and describe it. However, we are the first to create probabilistic provenance at the file system level, and to show how existing system tracing technologies can be used to create provenance records retrospectively.
Large scale ranking for file systems has not previously been explored. We have described a heretofore undiscussed connection between ranking and caching strategies, and are the first to use provenance data for either caching or ranking.

Finally, we are the first to describe a semantically coherent way of managing file names using metadata, which builds on earlier ideas in semantic file systems.
Chapter 3

Defining the Problem Empirically
Through User Studies

The Harvard Law:
Under the most rigorously controlled conditions of
pressure, temperature, volume, humidity, and other
variables, the organism will do as it damn well pleases.

Anonymous

Governments world-wide spend hundreds of millions of dollars on supercomputers, each of them trying to outdo the other in speed. While speed is essential, it is not the full story. A supercomputer’s utility must also be measured by its contributions to science and scientific discovery, which is in turn affected by the ability of scientists to use it efficiently and to its fullest extent.

We conducted interviews at a US National Laboratory, Los Alamos National Laboratories (LANL), as well as meeting with a scientist who works at the National Metacenter for High Performance Computing (NOTUR) in Norway. In total, we interviewed 8 scientists, and 7 scientific developers. Our aim was to uncover how they used supercomputing facilities, how they currently managed their files and metadata, and what their points of frustration were with existing scientific file systems. Interviews were semi-structured, with a series of prompt questions, as well as free-form discussion. In particular, we asked them about directory structures, about data sharing practices, about what types of metadata they collected, and where they stored it, as well as how
they used it. Finally, we asked them what they wanted to change about file systems.

We find that scientists and scientific developers are frustrated with the current state of supercomputing file systems in a number of areas, and that scientists form an invisible and weak link in scientific data management. The users we spoke with described problems with data sharing, with metadata management and robustness, and search, each of which took time away from their primary task, science. In addition, many of these problems required the user to use brute force tools such as `find`, `du`, and `grep`, adversely impacting file system performance. Based on our interviews, we find that by adding new features to scientific file systems, we can ease the lives of scientists and allow them to be more productive, while reducing burdens on the file system.

### 3.1 Background

High performance computing is primarily computation of simulations. The simulation is divided up into small pieces, with each CPU responsible for a piece. Computations are tightly coupled, requiring constant intercommunication between CPUs. Given the large volume of hardware involved, failures occur frequently, requiring computations to be checkpointed, writing enough information to the file system to be able to restart an in-progress computation from a known state.

Both LANL and NOTUR have a number of special purpose file systems, intended to be used in different ways. LANL uses a Network File System (NFS) [86] based on NetApp filers [48] for smaller files that are written sequentially. The NFS file system contains home directories and project directories. The Panasas Parallel File System (PFS) [102] is a high performance parallel file system shared among multiple supercomputers, and is meant for large files and parallel writes, such as check points. It is considered a scratch file space, and files there are meant to be archived or moved to NFS after a short period of time. Additionally, LANL has archival storage space, using HPSS [101] and GPFS [87].

NOTUR, like LANL, has several different supercomputers, with a shared parallel file system, meant for scratch space, and home directories on NFS, as well as an archive.

The file systems have a stated usage policy, which is for large files that are
written in parallel to be kept on PFS, and smaller sequentially written files to be stored on NFS. However, there’s a great deal of variance in actual usage. Some users simply ignore the policies, and store everything on the parallel file system. Others try to follow policies, but with mixed results. As we will see in the sections on sharing and search, having multiple active file systems causes issues for users.

3.2 Data Sharing

Many users (73%) specifically called out shared data as a problem. It was challenging to set up sharing within a group, or for new users to figure out how to share their files with their mentors for assistance. Several users were frustrated by limitations on the number of groups they could create in order to share files. Having multiple file systems required users to set up sharing individually on each system. Most users shared their data with someone else at least some of the time, and several worked in large collaborative groups. Many of these problems could be solved with current tools such as ACLs, but there are still significant usability concerns around setting up sharing, selecting files to share, and creating semantically coherent sharing across multiple file systems.

We also asked users how easy it would be for someone else to take over their work if they were to suddenly become unavailable. Many users were nonplussed by this question. (One of them looked quite concerned and said he’d never thought about it.) Users who worked in large groups fared better, saying that someone else in the group could bring a replacement scientist up to speed. However, a significant percentage of our respondents (20%) said it would be challenging or impossible for another scientist to take over their work without having been given a guide to their metadata and file organization system. As we describe in the next section, most users manage their metadata and files in an ad hoc fashion, outside the file system.

Based on our discussions, existing tools do not make it simple or intuitive to share data or metadata, especially across multiple file systems.
Figure 3.1: Metadata and file management strategies used by scientists. A scientist may use multiple strategies, so percentages do not sum to 1.

### 3.3 Metadata and File Organization Methods

The majority of users we spoke to (66%) maintained some sort of external tracking system for managing their files and associated metadata. Metadata was extremely diverse, including structured information such as parameters, provenance information, and multimedia information such as stills or video clips.

Metadata management methods ranged from text files, stored alongside the data, to spreadsheets, Powerpoint, and 3-ring binders, and were stored on NFS directories, personal computers, and bookshelves, as summarized in Figure 3.1. In addition, 100% of users embedded additional metadata into file names and directories. In some cases, this metadata was not available anywhere but the file name.

Embedding metadata into directory names and files allowed users to find their files, and share metadata with others, but also meant that metadata was often manually
created and added, with occasional errors that might have been avoided if the metadata were created directly from data or programs. Another concern that users voiced was that of manually duplicating directory structures between file systems, as shown in Figure 3.2. For instance, users said that sometimes they accidentally inverted or omitted the nesting of metadata, resulting in problems when moving files between file systems.

![Parallel directory structures](image)

Figure 3.2: Parallel directory structures

These metadata management strategies highlight several problems. Firstly, the file system does not provide good methods for managing file metadata or collecting metadata automatically, forcing the users to create ad hoc methods for storing and managing metadata, and then spend large amounts of time curating these metadata stores. These methods are often undocumented, and particular to a certain user or group. Additionally, current metadata management is brittle, i.e., there is a high probability of metadata loss, especially for the 33% of users storing some or all of their metadata in paper notebooks or on their personal computer. In most cases, metadata can be reconstructed from the data, but at a high cost, and in some cases, it may be lost forever. Finally, users prefer to organize and navigate their files by metadata, but need better tools for doing so. In summary, existing tools drive users to store metadata in ways that are hard to share, hard to interpret, and brittle.

### 3.4 Search

Nearly all of the users we spoke with were frustrated with their ability to find files (93%). The remainder had created their own search tools, specific to their needs,
Figure 3.3: Types of queries scientists are interested in performing. Scientists may be interested in multiple query types, so percentages do not sum to 1.

which filled the gap left by the file system. Scientists had a variety of tools for finding data within a single file, but few of them were satisfied with their ability to find the files themselves. Cited issues included problems such as fragmentation across file systems, the inability to do things like range queries, the desire to do provenance queries on a wide range of file types, and the inability to associate multimedia with files in order to do multi-modal search.

While scientists are typically looking for data they already know exists, they say it is still challenging to find. They need to start by remembering if the data is in primary, parallel, or archival storage, or commit to searching each of them independently. Then they must attempt to remember something about the file name or directory, or some piece of POSIX metadata which can help them identify it. In the worst case, they may have to resort to manual search, opening individual files to determine the contents. Many scientists prefer not to rely on search or navigation at all, instead using
an external metadata tracking system, such as those described above, to manage their most important files.

Archive search was a particular problem for most users. Since archived files may be on tape, retrieving files from archival was slow. It was prohibitively expensive to apply brute force searches such as grep. Many users stored their archival files in TAR files, meaning that the TAR had to be retrieved and its table of contents had to be inspected to look for a given file. In addition, the archival file system had different constraints on file sizes, meaning that files might have to be renamed on migration, which might result in metadata being removed from the name or being lost. Users went to great lengths to avoid having their data moved into archive, in order to avoid having to find it again [49].

We summarize statistics on query types users wanted made available in Figure 3.3. It is noteworthy that very few scientists expressed interest in full text search. We observed two potential reasons for this. One is that scientists, more so than most users, work primarily with opaque binary formats, making free text search less useful. Another is that available tools for text search, while not ideal, are at least sufficient for many users, so it is not perceived as a pain point. By contrast, there are very few tools available for structured search, and especially for provenance search or multimedia browsing.

Giving users tools to do structured search over metadata and provenance can significantly improve their effectiveness. In addition, federated search tools across multiple file systems are essential. Archival file systems in particular can benefit from fast indexed search. Many of the necessary technologies are already available, but either have not been a priority for HPC file systems, or have scalability concerns that must be addressed.

### 3.5 Conclusions

In light of these interviews, it is clear that better file and metadata search and management capabilities are needed for scientific file systems. Lack of support for file and metadata management has resulted in a variety of ad hoc manual processes, which are time consuming and error prone, and a point of frustration with scientists. Existing
file systems make it difficult to share data, store and search metadata, and manage files across multiple file systems.

Better support for file management not only improves matters for scientists, it can reduce demands on the file system. By reducing reliance on slow brute force tools such as grep and find on primary file systems, and making it easy to find archived files without retrieving data from tape, the file system can reduce unpredictable loads from user queries.

Integrating metadata storage and indexing into the file system allows users to tightly couple metadata and data, and automate what is currently a primarily manual task. Allowing users to easily transfer metadata into file names and directories, using non-hierarchical file systems and automatic file naming, will improve organization and reduce errors. By creating a unified search space, scientists can always find their files, regardless of where they are stored. Scientists need access to much richer query interfaces, allowing them to mix keywords, provenance, and key-value searches for points and ranges. A richer file browsing interface, one which allows them to associate and view images and video clips, will also allow them to manage their files more effectively.

By making rich scientific metadata searchable and easy to store, we can assist users in managing their metadata inside the file system, rather than outside it. This can make it easier to find files, and share files and metadata. It reduces the human cost of metadata management, and the risks of external metadata management. Finally, it reduces the load on the file system itself, allowing scientists and systems alike to focus on what matters: science.
Chapter 4

Characterizing Scientific Metadata

O! be some other name:
What’s in a name? that which we call a rose
By any other name would smell as sweet

William Shakespeare

We examined a wide range of metadata studies, and found that none of them focused on rich metadata, and particularly on scientific metadata. There were some high performance search systems based on these studies [50, 67, 75, 97], but they used POSIX metadata, and then attempted to extrapolate performance for other use cases. Thus, we have studied scientific metadata directly, in order to gain a more realistic understanding of the design space of scientific metadata and content indexing systems. Having studied scientific data, we consider existing indexing solutions for both file system search and scientific search, and conclude that they are not well suited for HPC search.

Consider scientists working together on a shared HPC computing and storage system. Scientists may want to search files by size or age, but are more interested in searching metadata about content, as we discuss in the previous chapter and other work [93]. An astrophysicist might search for files with a certain peak brightness. An oceanographer might want files containing observations at a certain salinity, and a biologist might need files about a species or watershed area. Each of these searches is a metadata search, but rather than relying on system generated metadata, it relies on metadata that is domain specific, and may be embedded in content or stored in an
extended attribute.

We find that in contrast to POSIX metadata, scientific metadata is heterogeneous, with different metadata for different disciplines. It is sparse, with many missing values even within the set of files from a single discipline. It is high-dimensional, and those dimensions are a mix of numeric, textual, and categorical data. It can also be non-atomic, with many values for a single field. We also find that it has a number of features that an indexing strategy should take advantage of, such as compressibility.

Search for scientific metadata poses a number of unique problems. Scientific metadata is large, and can easily outstrip the size of the data it describes. In many cases file content and metadata are indistinguishable. For instance, in astronomy a dataset may contain raw data such as pixel brightness, and metadata such as a catalog identifier. What matters is whether the data will be queried. We focus on search for data in fields, a single dimension of metadata such as temperature or author, as opposed to free text with a document. Scientists have expressed a strong interest in structured search over scientific data, whereas since free-text search at scale is a well explored problem.

File system search, especially at scale, poses additional constraints. Results to a file system query are in the form of a list of matching files, rather than a set of metadata fields. This is different from many common RDBMS database indexing problems, where results are records in normalized tables, and often require eventually performing a join to retrieve some or all of the fields. File system search does not require complex transactions, and the query model is relatively simple, since each file’s metadata is independent. Finally, HPC file systems are often operating near full capacity, and cannot use a large fraction of storage to store indexes, or a large portion of disk and CPU bandwidth for brute force search.

A search system for scientific metadata must balance each of these constraints. It must make it possible to query a large body of sparse, high-dimensional data without consuming a large fraction of CPU, I/O bandwidth, or storage. It should be able to add new files to indexes efficiently. Finally, it must efficiently handle a mix of data types.

In addition to providing a new study of scientific data, we examine a variety of indexes, and conclude that column stores are the best match for both the characteristics of scientific data and the types of queries scientists have expressed interest in.
4.1 Experimental Design

Before going further, we provide background information about our experimental design. Our experiments explore a wide variety of data in many formats, and indexes which are designed with very different goals. We define some common terminology which can be used to describe a variety of data formats. We describe the index types we examine, as well as the data sets which we analyze, the databases we consider, and the tests we perform.

4.1.1 Terminology

Since different index structures organize data differently, it can be hard to find a common terminology to discuss them. In addition, metadata can refer to different things when used in a scientific context, rather than a file system context. We will discuss fields, a single dimension of metadata such as temperature or author. Metadata refers to data in fields, both extended metadata and metadata embedded in file contents. We refer to a single data object, typically a file and its metadata, as an item. And we use the term data element to refer to data in a single field of a single item. A field of an item may have multiple data elements, as we will discuss later.

4.1.2 Index Types

We consider the suitability of a number of index and database types for file system search and scientific indexing. We describe each of them here, along with a brief description of their strengths and weaknesses, summarized in Table 4.1.

Row stores, such as the relational databases most people are familiar with, store items in row-order on disk, and employ additional indexes for fast search on specific fields. Row stores are optimized for retrieving the entirety of every row that matches. They support complex transactions and query models. Inversion [76] was the first system to propose integrating indexes into the file system, and used PostgreSQL, a popular open-source object relational row store.

Column stores are a more recent database design where data is laid out on disk by column. They support statistical queries better, use less space for sparse data,
<table>
<thead>
<tr>
<th>Data</th>
<th>Column stores</th>
<th>Row stores</th>
<th>Spatial trees</th>
<th>Inverted indexes</th>
<th>HDF5</th>
<th>FastBit</th>
</tr>
</thead>
<tbody>
<tr>
<td>High dimensional</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sparse</td>
<td>Yes</td>
<td>Nulls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Nulls</td>
</tr>
<tr>
<td>Multiple values</td>
<td>Yes</td>
<td>Foreign key</td>
<td>No</td>
<td>No ranges</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Non-numeric</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Indexes</th>
<th>Range queries</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>No</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specialized indexes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>High compression</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 4.1: Comparing index types

and can efficiently answer queries which use only a few terms, because only the columns present in the query need to be loaded. However, they do not offer good support for transactions and joins, and perform poorly when an entire row needs to be recomposed.

Spatial trees are designed for indexing multi-dimensional numeric data, such as geographical information or points in a numeric space. They are good for answering range and proximity queries on spatial data, and can be used for clustering. Spyglass [67] and Smartstore [50] were the first to suggest using spatial indexes for metadata.

Inverted indexes are designed for textual data, but can be used for any sort of point query. In an inverted index, each keyword or value has an index, containing a list of pointers to matching documents. In order to implement inverted indexes for structured data, each field must have a list of keywords and associated indexes. Inverted indexes are excellent for sparse data. Since the structure is simple, inverted indexes can also be implemented on top of other database structures. For instance, a relational database might have a table containing keywords as a primary key, and a column containing a list of documents. Columns in column stores are often implemented as a value:rowid inverted index.

FastBit [105] is designed explicitly for scientific databases. FastBit is a bitmap index optimized for high dimensional scientific data, which performs extremely well on numeric data, and is very compact. It performs well on point and range queries, but does not support non-numeric data.
HDF5 [17] is a popular data format for storage of array based scientific data. Recent versions also have the ability to create B-tree indexes over a specific field of the data in order to search within a file. While it is not an index structure per se, we will discuss its merits as a way of searching scientific data as well, since it is a popular solution to scientific data storage and search.

### 4.1.3 Data Sets

<table>
<thead>
<tr>
<th>Discipline</th>
<th>Native format</th>
<th>Record count</th>
<th>Sampled</th>
<th>Sample count</th>
<th>Total size</th>
<th>Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dryad</td>
<td>Biology</td>
<td>XML</td>
<td>31k</td>
<td>No</td>
<td>400MB</td>
<td>44</td>
</tr>
<tr>
<td>WISE</td>
<td>Astronomy</td>
<td>CSV</td>
<td>564M</td>
<td>Yes</td>
<td>1TB</td>
<td>285</td>
</tr>
<tr>
<td>ARGO</td>
<td>Oceanography</td>
<td>NetCDF</td>
<td>2B</td>
<td>Yes</td>
<td>330GB</td>
<td>108</td>
</tr>
<tr>
<td>ORNL</td>
<td>Climatology</td>
<td>CSV</td>
<td>1478</td>
<td>No</td>
<td>154kB</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 4.2: Data set characteristics

In order to get a representative sample of scientific metadata, we chose files from Dryad [11], the Wide-field Infrared Survey Explorer (WISE) All-Sky Release [14], Argo [15], and Carbon-14 observations from Oak Ridge National Laboratories [45]. Dryad was further divided into data using The Open Archives Initiative (OAI) Protocol for Metadata Harvesting [9], and the Metadata Encoding & Transmission Standard (METS) [13]. We chose these data sets because they are readily available, and cover a wide range of science one might find in a large computing installation. Our goal is to characterize what could be expected in a system where one or more of these data types is resident. While some scientific computing installations may handle only a single kind of data, the largest installations support a wide range of scientific research, and will have indexes which must support multiple types of data.

While our choices were made on the basis of breadth, we also find that they each have very different metadata characteristics, offering a broad perspective on index requirements. We summarize their characteristics in Table 4.2. Where we subsampled, we did so in a uniform random fashion. We make the simplifying assumption that the metadata is uniform with regard to the characteristics we are studying, since our chosen characteristics are largely the product of scientific practices in a given field.
To analyze the data, we decomposed each data set into a columnar format by generating sorted lists from each field. Where data sets were natively in a non-tabular format, such as XML or NetCDF, we generated a list of all available fields, and then grouped elements into sorted lists based on tag or array name, respectively. For row analyses, we used the top level document item and the array position, respectively, to create a row ID.

4.1.4 Sparsity

Many indexing systems assume a fixed schema, where all fields are present for all items of the same type. We examine the sparsity of fields, how often values are missing from a given field. To calculate sparsity, we determine the total number of fields possible for any item of that type, and then calculate what number of those fields were actually present in each of the individual items of that type.

Sparse data is challenging for spatial tree based indexing schemes, which cannot place data with missing values in the tree, and must use estimation to fill in missing values, creating fake data that must then be stored [94]. A single table row-based index will also have space implications. Even if a table is built for each data type, it will still need to store nulls for missing values [35]. A normalized schema can represent this data more efficiently, but at the cost of complexity. Although bitmap indexes are capable of storing data using masks, such that an element is only stored when data is present for a field, FastBit does not currently have mask support [16], and must store a null value. Inverted indexes and column stores only store data when data is present for that field, and will have space savings for sparse data.

4.1.5 Atomicity

Atomicity describes how often a field can be present for an data item (i.e., a file), and whether it can be represented as a single point. An atomic value is one where only zero or one point elements can be present in a field. For instance, tabular data is strictly atomic, since it can only support one value per column in a row. Non-atomic data may represent an list of many elements in a field, such as a list of authors, or a single range element with boundaries, such as a geographic area, an uncertainty range,
or a start and end date.

Different indexes handle list and range values in a variety of ways. Some cannot represent them at all, while others require careful schema design to represent and search them efficiently, such as normalization to represent lists. Non-atomic data requires an index design that can represent multiple values or ranges, and match them to queries. Thus we analyze the \textit{atomicity} of fields, \textit{i.e.} whether a field can be present multiple times in a single item, or represent a range.

4.1.6 Entropy

Entropy serves two purposes. First, it allows us to consider the selectiveness of queries. Fields with low entropy do a poor job of reducing the results size, whereas high entropy fields can be very selective. Secondly, it allows us to characterize compressibility. Low entropy data is easy to compress, and is less expensive to store. Entropy is agnostic to data type, which allows us to do direct comparisons of string and numeric data.

We chose to focus the entropy of whole values, to study query selectiveness. Whole value entropy does not entirely capture compressibility, but serves as an upper bound. More compression is often possible for fields which can be segmented or bucketed, such as free text and numerical data. We examine block-based column and row entropy, such as a database might use during compression, to compare their effectiveness. We discounted null values, since these are not relevant to selectivity.

We examined the entropy within each data set in two ways, using the bit-wise Shannon entropy

$$H(x) = - \sum_{i=1}^{n} p(x_i) \log_2 p(x_i)$$

where \( p(x_i) \) is the probability of value \( x_i \) occurring. For columns, we sorted the values for each field (corresponding to a column), divided it into 4kB blocks and calculated each block’s entropy. For row entropy, we took all fields present in an item (excluding nulls), and took enough rows to fill a 4kB block, then calculated entropy.

This allows us to consider the effects of column organization versus row organization for compression. Field entropy also characterizes the selectiveness of a query on that field. Fields with very low entropy are very non-specific. In the worst case, an entropy of zero, where every value is the same, that field does not allow us to eliminate
any possible results. By contrast, very high entropy fields, such as a unique identifier, quickly narrow the search space. In between are fields which are moderately selective.

4.1.7 Data Types

Finally, we look at the overall distribution of data types for fields, both in terms of storage and semantic data types, to determine necessary index types. We examine the data types of the fields, based on the data set documentation. Knowing the distribution of field types is useful for index choices. Different index designs are better for text versus numeric data, and there are efficient specialized indexes for data which is geospatial or time based. To examine type distributions, we categorize fields as numeric or string data. We then further examine them to determine if they are geospatial, a set of flags encoded as a string or number, etc.

4.2 Analysis and Results

Our tests left us with some clear winners and losers. Scientific data is extremely sparse. Scientific data can have fields with a large number of values per item, such as lists of authors and species, and some data sets contain range values. Scientific data has a wide range of entropy, but has many low-entropy fields that can benefit from compression even after accounting for sparsity. And finally, scientific data has a mix of data types, including text, numbers, geospatial data and binary flags, which necessitate indexes which can handle a wide range of types.

4.2.1 Sparsity

We find that even within a single discipline elements tend to be sparse, as shown in Figure 4.1. Only a few fields are present in all items, and these fields tend to be unique identifiers for the system’s use. A poor choice of index will waste space storing nulls, or be unable to represent the data at all. This allows us to rule out indexes such as kd-trees, which cannot represent sparse data, and supports the use of inverted indexes and column stores.
Figure 4.1: Sparsity for all data sets. For a randomly chosen element from $X\%$ of columns, there is a $Y\%$ chance it will not be null.

4.2.2 Atomicity

While most of the data sets we examined are strictly atomic, the biology data have many fields with multiple elements per field for a single item, as shown in Figure 4.2. Only 55% of Dryad fields are atomic, i.e., have a single entry. Less than 1% of fields have more than fifteen entries, but can go much higher. Finally, one of the numerical fields in the ORNL data mixes ranges and point values. The distribution of non-atomic items is correlated with the field. Some fields are commonly non-atomic, while others are commonly a single point value.

Any system which supports a variety of scientific metadata must handle non-atomic data. Both list entries and range entries will cause problems for spatial trees, which expect point values. At best, a spatial tree will require an additional data point for each value, leading to duplicated data and consistency problems. Inverted indexes
Figure 4.2: Field value counts for both OAI and METS data, truncated on both axes to show detail, since one item in our data has over eight hundred species associated with it. Indexes which cannot handle multiple values for a field for a single entry will be unable to store this data, and a poor choice of index design can result in large amounts of duplicated data.

cannot represent range values at all. With properly normalized schema design, an RDBMS can support list and range values. Column stores and bitmap indexes will also need schema design to handle range values, but can support high cardinality list values in a single column given a simple schema, and are a better choice.

4.2.3 Entropy

As Figure 4.3 shows, row entropy is very low variance. This is intuitive, since taking entropy over all fields will average the entropy of those fields, leading to lower inter-block variance. However, mixing different types increases total entropy, meaning row data will be harder to compress. Column stores, inverted indexes, and bitmap
Figure 4.3: CDF of entropy for all fields in each data set. Dashed lines are row entropy, and solid lines are field entropy. Fields consistently have lower entropy than rows, indicating they will compress better, allowing more indexes to be stored in the same amount of memory or disk. However, field entropy varies significantly, suggesting that some fields are much more useful to query (and therefore index) than others.

Indexes can take advantage of the structure of low entropy data in order to compress it. Some spatial trees can take advantage of data entropy to balance trees efficiently, but do not compress the data itself, and row stores cannot take full advantage of low entropy columns, since they must average entropy over all columns. Some types of compression can compress data on a per-field basis, while allowing data to be stored in row order, but will require more accesses to decompress data.

4.2.4 Data Types

Scientific data contains a mix of data types, including geospatial data and binary flags, which necessitate indexes which can handle a wide range of types.
Table 4.3: Data types in scientific data for all data sets. We examine storage types, and semantic types that can have specialized indexes. String and boolean support is a must, and having native index support for time and space can significantly speed up queries.

Table 4.3, we show the distributions of raw data types and semantic types.

Indexes which cannot handle string data, such as bitmap indexes and spatial trees, will not suffice for indexing scientific data. On the other hand, spatial indexes can be very useful as part of an indexing system, and bitmap indexes can be very efficient for flag sets and numeric data. The ideal system will take advantage of the semantics and structure of each field to search efficiently over heterogeneous data.

4.3 Conclusions

Based on our findings, we conclude that column stores are an excellent fit for scientific data, and can answer file system search queries in a very efficient fashion. Scientific metadata is large, sparse, heterogeneous, high entropy, and high dimensional, making it significantly different from POSIX metadata. Existing approaches to file system indexing, such as spatial trees and row major databases, will perform poorly for indexing scientific metadata.

Scalable searchable file systems are crucial for scientific computing, and understanding the characteristics of data is essential in making good design decisions. Our findings will significantly benefit researchers in the area of scalable scientific indexing.
Hey Rocky, watch me pull a rabbit out of my hat!

Provenance is the set of data collected to answer the question “how did this object come to be here?” In the art world, it may describe a chain of ownership and transportation. In computing, especially scientific computing, it refers to questions about data flow, describing the objects and processes which went into creating a given piece of data, such as a file, database entry, or scientific result. Provenance may be at the level of workflows, describing individual data items and equations, at the file system level, describing files and system processes, or at a variety of other levels of detail. Provenance may also be retrospective, describing what has happened, or prospective, describing what should happen, such as creating a workflow to later be executed.

When it comes to provenance, especially at the file system level, there is a chicken and egg problem. System designers are loath to add provenance to systems, citing performance and space overheads, and a lack of useful applications. At the other end of the spectrum, researchers who might design useful applications and performance enhancements for file system level provenance find it difficult to justify their work, since there are very few system provenance workloads available for evaluation and analysis, and most available workloads are very short and and focused on specific types of scientific computing.
We propose to bridge the gap between provenance data and provenance research, by demonstrating how existing system traces can be converted into retrospective file system level provenance. There is a large extant body of file system traces used by researchers, which can be used to study system level provenance over longer periods, and adds diversity to the types of available workloads.

While provenance information, such as command line and environment parameters, is commonly collected by provenance systems such as the Provenance Aware Storage System (PASS) [74], that depth of information is not collected by most system traces, and is extremely expensive to store. Instead, we focus primarily on the subject of data flow provenance, tracking the flow of data between files and processes to create a provenance graph. Data flow provenance graphs can be useful for research in a variety of areas. Some current areas of research which use provenance graphs include the data flow based file ranking we study, as well as transient provenance [56], provenance graph compression [106], provenance pruning [71], and many other topics. By creating detailed data flow provenance for computer systems, covering longer periods of time, we can study currently unanswerable questions about repeating structures in provenance graphs, the evolution of provenance graphs over time, and so on.

We describe how an existing system call trace can be converted into a file system data flow provenance graph. We demonstrate our technique on the LASR system call traces [63], a set of system call traces collected over the course of a year on several mobile computers. We show that our technique achieves 92% coverage of process creation and 98% coverage of file opens. We compare the created provenance graph with directly collected provenance traces from PASS [10], and show that our provenance graph has similar depths and branching factors, meaning that our coverage factor does not significantly alter the characteristics of the graph. Converting the LASR traces creates the single largest set of publicly available provenance traces, covering a longer time span than any other data set, which makes them a invaluable resource for provenance researchers.
5.1 Architecture

Our conversion architecture consists of a trace parser, a state tracker for files and processes, and a provenance graph representation which is independent of trace format, as shown in Figure 5.1.

Figure 5.1: Architecture of our provenance conversion tool. Inheritance arrows flow from children to ancestors.

5.1.1 Inferring provenance

There are many different ways for data to flow between processes, as security researchers have long known. The presence or absence of a lock file is data, as is
the contents of a command line argument, or even the timing of a packet. However, we focus on the broad structures of data flow: reads and writes, via files and pipes. We also consider forked processes to constitute a form of data flow. Inter-process communication via shared memory is also a data flow mechanism, as are network sockets, but since neither the LASR traces nor the comparison traces we studied trace any IPC system calls, and LASR did not trace network sockets, we have left handling of those calls for future work. We consider the set of system calls listed in Table 5.1 to constitute information about data flow.¹ We treat directories as special files, and track which processes created them, but do not treat directory reads or writes as data flow to the directory.

Table 5.1: File and Process System Calls

<table>
<thead>
<tr>
<th>Processes</th>
<th>fork, execve, exit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Files</td>
<td>creat, open, write, read, mknod, unlink, truncate, close, pipe, mkdir, rmdir</td>
</tr>
</tbody>
</table>

However, this is not sufficient to create a full provenance graph. In order to infer provenance after the fact, we must be able to recreate as much of the file system state and I/O state of a given process as possible, including working directories, links and soft links, active file descriptors, and so on. Thus, we also track calls which alter the state of process I/O and the file system, listed in Table 5.2, in order to interpret arguments to the calls listed above. For instance, if a file descriptor is duplicated we annotate the new file descriptor with the file name used when opening the original descriptor. If a link is created to a file, we attach the link target’s provenance to that name. We track working directories for processes, in order to resolve relative file references. This state tracking allows us to discover trees of data flow, from process to file to process, as well as uncovering as much data as possible about the state of processes and the file system.

In order to create provenance, we replay a system call trace. We generate a

¹Where a system call has more than one variant, such as pipe/pipe2 or chdir/fchdir, all variants are implied.
Table 5.2: State Altering System Calls

<table>
<thead>
<tr>
<th>Process state</th>
<th>chdir, dup</th>
</tr>
</thead>
<tbody>
<tr>
<td>File system state</td>
<td>rename, symlink, link</td>
</tr>
</tbody>
</table>

Node in the graph for each file or process that we observe. This node stores a variety of information, such as a type (file or process), a first observed time, a last modification time, a unique identifier (a file name for a file, or a combination of process ID and first observation time for a process), and finally and most importantly, a list of directed edges which have either transferred data in or out of a node.

Edges in turn have a time, an origin and destination, and a tag indicating the type of operation they represent (create, delete, open, read, or write.) The first two can apply to file or process destinations, while the last three are reserved for edges whose destination is a file. One process may have multiple edges to the same file, representing different operations, or even the same operations at different times. (For instance, a process may open a file, read it, close it, reopen it, and read it again. This will result in five edges being created, two opens, two reads, and a close.) We do not do any detection of duplicate edges at this time.

In addition to storing a node, we also create temporary data structures to store the state of processes. These data structures allow us to map open file handles to file names, and to track the current working directory of the process in order to resolve relative paths.

5.1.2 Handling missing data

System call tracing is not always perfectly reliable, especially tracing using the PTRACE framework, and system calls are sometimes omitted from the trace, particularly near fork events. This means that not all state changes will be observed. This can take several forms. Keeping track of certain types of observable omissions can help us evaluate the accuracy of our conversions.

One possibility is that we may miss a process being created, or a file being
opened. We can infer that this has occurred after the fact. For instance, if we observe an system call from a process ID which we have no previous information about, we can infer that there is a process with that ID, although we cannot tell which of the other processes forked it. If we see a process reading from a file handle that we have no information about, we can infer that a handle was opened, but cannot tell which file they are reading. Thus, we have processes and files which are orphaned. We track these orphaned nodes in order to acquire statistics about the accuracy of the traces, and thus our graph construction. In general, we assume that our missing data rate can be estimated based on the highest observed error rate for process creation and/or file opens.

5.2 Experimental design

We tested our algorithm using a series of traces known as the LASR traces [63], collected on several general purpose mobile computers over the course of approximately a year. The LASR traces are ideal for this purpose, since they contain not only information about processes and file opens, but also reads and writes. This makes them similar in graph detail to tracing systems such as the Provenance Aware Storage System (PASS) [74]. Although they do not contain information about the environment or command line arguments as PASS does, the LASR traces cover a much larger time span than the longest available traces from PASS.

As our point of comparison, we selected a series of traces created by PASS [10], described in Table 5.3. These cover a more clearly defined set of workloads than the LASR traces. PASS traces are composed of a series of records. Each record records a single operation, such as declaring a node, declaring an edge between two nodes, or annotating a node in some way. Annotations include adding a type (file, process, pipe, etc.), a name, a new version, a modification time for a version, and so on. Comparing our traces to the PASS traces allows us to confirm that the structure of our provenance graphs is similar to that of graphs collected by other means.
Table 5.3: PASS data sets

<table>
<thead>
<tr>
<th>Trace</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>blast-chall-mirror</td>
<td>A combined workload of Blast, 1st Provenance Challenge, and directory mirroring with tar</td>
</tr>
<tr>
<td>chall-lite</td>
<td>1st Provenance Challenge</td>
</tr>
<tr>
<td>cp-lite</td>
<td>A simple trace that involves Unix cp and cat commands</td>
</tr>
<tr>
<td>elaine-oct25</td>
<td>Researcher’s desktop activity</td>
</tr>
<tr>
<td>links-oct30</td>
<td>A short session of provenance-aware Links (a text-based web browser)</td>
</tr>
<tr>
<td>patch-apr17-2</td>
<td>Patching the Linux kernel</td>
</tr>
</tbody>
</table>

5.2.1 Tests Performed

In order to evaluate our conversion algorithm, we performed a series of tests to examine how similar the structure of our created provenance graphs were to those collected by other means, and how the structure evolved over time. We replayed each trace forward in time to generate a graph, and compared the graphs at a sample interval based on the number of new nodes observed since the last sample. For longer traces, we compared them every 500 new nodes. For shorter traces which had fewer than 1,000 nodes, we examined them at more frequent intervals to extract as much information as possible about behavior over time.

We compared graphs with equal numbers of nodes, up to 10,000 files and processes. We examined the ratio of nodes to graph height. We looked at the distribution of branching factors. We also quantified the percentage of files and processes that we could not infer enough about to add them to the graph.

5.2.2 Details of Analysis

PASS creates a new version of a file or process every time new data is written to it. For purposes of analysis, we flattened these versions to get a holistic analysis of all accesses to a given process or file. PASS also does duplicate elimination, flattening all calls which would result in an identical edge being written to the database, i.e., if a program writes twice to a file without any intervening data input, PASS treats those
edges as the same. We do not do duplicate elimination, resulting in some edge count inflation relative to PASS.

PASS also tracks pipes. We noted these during analysis, and added them to the graph as a file node, but the LASR traces did not trace system calls for pipes, so we were unable to compare pipe statistics directly.

5.2.3 Errors

Like the LASR traces, the PASS traces did not always contain full information. For instance, there were a number of nodes which did not have a type attribute. In these cases, we used other information about the node. A node which is the result of a fork, or has an exec time or a process ID must be a process, and a node which has been unlinked or has an inode is a file. Despite inference, there are still some nodes about which we have no information. We calculated the percentage of nodes without type attributes to estimate the error rate of PASS.

Unlike missing information in traces, which can result in errors in the link structure of the output graph, omissions in the provenance traces cause errors in the annotation for nodes of the output graph. However, they do indicate that even a specialized tracing tool for provenance can have errors in the collection or output of traces, something which algorithms using provenance must take into account.

5.3 Results and Analysis

We estimate our coverage factor, based on observable error rates for process creation and file opens, and discuss how our graph compares to other graphs with regards to depth and branching factors. We find that our conversion tool has statistical properties similar to that of other system provenance graphs, and that our coverage, while slightly lower than other system provenance graphs, does not significantly alter the graph characteristics.
5.3.1 Coverage

Some errors are inevitable in any kind of data collection. If the omission rate is too high, it will affect the characteristics of the graph, making it less suitable for study. Thus, we examine the error rate.

The LASR traces have an average omission rate of 2% for file opens, and 8% for process forks. Recall that missing a file open results in us missing knowledge about read and write statistics for specific files, and may miss data flow relationships, whereas missing a process creation results in a “discontinuity” in the graph, where a new node is created without a link to its parent process.

The omission rate for missing process forks is consistently higher than that for file opens, which is common for many tracing architectures, especially those dependent on PTRACE. We assume that the omission rate for forks provides an upper bound for the omission rate of the whole trace (although we suspect that the true average is closer to that of file opens.) Thus we infer a 8% maximum omission rate.

While it is less common, it is worth observing that the traces from PASS also have missing information about nodes. On average, 0.5% of PASS nodes do not have a TYPE attribute, and we must infer a type based on their operations. Even after inference, we cannot determine a type for most of these nodes. Overall, 0.3% percent of nodes contain insufficient information to determine whether they are a file, a pipe, or a process, even after examining their operations. There is not enough information in the traces to know whether this 0.5% error rate holds for other operations as well.

We conclude that the error rate is moderate, and that the graph is 92% correct at minimum. Next, we examine the characteristics of the graph to see how much it is affected by the error rate.

5.3.2 Depths

Because of the nature of provenance graphs, height is not as simple to measure as in a tree. A node can start out as a root (a file which has never been written to or a process which has not read) and then later be written or read, becoming an internal node. Processes cannot accumulate reads or writes after they exit, but some processes are long running, so may continue to acquire edges for some time, and any undeleted
file can continue to accumulate edges. And there are many possible paths to a given file or process. Thus it is best to think of provenance graph height as the maximum or minimum length of the path that data can have followed, which may grow or shrink over time.

We measure the height from the *leaves*, files and processes which have not been read, or have not written, respectively. Leaves can change over time, and should be considered as the periphery of the graph. From the leaves, we measure both the shortest and the longest path to a given node (breaking cycles as we go, since provenance graphs are not guaranteed to be acyclic), giving it a maximum and minimum height respectively. We examine the average and maximum values for both of these heights. (The minimums are, of course, zero, since leaves are guaranteed to have both a zero minimum and maximum height.)

As we can see from Figures 5.2, 5.3, 5.4, and 5.5, the graphs are quite similar in heights for a given number of nodes, particularly the average minimum and maximum heights in Figures 5.3 and 5.5, respectively. This suggests that the small percentage of orphaned processes and nodes in the LASR traces do not significantly alter the overall graph structure.
Figure 5.2: Tallest maximum heights. PASS traces have taller maximum heights.
Figure 5.3: Average maximum heights are quite similar for LASR and PASS traces.
Figure 5.4: Tallest minimum heights vary significantly, but the LASR traces fall between the extremes of the PASS traces.
Figure 5.5: Average minimum heights are quite similar, and converge among most traces.
5.3.3 Branching factors

Next we measure how many times data flows in or out of a file or process, as shown in Figures 5.6 and 5.7 for inflows, and 5.8 and 5.9 for outflows. This can vary significantly by workload. For instance, a single untar can create a very large number of outflows from a process. The LASR traces are primarily personal computer workloads, with a mix of programming, web surfing, and so on. We compared them to all the PASS traces, but the cp-lite, elaine, and links traces are the most similar workloads. Unfortunately, cp-lite and links are very short, making it difficult to draw useful conclusions. However, we observe that most of the traces for both workloads have relatively similar branching factors, but that there is a great deal of variation across different traces and at different times.
Figure 5.6: Maximum data flows into a node. LASR traces show evidence of non-deduplication, but are similar to PASS traces.
Figure 5.7: Average data flows into a node. The average is very noisy, suggesting that a few outlier nodes account for the bulk of most data flow.
Figure 5.8: Maximum data flows out of a node. LASR traces show evidence of non-deduplication, but are similar to PASS traces.
Figure 5.9: Average data flows out of a node. The average is very noisy, suggesting that a few outlier nodes account for the bulk of most data flow.
5.4 Conclusions

Our technique for creating provenance graphs from existing file system traces is novel, and provides access to new sources of provenance information. Our technique is feasible, as we have shown on the LASR traces, and is comparable to other provenance collation mechanisms, as we have shown by comparing it to existing provenance traces created by PASS. Our technique achieves high coverage, at not less than 92% of system calls, and has graph properties similar to other forms of file system provenance collection. Creating provenance graphs in this way allows us to leverage the wealth of existing file system traces, in order to study provenance over longer time periods than is currently possible. The provenance traces we have created compose the single largest set of provenance graphs to date, spanning almost a year, instead of a few hours or days. This makes them an invaluable resource for provenance research.
Chapter 6

Predicting Access Through Provenance

I count the grains of sand on the beach
and measure the sea;
I understand the speech of the dumb
and hear the voiceless.

Herodotus–The Pythian prophetess at Delphi

Having described how to create provenance graphs from existing data, we turn to the question of using provenance to improve search.

We describe a method for performing ranked access prediction, *Time and Provenance Informed Ranking (TaPIR)*, which creates a predictive distribution based on an annotated provenance graph, such as those created by our tool. This may seem counter-intuitive, since there are a number of prediction algorithms available which use smaller amounts of data. However, provenance data has a number of advantages. The first is that it’s already in high demand by file system users, especially in the high performance computing world, who have the largest amounts of data and the most pressing need for better search. If the data is already going to be stored, it makes sense to leverage it, rather than storing additional data to serve the same purpose. Additionally, provenance offers a richer structure and annotations, which can potentially be leveraged into further access prediction applications, such as personalized search predictions, caching dependency trees based on sub-graphs, and so on. We compare provenance based access prediction to a number of other algorithms, and demonstrate that it can be used to
create better predictions than other algorithms, while not requiring additional storage beyond provenance data.

Ranked access prediction has a number of applications. High quality access prediction at the file level is useful in its own right. For instance, being able to accurately predict file accesses can be used to improve caching in multi-tiered file systems, as well in other domains where parts of the storage system may be slow, or unreachable. (For instance, on a cloud attached laptop, or a mobile phone which has intermittent network connectivity.) Caching whole files can significantly improve the user experience in these cases, where caching at the block level will result in poor usability and unintuitive failure modes.

In addition, we argue that in the file system domain, there is a clear connection between access prediction and ranking for search results. If we have an oracle, which can perfectly predict the distribution of files the user will open next, then that oracle can also be used to rank search results, since the best search results will be the ones you will open next. Thus doing better quality access prediction for file systems is a useful step towards creating better file system search at scale.

Results ranking is a mature field, with two primary components. The first one, that of similarity, is extremely well understood for text content, and is actively researched for other content types such as images and music. However, in this work, we focus on the second component, that of importance. Importance ranking is designed to rank files, all of which match a query and might be suitable answers, based on their importance and likelihood of selection.

In order to do importance ranking, we need to know what is important. However, that’s a difficult question to answer, even for a human. Ranking studies with human relevance judgements are hard and expensive, and even experts in an area often will not agree on the importance of a search result [99]. So surrogate metrics on large amounts of activity data are commonly used. On the web, the measure of importance is whether a page is linked to by important pages, whether you click on a search result, and whether you linger on a search result, or immediately return to Google and try a different link. On a file system, by analogy, we might want to ask the question what are the relationships between files, what do you open, and what do you read? This is
exactly the data stored by provenance.

On the web, importance ranking is performed by a large number of algorithms, commonly used in ensemble, the most famous of which is PageRank [79]. PageRank uses a Markov chain based on the link structure of the web to generate a probability distribution that a given page will be important.

Likewise, TaPIR is a Markov chain based algorithm. However, unlike PageRank, TaPIR uses the provenance graph structure, particularly reads, along with a time decay function to generate a probability distribution over all files, predicting the probability that a given file will be opened. We show that TaPIR can outperform a variety of other access prediction algorithms, such as last-\(k\) accesses, all-previous-accesses, and time decayed access counters.

### 6.1 Architecture

![Figure 6.1: A Markov chain with three states](image)

TaPIR is designed to operate on the structure of a provenance graph by converting it into a Markov chain and generating a predictive distribution for file accesses. What we use as an access predictor is the *stationary distribution* for the Markov chain, the probability of being in a given state at a given moment.

Recall that Markov chains are composed of a set of states, and probabilistic transitions between those states, as seen in Figure 6.1. The probabilities of transitions...
are fixed, and depend only on the current state. Markov chains can be represented as a stochastic matrix where the rows and columns each represent nodes, each row sums to 1, and a given element \( E_{i,j} \) is the probability of transitioning between node \( i \) and node \( j \).

We treat the files in the provenance graph as the states of the Markov chain, and edges as transitions. If file \( F_a \) is written by a process \( P_i \) after that process has read file \( F_b \), we consider that evidence of possible data flow, and create an ancestry transition, \( E_{b,a} \) from \( F_b \) to \( F_a \) with a transition probability \( \Pr(E_{b,a}) \).

Markov chains have stationary distributions if and only if the following conditions are met:

1. The Markov chain must be irreducible, \( i.e. \), it must be possible to get from any state to any other state given some finite number of transitions.

2. The Markov chain must be positive recurrent, \( i.e. \), if we start in any state \( S_i \in S \), we expect to return to it in some finite amount of time.

Once the first holds true, the second naturally follows for any Markov chain with a finite number of states, such as our provenance graph. One method of ensuring the first condition holds true for a general graph (such as a web or provenance graph, which are generally not irreducible), is to introduce a teleport function. This adds a non-zero probability of transition, denoted as \( \alpha \), from each state into every other state, as shown in Figure 6.2. This ensures that we can always get to any state to any other state in a finite amount of time with non-zero probability, satisfying the positive recurrent condition.

We use a weighted non-uniform teleport function, and apply an exponential decay function to discount the weight of older files, with a decay parameter, \( \lambda \). This leverages previous research about the relative predictive value of accesses over time. The older the previous access, the less relevant to future accesses [104]. We also apply the same discount when weighting ancestry relationships between files.

We calculate the weight of a given node, \( F_i \) as follows:

\[
\text{mtime}(F_i) = \max(\text{edge time}) \quad \forall \text{edges} \in F_i
\]
Figure 6.2: A Markov chain with three states and a teleport probability of $\alpha = .1$

$$\text{age} = \max(\text{current time} - \text{mtime}(F_i), 1.0)$$

$$\text{weight}(F_i) = e^{-\lambda \text{age}} \times |\text{reads}(F_i)|$$

Once calculated, we normalize all the weights to sum to $\alpha$, our teleport probability.

We then calculate the transition probabilities of the Markov chain based on our weights. The unnormalized probability of transitioning from a node $F_i$ to a node $F_j$ is denoted as

$$\Pr(E_{j,i}) = |\text{reads}(F_{i,j})| \times \text{weight}(F_j)$$

So if $F_i$ has read from $F_j$ 4 times, and $F_j$ has a weight of 0.001, then $\Pr(E_{j,i}) = 0.004$ before normalization.

Once we have calculated all of the unnormalized probabilities, we normalize them before adding the teleport probabilities, such that

$$\forall i,j \in F, \sum_{e \in F_i} \Pr(e_{i,j}) = 1 - \alpha$$

Finally, we add the transition probabilities, weighting the teleport according to the weight of the destination.

$$\forall i,j, E_{j,i} = \text{weight}(j)$$
If $F_i$ has outbound edges, then

$$\sum_{e \in F_i} \Pr(e) = (1 - \alpha) + \alpha = 1$$

If $F_i$ has no outbound edges, i.e., $\sum_{e \in F_i} \Pr(e) = 0$, then this is not a proper probability distribution, since it sums to $\alpha$, rather than 1, so we normalize one last time to ensure a proper stochastic matrix.

$$\forall i, j \in F, \text{ if } \sum_{e \in F_i} \Pr(e) = 0, \text{ then } E_{j,i} = \text{weight}(j)/\alpha, \text{ such that } \sum_{e \in F_i} \Pr(e) = 1$$

Having created a stochastic matrix using the provenance graph and node weights, we then need to find the stationary distribution, the overall probability distribution for all files.

There are several methods for finding the stationary distribution of a Markov chain, which generally vary only in efficiency. However, the most popular one is to apply eigenvector decomposition, which has a number of very efficient implementations. The stationary distribution is by definition a row vector $\pi$, which satisfies the equation $\pi = \pi E$. In other words, multiplying the stationary distribution $\pi$ by $E$, the transition matrix, does not rotate it nor scale it. This is the definition of a left eigenvector whose eigenvalue is 1. Thus, we can apply eigenvector decomposition to the matrix, and take the left eigenvector whose value is 1 to find the stationary distribution. We then take that as our final predictor for file accesses, after normalizing it to sum to 1. (We note in passing that this is the same method used by PageRank [79].)

### 6.2 Experimental Design

To evaluate TaPIR, we compare it against a variety of other predictive distributions, which we also describe, along with our experimental methodology.

#### 6.2.1 Comparison algorithms

To evaluate our predictor, we compared it both to an oracle, and to a variety of other algorithms. We compared it to a time decayed access counter, which discounted the reads of the file based on the most recent access time of the file. This uses the
same formula as the weights above, but we also evaluated it in isolation, since it is
similar to previous work in access prediction, and we tested a variety of values for \( \lambda \), to
achieve best performance. We also compared it to a probability distribution based on
the previous \( N \) system calls, as well as the un-truncated probability distribution of all
previous accesses.

### 6.2.2 Windowed prediction with an oracle

As our oracle, we used the next 1000 system calls to generate a distribution of
the actual file accesses. We then compared our generated distribution from TaPIR with
the true distribution of accesses every 1000 lines, using Spearman’s rank correlation
coefficient [91].

Spearman’s rank correlation coefficient is used to calculate the correlation be-
tween two ranked lists of items. It is commonly used in evaluating ranking functions for
search, since the actual value of the rank is less important than the ordering of results,
and the function penalizes rankings according to how far down the list they have moved
from their true ordering. A perfect ranking function will have a correlation of 1, and the
worst possible ranking function will have a value of \(-1\). Spearman’s rank correlation
coefficient is defined as:

\[
\rho = \frac{\sum_i (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_i (x_i - \bar{x})^2 \sum_i (y_i - \bar{y})^2}}
\]

where \( x_i \) is the rank of the \( i \)th item in \( x \), and \( \bar{x} \) is the average rank of all items.

Since we are dealing with file rankings, we order a list of file names by their
access frequency (either predicted or actual). Spearman’s rank correlation coefficient
requires both distributions to have a matching number of categories, and the actual
accesses may contain new files which we have no prediction for. Thus we apply a
smoothing function, which assigns a very small value to any unseen file (the minimum
of all predicted values divided by .001, or the minimum float for the system, whichever
is larger.)

Since we are using smoothing, which ranks any unseen file at the bottom of
the prediction list, a value of \(-1\) often means that new files account for the majority of
accesses. A value near 0 suggests that the predictions are randomly correlated with the
actual value, and the closer to 1, the better the predictions.

6.2.3 Parameters

The canonical value for $\alpha$ in web ranking is 0.15. This parameter can be used to trade off the quality of the final ranking with the speed of convergence [47]. However, the degree to which it affects ranking depends on the structure of the underlying graph [47]. We varied the $\alpha$ parameter from 0.01 to 1, and noted that for our graphs 0.15 did have the maximum performance for ranking. Thus, we set $\alpha = 0.15$.

We also evaluated values of $\lambda$ from 0.000001 to 1000, for both our time decayed access counters, and our node transition weights. The access counters performed best at 0.000001 and 0.00001, depending on the trace, and TaPIR peaked at 0.00001, so we use both of those values in all the evaluations. These numbers suggest that for these traces, the working set decays slowly.

6.3 Results and Analysis

Our experimental results show that TaPIR performs as well as our comparison predictors, and often better. It significantly outstrips the predictor using the previous $N$ accesses, and generally beats time decayed access counters. The closest in performance is the predictor which uses all previous accesses to build a distribution, which TaPIR slightly outperforms.

We evaluated our algorithm as well as our comparison algorithms on several different traces from the LASR dataset, as seen in Figures 6.3, 6.4 and 6.5. We recalculated the predictions for all files every 5000 system calls for each algorithm, resulting in 39 data points for each graph. We compared the performance of our algorithm to the other algorithms by examining both the average improvement in correlation, as well as the statistical significance of our improvement, as captured in Table 6.1. The Mann-Whitney U statistic is a non-parametric test which compares the total rankings of two distributions to examine the likelihood of them being drawn from the same distribution. When $U$ is near $n \times n/2$, i.e., when each algorithm has beaten about half of the other algorithm’s data points, we accept the null hypothesis that they are the same distribution. For 39 data points, our critical value is at $39 \times 39/2 = 760$. 
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Figure 6.3: Machine 1: Provenance based prediction results with comparisons. TaPIR performs comparably with all of the other algorithms.

All algorithms perform poorly with very little data, so early predictions are naturally unreliable, as seen in Figures 6.3, 6.4 and 6.5. As more data enters the system, all of the ranking algorithms begin to improve. Once warmed up with sufficient data, TaPIR performs as well or better than the one based on all previous file accesses ($0.0275 \leq P \leq 0.2421$) and access counters ($0.0133 \leq P \leq 0.2484$), and significantly better than a predictor based on the previous $N$ files ($0.0 \leq P \leq 0.0001$). All of the algorithms are correlated in performance, indicating that the workloads varies from highly predictable to unpredictable, but that TaPIR makes the best use of available data. We conclude that TaPIR can be used for ranking and access prediction, allowing us to leverage provenance data for both of these tasks.
Figure 6.4: Machine 2: Provenance based prediction results with comparisons. TaPIR performs comparably with all of the other algorithms, although less well than on Machine 1. Accesses starting at 157722 are dumping the trace to a single file.

Table 6.1: TaPIR Improvement Rate and Statistical Significance

<table>
<thead>
<tr>
<th>Machine</th>
<th>Algorithm</th>
<th>Improvement</th>
<th>Mann-Whitney U</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine 01</td>
<td>Previous N accesses</td>
<td>0.4205</td>
<td>333.0</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>Weights (λ = 10^-5)</td>
<td>0.0755</td>
<td>569.0</td>
<td>0.0281</td>
</tr>
<tr>
<td></td>
<td>Weights (λ = 10^-6)</td>
<td>0.1353</td>
<td>616.0</td>
<td>0.0751</td>
</tr>
<tr>
<td></td>
<td>All previous accesses</td>
<td>0.1617</td>
<td>568.0</td>
<td>0.0275</td>
</tr>
<tr>
<td>Machine 02</td>
<td>Previous N accesses</td>
<td>0.2619</td>
<td>394.0</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Weights (λ = 10^-5)</td>
<td>0.0335</td>
<td>586.0</td>
<td>0.0410</td>
</tr>
<tr>
<td></td>
<td>Weights (λ = 10^-6)</td>
<td>0.0711</td>
<td>692.0</td>
<td>0.2484</td>
</tr>
<tr>
<td></td>
<td>All previous accesses</td>
<td>0.0540</td>
<td>690.0</td>
<td>0.2421</td>
</tr>
<tr>
<td>Machine 03</td>
<td>Previous N accesses</td>
<td>0.3080</td>
<td>373.0</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Weights (λ = 10^-5)</td>
<td>0.0684</td>
<td>523.0</td>
<td>0.0133</td>
</tr>
<tr>
<td></td>
<td>Weights (λ = 10^-6)</td>
<td>0.1361</td>
<td>603.0</td>
<td>0.0806</td>
</tr>
<tr>
<td></td>
<td>All previous accesses</td>
<td>0.2270</td>
<td>379.0</td>
<td>0.0001</td>
</tr>
</tbody>
</table>
Figure 6.5: Machine 3: Provenance based prediction results with comparisons. TaPIR performs comparably with all of the other algorithms.
6.4 Conclusions

A key tool for scientists, file provenance, can also be leveraged to perform file ranking and access prediction, both of which improve file management. Provenance based ranking performs comparably with other access prediction methods, such as last-
k accesses, and time decayed access counters. Provenance based ranking also does not require additional storage beyond provenance data. Additionally, provenance contains a wealth of information, such as workflow graphs and user information, which can potentially be leveraged for more personalized ranking, opening up an exciting new area of future research on improving predictions further.

Scientists, more than anyone, need better file system search which allows them to quickly find important files. Utilizing already existing scientific data to improve caching and search will significantly improve the state of scientific data management. Our method uses data that scientists have already expressed need for, and applies it to the problem of creating better caching and search for scientific data.
Chapter 7

Metadata Aware Naming

Stat rosa pristina, nomine, nomina nuda tenemus
“Yesterday’s rose endures in its name, bare names are all we have”

Umberto Eco, Name of the Rose

File names have existed since the earliest file systems, and serve two important functions. First, they serve to uniquely identify a file over time. Second, they serve to jog our memory, describing the contents of a file, and helping us to find it or recognize it when we look at it later. In order to help users to find and remember files, they often contain a bounty of useful metadata about the file.

However current approaches to file names have flaws:

- They are unstructured semantic metadata which is opaque to the system
- Formatting is up to the user, and is error prone and inconsistent, making it hard to find files later
- Changing a file name destroys information

Consider the following file name drawn from the author’s experiments:

createfiles_HDD_truenames_100000files_1threads.data

Looked at in one light, this is a long, arbitrary, error prone string of characters. In another light, it is a rich source of semantic metadata about the contents of the file that could be used for search and analysis. The challenge is to extract that information.
To resolve these flaws, we propose to disassociate the two functions of names, separating the task of uniquely identifying a file for applications from helping users to identify a file. As a proof of concept, we describe our new prototype file system, TrueNames, a FUSE-based file system which provides a durable unique identifier for a file which can be used by applications, captures rich metadata in a structured format, and uses it to dynamically generate user-friendly file names using templates. These file names have many advantages over conventional file names. They are correct, because they are continuously synchronized with the file’s metadata. They are regenerable, allowing us to compress and recreate names at will without loss of information. File names can be disambiguated using all available metadata, which reduces accidental data over-writes. The metadata which we capture is structured, making it readily available for search and data management. We describe these new file names as metadata aware names.

TrueNames is designed to demonstrate the feasibility of several goals. Metadata aware file naming can make naming more reliable and less error prone. It can also prevent accidental overwriting of existing files by detecting collisions between names, and adding additional metadata to disambiguate. Many applications already offer some form of automatic file naming, and by making that functionality part of the file system, we can speed application development, and prevent code duplication and the resulting proliferation of bugs. Being able to regenerate file names allows us to port files between file systems with differing constraints, generating a meaningful file name in each location, and then reconstructing the original file name whenever needed. We can easily move metadata between file names and directory names, or store it for later use. And finally, by gently encouraging users and applications to share more metadata in a structured fashion, we can make metadata more readily available to improve the quality of file system search or support a non-hierarchical file system.

While TrueNames is a user space prototype file system, it demonstrates the feasibility of doing metadata aware naming. It offers extensive new functionality, and incurs very low overheads, less than 15% on realistic workloads. Much of the additional cost is incurred by added kernel crossings, suggesting that an in-kernel implementation would have negligible performance impact, while significantly improving file system
search and data management by increasing the structured metadata available.

7.1 Use Cases

Metadata aware naming can be used as a broadly applicable framework for solving cross-cutting concerns. It can be used by applications to simplify common tasks, and by scripts and end-users to better manage files. It can even help to prevent data loss caused by overwrites, and allow multiple applications to cooperatively name files. We describe a variety of use cases for TrueNames, and explain how it can benefit users and applications in each case.

7.1.1 Managing experimental data

One of the common problems a scientist faces is that of managing experimental results. A scientist might run a series of experiments, varying some parameters while holding others constant, and outputting the results to a file, then decide based on the results to vary other parameters. This is commonly managed by creating file names programmatically. However, this approach has some drawbacks. For instance, if the user wants to search the results by parameter, they will need to use string matching or a regular expression, which relies on consistent formatting, such as using the same field separator and the same field order. Likewise, a metadata field which contains the same character as the chosen field separator (such as an underscore in a library name) can throw a regular expression off. Finally, common queries such as range searches require complex regular expressions to perform.

Another common problem occurs when rerunning experiments while setting additional parameters. The user also needs to remember to change the file name output to reflect the new parameters, and older file names will not have the new parameters, even if they were applicable. If the user forgets to change the code which generates file names for experimental results, they may overwrite existing results files, wasting hours or days of compute time.

TrueNames simplifies creating file names and searching for metadata. Rather than programmatically generating file names, experiments can simply add metadata for all the experiment parameters. File names can be generated using a simple template,
and then the template can be expanded by the user as new parameters become relevant, which results in both old and new files using the new template. File name collision detection can help prevent overwriting by disambiguating files on the fly. The results files are easily searchable by metadata field, regardless of the order fields occur in the file name, or what characters occur in the field. Using structured data allows both exact match and range queries, and file names are an accurate reflection of their contents. The authors used TrueNames to manage experimental results for this work, and found it to be extremely helpful and simple to use, allowing them to easily manage multiple experiments and parameters, generate accurate and meaningful file names, and then search their results later.

7.1.2 Managing research papers

Applications such as Mendeley [7] are designed to manage a collection of research papers, making them easy to search. Mendeley indexes all of the metadata fields of each publication, does full text indexing, and can manage directory structures and file names. Mendeley does not use a fixed format for file names. Rather, they allow the user to pick the metadata fields and the order in which they should be used to generate a file name, much like TrueNames does. Applications such as Mendeley can work symbiotically with TrueNames, serving as an interface for extracting metadata and helping the user generate templates, while allowing TrueNames to do the work of keeping file names up to date.

7.1.3 Managing a music collection

Most modern MP3 players, in addition to playing music, also perform metadata and file management. They can download new music, organize music into folders, and assign names to music based on its metadata (stored in ID3 tags, an embedded metadata standard for MP3s [4].) For instance, iTunes will place MP3s into folders based on artist and album, and then generate a file name based on a fixed template using the disc number, track number, and song title. However, this means that music can only be managed through the application. New music downloaded from outside the application is unknown, and changes to music’s metadata are not reflected in the file name unless
done through the application. Utilities such as MusicBrainz Picard [8] can repair missing metadata and names, but require the user to recreate their iTunes database to reimport the new file names.

TrueNames, like iTunes, can manage file names based on metadata, using whatever fields are desired. However, file names will always be kept in sync with the latest metadata, regardless of the source of that metadata. New music can automatically be given a name in the desired format, no matter what application downloaded it. If the user prefers a different name, they can choose a different format, and all files of that type will automatically be renamed. By using unique identifiers rather than file names, databases don’t have to be recreated when file names change. If multiple files are imported with the same name, rather than overwriting the existing files, TrueNames can check the metadata to prevent a collision which would result in losing one or more files. If the files differ in one or more metadata fields, TrueNames can generate differing file names which allow the two files to be distinguished.

7.1.4 Managing a photo collection

File names have lagged behind UIs in the photography field, making it challenging to find and manage photo files. While most applications offer sophisticated GUI photo management, many use the default file name generated by the camera, which contains only a per-camera sequence number, such as IMG_655.jpg, or perhaps a manufacturer and sequence number, such as DSC_1967.jpg. File name collisions are common. The latest version of iPhoto [5] names photos using the camera's generated name. Derivative files may be given a suffix based on size such as IMG_655_1024.jpg, or, in the case of a facial recognition thumbnail, an index corresponding to order of face discovery, such as IMG_655_face1.jpg. Photo names cannot be managed by the user, and offer very little information about their contents. Higher end applications such as Aperture [1] or Adobe Lightroom [6] allow the user to bulk rename files during import and export, using metadata such as EXIF fields and creation dates. However, these applications cannot keep file names in sync if metadata changes, making it difficult to manage photos in more than one application. For instance, a user might want to use facial recognition from iPhoto, while touching up photos in Lightroom. If the user wants
to find a retouched photo of a certain person, they cannot search for it using metadata, and if they wish to put the information in the file name, they must painstakingly name the files manually.

TrueNames can significantly improve photo naming, by taking metadata extracted by the application and automatically constructing file names for photos based on metadata such as where they were taken, who was in them, and what size they are. If the metadata changes (such as a recognized face, or the addition of geo-tagging data), TrueNames will automatically update the file name to reflect the correct information. In addition, TrueNames allows multiple applications which can operate on the same files, such as iPhoto and Lightroom, to share responsibility for generating a meaningful name. Both applications can export metadata which can be used for naming and search, and TrueNames can manage the formatting and creation of file names, merging metadata from both applications into a single meaningful description of the file, something which is currently very difficult.

7.1.5 Recreating file names

One problem found in computing is that of file name portability. For instance, some file systems support longer names and paths than others. When moving files from one system to another, such as from primary to archival storage, or between two servers, file names can be truncated, losing important information, and making it difficult to find a file, even if it is brought back from archival. TrueNames can help with this, by allowing a file name to be regenerated based on the metadata. For instance, files being moved to archival storage can be updated to use a different name template with fewer fields, which fits within name constraints without truncating the file name at an arbitrary point. If the file is retrieved from archival storage back to primary storage, the original file name can be recreated without loss of data. Since structured metadata was stored and used to generate the original name, it can also be retrieved to search the archive, or help create meaningful directory names, in essence pivoting metadata between file names and directory names as needed.
7.2 Architecture

Having file names which can change outside the control of users and user applications poses a number of unique and interesting challenges. One must choose a storage mechanism for the metadata used for naming. There must be a way to define the structure of names, and what metadata they will use. Applications require a durable way to reference files, in order to maintain internal databases and repeatedly reference files. There must be a way to prevent accidental data loss through file name collisions. We discuss these challenges, and the necessary modifications to support metadata-aware naming throughout the file system and applications. Our goal for the prototype was to demonstrate a minimum set of semantic changes to POSIX to support metadata-aware naming. The architecture of TrueNames is shown in Figure 7.1.

7.2.1 Storing metadata

Our goal was to store rich metadata for file names in a way that was portable, did not significantly change the semantics of the file system, and was easy to understand and manage. To that end, we selected the extended attribute interface as being the most compatible with our goals. Extended attributes provide a simple key-value interface,
and are associated with the inode (either by a reference to a metadata block or resource fork, or in the case of small metadata on ext4, directly stored in the inode), which means that files with hard links, which contain the same data, will also share metadata and names. (Soft links continue to offer the ability to have a mix of automatic and manual names for a single file.) Many applications already use extended attributes, they require no additional libraries, and are supported by most modern file systems, improving portability.

7.2.2 Managing names

Our file system assumes that file names have schemas, a set of rich metadata which is broadly applicable to many different files. However, not all files of the same type are assumed to have the same schema. For instance, an PDF file may be a scientific paper, a graph of experimental results, or an e-book. A text file might be a configuration file, or a letter to a relative. These will have different schemas that are appropriate. Likewise, two files of different types, such as .jpg and .gif files, may have a shared schema that is appropriate for both. Thus, we allow a template to be assigned to a file, which is a text string containing each of the metadata fields of the schema. A template defines the structure of a file name that is appropriate for that file, as shown in Example 1. Templates can contain file extensions which serve as the default extension. However, if the user supplies a file extension, it will override the template extension, allowing different types of files to share templates. For instance, .jpg and .gif files can share a photo template. When a .gif file is assigned the photo template shown in Algorithm 1, it will take the form \{seq\}_\{date\}_\{camera\}_\{location\}.jpg, overriding the default .jpg extension.

**Algorithm 1** Template file

<table>
<thead>
<tr>
<th>music</th>
<th>$(artist)-$(album)-$(track).mp3</th>
</tr>
</thead>
<tbody>
<tr>
<td>photo</td>
<td>$(seq)-$(date)-$(camera)-$(location).jpg</td>
</tr>
<tr>
<td>paper</td>
<td>$(author)-$(conference)$(year)-$(tags).pdf</td>
</tr>
<tr>
<td>exp</td>
<td>$(wkload)-$(files)files-$(threads).data</td>
</tr>
<tr>
<td>manual_name</td>
<td>$(user.file_name)</td>
</tr>
</tbody>
</table>

In our prototype, templates are stored on a global basis, in a text configuration
file, and loaded on file system startup, but more sophisticated implementations are possible. This file contains a list of template names and templates. Templates are associated with a file using an extended metadata field called `user.naming.type`, which references the name of a template. This field is not mandatory, making it possible to mix manually and automatically named files throughout the file system. If a user or application wishes to rename the file, they can change the value of the extended metadata field to the name of a different template, adding additional metadata as needed. If a user wishes to manually manage a name, they can remove the current template from the file’s metadata, or not choose a template during file creation.

As metadata is added or updated by users and applications, the file name is updated to reflect the current state of the file’s metadata. This entails storing the extended metadata, looking up the template, re-calculating the file name, and then renaming the file. It may also entail handling file name collisions caused by the rename.

If not all of the metadata is available at any point in time, TrueNames makes a best effort to update the file name, populating all of the fields that are known, and marking metadata that is missing with a default value (in our prototype, unknown metadata fields are marked with a `??`, but a per-template default is planned for future work). In our photo example, that might result in a file name of `DSC1967_7-21-13_NikonD50_{$location}??.jpg` for a photo that has not yet been geotagged.

### 7.2.3 File creation with automatic names

In order to create a file, we need a way to signal two things to the operating system. First, we must signal what directory we are creating a file in. Second, we need to signal what template we would like to use. Additionally, we must make sure that the file name we are creating is unique, to prevent overwriting an existing file. Finally, none of the extended attributes for the file are yet available, so we cannot use them to generate the initial file name. This is similar to the problems faced by `mkstemp()` and related functions. However, our goal was to maintain existing semantics as much as possible, and require minimal rewrite of existing code, which ruled out adding an additional system call. We therefore overrode the semantics of the existing system calls, `open()`, `creat()`, and `mknod()`, such that if a file is created with a name which ends in
template=\texttt{X}, where \texttt{X} matches the name of a known template, the name is managed by the file system, and a new file is generated with an automatically generated unique file name. The initial file name is composed of the template contents, followed by a unique alphanumeric suffix such as \texttt{GzyH07}, and finally, any file extension, as shown in Example 2. We use atomic file creation with \texttt{O_EXCL} internally, to prevent race conditions, as well random back-off retries if we receive \texttt{EEXIST} during initial file creation. Once the file is created, metadata can be added to populate the file name. Since metadata must be added one field at a time, there is a possibility of a temporary name collision during metadata addition, which we attempt to detect and handle, as discussed in Section 7.2.5.

Alternatively, the application can create a file name using any name it wishes (including one given by the user), and then set the template and metadata fields after file creation. The original file name can be stored in metadata, and then reapplied later, or used for resolving collisions.

7.2.4 Programming with changing file names

One complication created by automatically named files is that the file name can change between accesses or modifications. For instance, when metadata is being added to the file, each new metadata item which is used by the template will trigger a rename. In these cases, the user or application needs a durable way to reference the file they are updating. TrueNames allows the user to reference files either by name, or using a unique identifier which serves as a durable reference.

In our prototype, we use the inode number to guarantee uniqueness of references. To guarantee that the inode has not been freed and reused, we will add the inode’s generation number in the next version of TrueNames, similarly to how NFS handles stale file handles [89]. Unfortunately, most file systems do not provide a convenient way to look up and reference a file by its inode number. By contrast, we allow files to be referenced either by file name or directly by inode number, as if the inode number were a file name.

To reference a file in a directory by its inode number rather than by name, it can be opened using a reference to \texttt{<dirname>/inode/<inodenum>}, as shown in
Example 2. This allows programs and scripts to create an automatically named file, call `fstat` on the file handle to acquire a durable reference, and then add metadata, all without needing to know the file’s user-friendly name.

**Algorithm 2 Reference by inode**

```sh
$ curl http://indyband.org/1.mp3 > template=music
$ ls -i
13146 {$artist}?-{$album}?-{$track}?-nozwZ8.mp3
$ setfattr -n user.artist -v"Indy Band" .inode/13146
$ setfattr -n user.track -v"So Obscure" .inode/13146
$ setfattr -n user.tracknum -v"1" .inode/13146
$ ls
Indy Band-{$album}?-So Obscure.mp3
```

Under a typical file system such as ext4, it is not fast to access a file by its inode number. Accessing a file by its inode number requires searching the system for a file which has a matching inode number and then resolving it to a name, which can be prohibitively expensive. While we already reduce the cost by reducing the search space to a single directory, this still requires a linear scan over the directory inode. To get acceptable performance, we further reduced this cost by adding an inode cache map to TrueNames, which allows us to look up a file name in constant time given an inode number. This is similar to the name cache used by the Linux VFS, although the lookups occur from inode to name, rather than vice versa. The inode map is populated from the directory inode on first access, and then caches all inodes in that directory up to some threshold (ten thousand files in our experiments.)

By encouraging applications to use a static reference, while allowing the name to vary, users can modify file names at will to create more user-friendly names, without breaking existing application references. In addition, references by inode will work for all files, not just automatically named ones, so even manually named files can benefit from this feature.

### 7.2.5 Handling collisions

One problem that can arise with automatic naming is that two files in the same directory may be different in content and metadata, but share all the fields that
are currently referenced in the template. During rename, we check to see if the new metadata results in two files with the same name. If so, we check to see if any metadata differs. If disambiguating metadata is available, we add the first available metadata to the file name which will disambiguate the files, along with its extended metadata key. If not, then and only then, do we overwrite the existing file. In the future, we plan to explore more user-friendly strategies for disambiguation.

7.2.6 Application level support

A file system which requires extensive changes to applications is unlikely to see adoption. By maintaining POSIX compliance, TrueNames makes adoption easier. Existing applications which don’t wish to take advantage of the added functionality can run on TrueNames without any modifications, and see very little change in performance. In order to take advantage of the new functionality, applications simply need to create a template, and begin exporting metadata for each new file. Optionally, they can begin referencing files using an inode reference. We describe below the changes to semantics in our prototype, and how they affect applications.

`open()/creat()/mknod()` As noted above, if these calls are invoked using a directory path followed by a template name, they will create an automatically named file using the template as a name, followed by a unique suffix and an extension, and set `user.naming.type` to the template name. If the path supplied does not end in a template, they will create a file in the normal fashion.

`setxattr()/removexattr()` In addition to setting and removing extended attributes, these calls now additionally trigger a recalculation of the file name. If the attribute set or removed is one present in the file template, then the file will be renamed. Additionally, these can be used to change the template, or even remove the file from the set of dynamically named files and freeze the current name, by setting or removing the `user.naming.type` extended attribute.

`rename()` This operation can be used in a variety of ways.

- If the supplied target path contains a different directory, but the same file name, the file is moved to the new directory using its current file name.
If the target path contains a different file name which is the name of an existing template, we update the file to use the new template.

If the target path contains a different file name which is not the name of an existing template, we assume the user wishes to manually control the file name. We rename the file to the new file name, and remove `user.naming.type` from the file’s metadata.

In all cases, if a new inode is created during rename (for instance, if the file is migrated between file systems to a file system which supports extended attributes), all the extended metadata is copied to the new inode.

**link() Calls which use hard links** Under our prototype, a hard link shares an inode, and therefore all extended metadata, with the path it links to. Therefore, files which are hard links to an automatically named file will share a name with the file they link to. If a file is dynamically named, a hard link in the same directory is not feasible, since it has the same name as the target. An attempt to create a hard link in the same directory will fail with `EEXIST`. Otherwise, hard links function as expected. This is a limitation of our prototype. In future work, we plan to create a semantically complete method for automatically managing both hard and soft links which will permit the file to have multiple names.

**symlink() Calls which use soft links** Soft links work as before, and can target either a file name, or an inode path, depending on the desired behavior. Soft links can be used to supply multiple names in the same directory, such as an automatic name and a manual name. Due to restrictions on extended attributes, soft links cannot be automatically named in our prototype.

Every file now has at least two names: its human readable name, either auto-generated or assigned by a human, and its inode number preceded by its directory path. It may have additional names via hard and soft links. Human readable names and inode references are interchangeable in all file system calls. A reference by inode can be opened, linked, have metadata set or gotten, and so on. However, `.inode/` itself is not a real directory on disk, and cannot be opened or have its directory entries iterated over.
If multiple applications manage the same files, then there is the possibility of both applications attempting to manage the template and metadata. Adding additional metadata to file names and templates allows richer search, and can improve generated names, but applications may wish to prompt the user before changing the template or removing fields from it.

### 7.3 Experimental Design

We have demonstrated how new functionality can be added to the file system to make it more searchable, to make file names more correct and structured, and how this functionality can easily integrate into existing file systems. However, a file system’s functionality must also be balanced against its performance. We describe how we evaluated the performance of TrueNames. In order to effectively benchmark such a file system, we need to answer questions on how it affects basic file system operations, such as file creation, deletion, and renaming. We also need to describe the effect on extended metadata operations. In order to evaluate our file system, we compared it against two other file systems, one comparable Python FUSE file system, as well as a raw ext4 file system in order to characterize the overhead of FUSE and Python versus the overhead of our file system.

- **xmp** is the example file system which ships with fuse-python. We added support for extended attributes, using the same library, `py-xattr`, as used for TrueNames. Otherwise, it is a vanilla FUSE file system with no additional functionality.

- As a point of reference, we also include file system performance on a raw ext4 file system.

In the case of both TrueNames and xmp, we ran in single threaded mode, since xmp does not support multiple threads by default, and we wanted to modify it as little as possible. TrueNames will support multiple threads in the future. We disabled the inode cache, and set the `entry.timeout` to 0 in order to prevent stale file name entries. The only other modification to xmp was a fix for a bug which caused all writes to occur in append mode.
We ran two batches of experiments, one using an SSD, and one using a hard disk drive. Our SSD experiments were run on a 100 GB Intel 330 Series SSD, in an 8 core Intel Xeon CPU E3-1230 V2 @ 3.30GHz with 16 GB of RAM. Our HDD experiments were run on a 7200 RPM 500 GB Seagate Constellation drive, in an 8 core Intel Xeon CPU E5620 @ 2.40GHz and 24 GB of RAM. In both cases, we ran on Fedora with a 3.9.10-200.fc18.x86_64 kernel, and an ext4 file system as our backing store.

7.4 Results and Analysis

TrueNames is a proof of concept user space prototype, not a production file system, but even so, it has very low overhead, demonstrating that automatic naming can be added to production file systems with minimal performance implications. We tested TrueNames under a variety of micro benchmarks and macro benchmarks, in order to analyze its performance under extreme conditions as well as realistic workloads. TrueNames is noticeably slower under our micro benchmarks, as expected, but the performance penalty can be measured in fractions of a millisecond, and TrueNames exhibits no scaling issues under high load. Under normal file system loads, such as in our macro benchmarks, TrueNames performs with only a minimal overhead, much of it due to being Python and single-threaded. In addition, TrueNames shows no impact on operations other than file creation and extended metadata operations. In aggregate, these numbers show that an production implementation of these ideas can serve as an replacement for many other file systems, large and small alike, adding useful new functionality at little to no performance cost.

7.4.1 Microbenchmarks

There are a number of benchmarks designed to exercise metadata. However, these are generally aimed towards file system metadata, such as performing high-speed updates to modification times. Tools such as Filebench [2], while quite flexible, do not offer the ability to modify extended attributes out of the box. By contrast, we needed to evaluate our system’s impact on extended metadata performance. In order to do this, we wrote a benchmark designed to add, update, and delete extended attributes
continuously. In effect, if the file is of an automatically named type, this results in TrueNames continuously renaming the file.

In order to focus as much as possible on the metadata speed, we pre-created a file set of size \( n \). We then iterated over the file set until all \( n \) files had been touched, setting a single extended attribute on each file, calculating the latency of each operation and collecting statistics. Ext4 stores small metadata attributes in the inode, so files with a very large number of extended attributes will show lower performance than our benchmarks. One potential optimization is to ensure that metadata attributes relevant to the name are kept in the inode, since they are likely to be small, and not numerous.

Once the add benchmark completed, we ran similar benchmarks to update an attribute, and finally, to delete an attribute. This allowed us to exercise the new code paths continuously, highlighting any performance differences from our baseline file systems.

We ran this benchmark for both automatically named file types, and files which were not automatically named, in order to quantify the overhead incurred both with and without using the new features. We ran the metadata add, update and delete benchmarks for file sets from 10,000 to 1,000,000 files, which is comparable to modifying every file on a modern laptop at once. We then repeated each test forty times, in order to smooth noise and calculate a standard deviation.

Microbenchmarks are the most intensive tests, so it is unsurprising that they show the largest difference between the file systems. If we examine the difference between automatically named files and manually named files, we can see that automatic naming incurs a 100% penalty over metadata operations which do not affect the name, across add (Figure 7.2), update (Figure 7.3), and delete (Figure 7.3), and for both HDDs and SSDs. However, even at a 100% penalty, the additional cost can be measured in fractions of a millisecond. Looking at the difference between the baseline fuse system \( \text{xmp} \), and TrueNames without name templates, we can see that there is approximately a 30% overhead to using TrueNames without automatic naming. This is primarily due to checking every time if the file has a template, which requires retrieving extended metadata, and therefore both an additional kernel crossing and potentially a disk access. In total, TrueNames adds four extra kernel crossings per one file creation. The additional
kernel crossings are a performance issue specific to FUSE, and would not occur in an in-kernel file system.

Even at this high operation rate, and for a million files, we can see from the latencies that the disk cache is rarely saturated. This performance will occur in a small fraction of operations, usually during file creation, and the additional latency will be masked under most normal workloads, as we discuss in the next section. TrueNames shows a fixed overhead without scaling bottlenecks up to a million files, making it suitable for fairly large workloads.
Figure 7.2: Latency and standard deviation per add extended metadata operation, for 40 runs of the benchmark. We tested TrueNames where the file either does or does not have an automatically named type, and on two baseline file systems, xmp and a raw ext4 system.
Figure 7.3: Latency and standard deviation per update extended metadata operation, for 40 runs of the benchmark. We tested TrueNames where the file either does or does not have an automatically named type, and on two baseline file systems, xmp and a raw ext4 system.
Figure 7.4: Latency and standard deviation per delete extended metadata operation, for 40 runs of the extended metadata operations benchmark. We tested TrueNames where the file either does or does not have an automatically named type, and on two baseline file systems, xmp and a raw ext4 system.
7.4.2 Macrobenchmarks

While micro benchmarks can be useful for setting an upper bound on performance, they are often an unrealistic assessment of how a file system will perform in practice. In the real world, file systems are experiencing a variety of operations from many different sources. In order to simulate the performance in a realistic environment, we chose a standard benchmark, Filebench [2]. This benchmark does not exercise the extended metadata functionality, and is therefore comparable to the statically named files experiments from section 7.4.1. We ran two different benchmark suites, the fileserver suite, which is designed to simulate the behavior of a typical file server, by performing a series of creates, deletes, appends, reads, writes and attribute operations on a directory tree. Mean directory size is 20 files, and the mean file size is 128kB. The workload generated is somewhat similar to SPECsfs [3]. We also ran the createfiles benchmark, which creates a specified number of files in a directory tree, with an average directory size of 100 files. File sizes are chosen according to a gamma distribution with a mean size of 16kB. We varied each of these from 1 to 32 threads, and from 100,000 to 1,000,000 files. We then repeated each test forty times, in order to smooth noise and generate a standard deviation.

For both the fileserver and createfiles benchmarks, TrueNames has file creation performance that is highly comparable with that of xmp, at about 15% overhead. File creation performance for the fileserver benchmark can be seen in Figure 7.5 for HDDs and 7.6 for SSDs. File creation performance for createfiles is in Figure 7.7 for HDDs and 7.8 for SSDs. Other typical operations, such as writing a file, deleting a file, or calling stat on a file, had insignificant overhead, meaning that TrueNames is suitable for all but the most create-intensive workloads. This demonstrates that most of the fixed overhead of TrueNames is masked by normal operation latencies.
Figure 7.5: File creation times and standard deviation for 40 runs of the createfiles benchmark on a HDD, on TrueNames and on two baseline file systems, xmp and a raw ext4 system. We also show the percentage difference between xmp and TrueNames.
Figure 7.6: File creation times and standard deviation for 40 runs of the createfiles benchmark on an SSD, on TrueNames and on two baseline file systems, xmp and a raw ext4 system. We also show the percentage difference between xmp and TrueNames.
Figure 7.7: File creation times and standard deviation for 40 runs of the fileserver benchmark on an HDD, on TrueNames and on two baseline file systems, xmp and a raw ext4 system. We also show the percentage difference between xmp and TrueNames.
Figure 7.8: File creation times and standard deviation for 40 runs of the fileserver benchmark on an SSD, on TrueNames and on two baseline file systems, xmp and a raw ext4 system. We also show the percentage difference between xmp and TrueNames.
7.5 Conclusions

We have created a new method of file naming, *metadata aware file naming*, which adds a minimal 15% overhead under a variety of workloads, and scales up to millions of files. Metadata aware file naming provides a easy to use and efficient set of abstractions for managing file names and metadata. It eases file management by automating the process of file naming, and giving files truthful, structured, and automatically updated file names. It also gently encourages users and applications to supply more searchable metadata. Using metadata aware file naming can not only benefit users and application developers in the short term, it can ease the migration path to non-hierarchical file systems and improve search. By separating unique system identifiers from human readable file names, we enable file systems and users to work together to manage data more effectively.

Metadata aware file naming is broadly applicable, as we have shown by describing a variety of use cases in existing software which could be simplified by using our prototype filesystem, TrueNames. It can simplify application development, reduce data loss, and make it easier for users and applications to find and manage files. Additionally, we have found TrueNames to be an extremely useful tool during the writing of this work, and will be porting it to OS X in the near future in order to take advantage of it on more of our machines.
Chapter 8

Conclusions

The future is already here—it’s just not very evenly distributed.

William Gibson

High end scientific computing is on the cutting edge of science and computing technology, and yet it is needlessly trapped in the past when it comes to file management. Three-ring binders, manual file organization and naming, and brute force search tools are inefficient for both the system and the user, and do not scale to modern data volumes. Without robust file management, we are all adrift on a sea of data. Ranked search will allow file systems to scale better, by reducing the number of results retrieved, and allowing the user to quickly refine searches. Automatic file naming allows the user to spend less time managing their files, application developers to spend less time in development, and enables users and applications to better work together at managing files.

Our work contributes the following research to the field of scientific file management. Scientific data management has not been a well understood field, and we have contributed to a better understanding of both scientific data practices, and scientific data. File naming is an uncharted area, and ours is the first research to focus on automatic file naming rather than directories. We have shown that automatically named files can be achieved at less than 15% overhead. File system provenance is a widely requested scientific tool, but one whose long-term properties are poorly understood. We
have contributed a large body of data to the study of file system provenance, one which can be measured in years, rather than days, as well as providing new mechanisms for future studies of file system provenance. Finally, ours is the first application of provenance data in the area of file system ranking. We have demonstrated the feasibility of provenance based ranking, shown that it out-performs other ranking algorithms and described how it can improve both caching and file system search.

Our work is designed to make sense of the file system, managing data automatically and transparently, and freeing the file system from the vagaries of manually managed and searched files. Our algorithms are designed to be scalable, and easy to use and understand. However, there is still much work to do.

Provenance is an exciting new area of research, and we have just added a very large data set to the available resources. In the future, we intend to explore properties of provenance graphs over time, such as repeated structures, to see whether better provenance compression can be achieved. We also intend to explore using provenance for personalized file ranking, and pursue a full scale study for provenance ranking in situ.

TrueNames is still in the early stages of development, and we intend to explore whether further performance gains can be achieved. We also intend to evaluate TrueNames from the usability side, exploring how well it meets user needs.

Finally, we intend to explore how all of these advances can be woven together in the context of a non-hierarchical file system to achieve high quality scalable search.

File systems should work to the benefit of both the user and the computing system, and our research advances that goal, allowing scientists and systems to work together to manage and find files and metadata more effectively.
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