Title
Causes and Consequences of Second Language Education: A Global Analysis From 1980 to the Present

Permalink
https://escholarship.org/uc/item/6t62j38r

Author
Coyne, Gary

Publication Date
2013

Peer reviewed|Thesis/dissertation
Causes and Consequences of Second Language Education:
A Global Analysis From 1980 to the Present

A Dissertation submitted in partial satisfaction
of the requirements of the degree of

Doctor of Philosophy

in

Sociology

by

Gary Coyne

August 2013

Dissertation Committee:
Dr. Christopher Chase-Dunn, Chairperson
Dr. Steven G. Brint
Dr. Augustine Kposowa
Dr. Matthew C. Mahutga
The Dissertation of Gary Coyne is approved:

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

Committee Chairperson

University of California, Riverside
ACKNOWLEDGEMENTS

I wish to thank all the members of my committee for their guidance, both profession and personal, through this process and Christopher Chase-Dunn in particular. I also want to thank all those colleagues and friends- too numerous to name- that have provided insight on various portions of this project as well as supported me during a sometimes trying process.

I also want to thank the staff at the International Bureau of Education, especially Ruth Creamer, without whose help I would not have had access to this data.
DEDICATION

To my parents, for all that they have given.
ABSTRACT OF THE DISSERTATION

Causes and Consequences of Second Language Education:
A Global Analysis from 1980 to the Present

by

Gary Coyne

Doctor of Philosophy, Graduate Program in Sociology
University of California, Riverside, August 2013
Dr. Christopher Chase-Dunn, Chairperson

This dissertation examines the causes and consequences of second language education policies at the global level and in a national comparative framework, largely with quantitative data and pooled time series analyses.

Languages were selected into school curricula largely because of the way the European world-system expanded over the past few hundred years, with colonization and the spread of the nation-state model among the most important factors. Countries that make studying second languages obligatory, by making attendance mandatory in the grades where second languages are taught, tend to be younger and use more widely spoken languages; the effects of IGO memberships is fragile indicating that the isomorphic processes associated with the world polity should not be overemphasized.

The consequences of second language policies are first examined in terms of stratification and empirical analyses, with a sample of African countries from 1980 to 2000 show that where colonial languages are used as the medium of instruction
inequality (measured as Gini coefficient for household income) is significantly higher, net of robust cross-national predictors. The amount of time devoted to the study of these languages as subjects, however, has no impact on inequality. Consequences are also examined in terms of economic development (measured as GDP per capita), specifically in so far as second language skills can be understood as human capital that facilitates economic development through the diffusion of technology and promotion of trade. Empirical analyses with a large group of non–English-speaking countries show a positive relationship between time spent on English and GDP per capita for the period 1980 to 2005.

The larger picture that emerges is the causes and consequences of second language education policies at the national level are part of larger global level processes, like the expansion of the European world-system, the spread of a global level culture and the dynamics of global economic networks.
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Chapter One:
Introduction and Major Questions

About one in five people on the planet is a student at some level (Benavot et al. 1991), so it is not surprising that the structure, content, and outcome of schooling processes have received significant attention. This dissertation focuses on language education policies in the period from 1980 to 2000, but understands them as strongly informed by the historic expansion of the European world-system from 1500. In this analytic framework cross-national variations in language education policies are used as a lens to focus on specific facets of the global social order. After Chapter Two sets the historical context, Chapter Three addresses the role language education plays in within country inequality in Africa. Chapter Four takes the implementation of second language education policies as a marker of national level incorporation into a global level culture. Chapter Five understands language skills as human capital and links them to national economic development. The final chapter focuses on English language education in particular, but the extent to which this language dominates at the global level is evident in other chapters. Two broad questions motivate the inquiries here and this short chapter introduces those questions and the substance of each of the four major chapters that follow.

What Are the Causes of Language Education Policies?

First, I am interested in why countries teach the languages they do. To this end, Chapter Two draws observations from historical works and case studies of individual
countries to shed light on this. The factors that emerge as most important can be traced to the expansion of the interstate system. In particular, nationalism meant the selection of certain languages to represent the culture of the assembled population and, from a more practical angle, use by national bureaucracies. In most places—much of Europe, the Americas, and Asia—these two needs could be meet by one language, and this became the first language of schools. In other places, Africa in particular, European languages were introduced by colonization during the 19th century, but high levels of indigenous linguistic diversity prevented the selection of any one of them as the single national language. In these cases, the languages of colonizers were retained as official languages and taught to all in school. They are usually second languages but even where they are first languages large sections of the population (half or more) do not speak them at home.

Chapter Four addresses why countries do or do not structure their curricula in such a way that students actually have to study the second language selected. There has been a marked convergence in structure and content of schooling (Benavot 2004; McEneaney and Meyer 2000), and all states examined here\(^1\) included both a first and second language, but in some places the number of mandatory years of schooling can be completed before the student reaches the higher grades where second languages are taught. The assumption is that meeting global norms—such as including a second language and mandating attendance—bestows legitimacy on a school system (Coburn 2004) but that teaching a second language to large numbers of students requires

\(^1\) Even isolated states such as North Korea or “failed states” such as Somalia at least claim to be teaching a second language. The only exception I found was Libya in the mid-1980s. The country teaches English, and the language was removed for a time because of very poor relations with the United States.
substantial outlays of resources and entails significant logistical demands. School systems manage such tensions through loose coupling, which shields the technical core of their activities—putting students in classrooms with adequately trained teachers—from the formal structure of the organization (Eckel 2008; Meyer et al. 1977). In Chapter Four I use a large sample of countries and pooled time series techniques to identify variables that predict whether or not it is mandatory to study a second language.

What Are the Consequences of Language Education Policies?

In Chapter Three I start with the assumption that schools play a role in the stratification of individuals and groups (Rubinson and Browne 2008). While some have looked at stratification in relation to how language is used in schools or how people from different groups use the same language in subtly different ways (Berstein 1977; Bourdieu 1991; Calarco 2011; Lareau and Hovart 1999; Lareau and Weininger 2003; Spolsky 2008), there may be situations in which access to different languages through schooling is related to inequality within societies. The place of colonial languages in former African colonies seems to be such a situation. Colonial languages often dominate government and higher education (Crystal 2003; Mazrui and Mazrui 1998), making them both a marker of elite status and a skill that may lead to higher incomes or greater access to education and other government services. African nations generally have a high degree of linguistic diversity; few people speak colonial languages in the home so most must rely on formal education to learn them. In Chapter Three I use pooled time series methods to empirically
test the proposition that access to colonial languages through formal schooling plays a role in inequality in African states.

In Chapter Five, by contrast, I start with the view that schools create human capital, or skills embodied in individual workers that increase their capacity to do productive work (Becker 1975). Formal education is generally seen as the most important creator of human capital and there is agreement on, and empirical support for, the idea that education facilitates economic growth through the formation of human capital (Barro 1991; Barro and Lee 1993; Rubinson and Fuller 1992). Foreign language skills seem to fit the definition of human capital in that they are embodied in people, are created through the allocation of time or resources and are productive in the labor market (Chiswick and Miller 1995). Indeed, there is evidence that foreign language skills facilitate growth through the diffusion of technology (Guellec and de la Porreri 2001; Keller 2001; Nelson and Phelps 1966; Romer 1990; Romer 1998) and the promotion of trade (Boisso and Ferrantino 1997; Foroutan and Pritchett 1993; Frankel 1997; Guo 2007; Havrylyshyn and Pritchett 1991; Melitz 2007; Rauch 1997). This is taken up in Chapter Five, with a focus on English because it may be particularly effective at facilitating the diffusion of technology and promoting trade. I use pooled time series techniques to test the relationship between emphasis on English as a second language and per capita GDP.

*Data Sources*

I place language education in a long historical perspective and am interested in understanding these policies and practices in their own terms. However, I also use
variations in language education policies as a window on other processes in the modern period. I am able to accomplish this because of rich and detailed data on language education I extracted and coded from the International Bureau of Educations’ (IBE) archives, both online and in Geneva Switzerland. Coding focused on curricular timetables as seen in Figure 1.1. My coding scheme includes a nominal variable for what languages are taught and interval and ratio variables to measure the relative emphasis given to these subjects. (I discuss the sources, coding procedures and other aspects of the data gathering process in the Appendix.)

Of primary interests is determining what languages are taught as first and second languages. If the first language of a national school system is the language that takes up the most time in the curricula, the second language is simply the language that takes up the second most time. These measurement categories have substantive meaning in that the first language is (with few exceptions) the official language of the state that operates that school system while the second language is generally one of just a few languages—such as English, French or Russian—that are studied in a number of countries as second languages. (As we will see, there are interesting cases where the second language is also an official language.) From these documents it is also possible to create measure of emphasis. I do this in different ways in different investigations, but I either simply count the number of years the language must be studied or determine the percent of teaching periods devoted to a particular language.

---

2 Every language of substantive interest here is clearly a specific case of a more general phenomenon, which will be taken as a given. I do not wish to dwell on what languages are in any linguistic, logical, or cognitive sense.
Knowing what languages are taught and with what level of emphasis allows me to parse the curricula and address sociological interesting questions related to education. I use this data to investigate how the contents and structure of curricula is related to the reproduction of inequality, national integration in global structures and the accumulation of human capital. At the same time, gathering observations across time allows me to use data analysis techniques that can account for the passage of time and control for differences between countries.
Figure 1.1: Example of curricular timetable for Malawi, 1995

<table>
<thead>
<tr>
<th>Subject</th>
<th>Number of weekly periods in each standard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>Chichewa language</td>
<td>9</td>
</tr>
<tr>
<td>Creative arts</td>
<td>2</td>
</tr>
<tr>
<td>English language</td>
<td>5</td>
</tr>
<tr>
<td>General studies</td>
<td>4</td>
</tr>
<tr>
<td>Mathematics</td>
<td>6</td>
</tr>
<tr>
<td>Music</td>
<td>1</td>
</tr>
<tr>
<td>Physical education</td>
<td>1</td>
</tr>
<tr>
<td>Religious education</td>
<td>2</td>
</tr>
<tr>
<td>Social studies</td>
<td>-</td>
</tr>
<tr>
<td>Agriculture</td>
<td>-</td>
</tr>
<tr>
<td>Home economics</td>
<td>-</td>
</tr>
<tr>
<td>Needle craft</td>
<td>-</td>
</tr>
<tr>
<td>Science/health</td>
<td>-</td>
</tr>
</tbody>
</table>

Source: Kunje & Chimombo, 1999. The average duration of teaching periods is 30 minutes in Std. I and II and 35 minutes in Std. III-VIII.
Chapter Two:

Causes of Contemporary Language Education Policy:
Historical Evidence from a Global Perspective

ABSTRACT

This chapter surveys contemporary first and second language policies and examines the historical reasons languages are taught in particular countries. Differences in power between societies - particularly in so far as colonization lead to movement of populations out of Europe and the colonial partition of Africa and of parts Asia - stand out as the most important factor. The expansion of the European world-system entailed the spread of the interstate system and nationalism which has also shaped what languages are studied. In a plurality of countries (41%) the first language is unique to that country, in line with the logic of nationalism. There are many fewer languages taught as second languages, either English, French, or Russian is the only language taught in 60% of countries.
INTRODUCTION

There are currently about 6,000 distinct human languages (Nettle 1999) but only 250 or so⁴ are included in the curricula of national school systems. These languages were clearly not chosen at random and it was more powerful groups that were able to institutionalization their languages this way.

In the first place, it is meaningful to talk about languages in this way only because of the existence of mass school systems with standardized curricula. These institutions originated in Europe during the Enlightenment, where increasingly secular and rational worldviews challenged existing understandings of education. From the mid-1700, leading nation-states began merging a number of distinct educational traditions into coherent national institutions. This was emulated by other states and used as a means to create a more productive workforce and a more loyal citizenry. School systems were also spread by colonization, but upon gaining independence and taking control of these systems new states did not dramatically restructure them (Boli, Ramirez and Meyer 1985; Ramirez and Boli 1987). As part of the process, certain bodies of knowledge were selected into the standardized curricula (Benavot 2004; Meyer 2006) and as of 2005, all school systems teach two different languages as distinct curricular subjects.

The spread of the mass school systems is part of European colonization, which is itself part of a larger set of inequalities between societies and the expansion of the

---

⁴ This is my estimate from the data I have gathered: 127 countries include 67 distinct languages; three of the two dozen countries that allow for multiple first languages add about 20 each, one adds 15 and the rest of in this category add 5 or less. This makes 242 languages in 149 countries. The dozen or so countries excluded would add a few more languages, but most of the languages they teach likely to have already been counted.
European world-system. The movement of European populations into the New World and Antipodes is why just a few European languages are taught as first languages in these several countries. The expansion of the European world-system also meant the spread of the interstate system and nationalism, which suggested each state chose a language to represented the assembled population and first languages are invariable national languages. Second languages, particularly in Africa and Asia, are often those of colonizers. This chapter provides historical material that illustrates the importance of these factors.

Figure 2.1: Languages Taught as First Languages in 2005 (n = 149)
FIRST LANGUAGES

Figure 2.1 shows languages and the number of countries that teach them as a first language in 2005. The category “one national” aggregates all first languages that are taught only in one country. These 60 countries teach 60 different languages and connections between language and county—or nation and state—are very clear in most cases: Thai is the first language of Thailand, Nepali of Nepal, Japanese of Japan, French of France, and so on. The logic of the interstate system suggests that each nation-state should contain one, culturally and linguistically, homogenous population (Smith 2001). This may have happened in ways that were centrally planned, as when the French state mandated that the centralized school system built after the Revolution not use regional dialects (Walter 1993). Or it may have been unplanned, as in the mid-17th century when regional variants of English began to emulate the version found in capital (Crystal 2003). In either case, however, the linguistic homogeneity of these populations was caused to some degree by state formation and it would be a mistake to think that everyone in Thailand speak Thai or that everyone in Nepal speaks Nepali. Both of these states have over 50 indigenous languages and virtually every state has some degree of linguistic diversity. The language selected as a national language receives high levels of institutional support and marginalizes other languages within the same territory (Anderson 1983). The seemingly simple link between nation and state, then, often misses those groups whose languages receive little recognition in national institutions and are marginalized within their own state.
The category “various languages” represents about 15% of countries and a fundamentally different kind of language policy. No single language is taught as a first language and various languages are used in different subnational regions. In most of these states just a few languages are taught; in others (like India, Nigeria, and the Democratic Republic of the Congo) as many as 20 may be used. It is difficult to determine exactly how many different first languages are used by these 23 countries, but they account for more than half of all languages used by schools. Many of these states are in Africa and Asia have high linguistic diversity because the ecology of tropical regions can generally support many more or less autonomous groups and this has lead to a large number of languages. With the arrival of the nationalism states in these areas often adopted federated structures, like India and Nigeria. There is also a group of nations- like Canada and Belgium- that have adopted federal structures not because linguistic diversity is particularly high but because populations are split into just two or three linguistically based groups. This group also contains a number of countries whose national territory is split across several islands. This represents a fundamentally different kind of relation between state and society than the nation-state ideal and, indeed, these countries the state is weaker in terms of state spending as a percent of GDP (Coyne 2012).

Incorporation of the New World

The large discrepancies in wealth and power between societies in the New World and core of the expanding European world system meant that the Americas were

---

4 In contrast, the ecology of temperate regions dictates distinct periods of surplus and scarcity of food and this variation can be eased by coordination.
incorporated into the European centered world system as peripheral areas. It was the
decimation of indigenous populations through disease that was to have the most profound
linguistic impacts: the 2,000 to 3,000 indigenous languages are not taught in any schools
in the region because there are no speakers left. For most intents and purposes it is just
four European languages- English, Spanish, Portuguese and French- that are taught in
schools here. This same set of languages is among the most common (sometimes only)
second languages in every state in the region as well.

Spanish became the dominant language in most of South and Central America as
a result of Spanish colonization from the 15th century both because of movements of
populations from Spain but also because Spanish men married native women, producing
Spanish-speaking families and increasing the Spanish-speaking population. Independence
movements were largely led by men from these mixed families and once in power the
revolutionaries tended to imitate the European elites who had controlled colonial
governments. Spanish was retained as the language of state and schooling in seventeen\(^5\)
countries, although Bolivia uses Guarani as a first language and Spanish as a second in
many schools. (Burkholder and Johnson 1990; Fieldhouse 1982). That said, it is
important to remember that there was indigenous resistance and the time scale of
replacement of indigenous languages is hundreds of years; even as late as 1800 Spanish
speakers may have been outnumbered by as much as three to one (Lodares 2007).

Portuguese is taught as a first language in Brazil for similar, although not
identical, reasons. Plantation slavery became more important in Brazil than in Spanish

\(^5\) These countries are: Argentina, Bolivia, Chile, Colombia, Costa Rica, Cuba, Dominican Republic, 
Ecuador, El Salvador, Guatemala, Honduras, Mexico, Nicaragua, Paraguay, Peru, Uruguay and Venezuela.
colonies, and the forced population movements added to the number of Portuguese speakers. Brazilian independence entailed little direct conflict with Portugal and the status of Portuguese was never seriously questioned. Significant population increases as Brazil extended control into the interior means that Brazil is now, by far, the largest Portuguese speaking country (Burkholder and Johnson 1990).

English is also taught as a first language in North America and parts of the Caribbean because of formal colonization and the movement of settlers, although the dynamics here are somewhat different. First, in no British colony did Protestant missionaries affect large-scale organization of indigenous populations in ways that protected their languages, although they did develop writing systems for several American languages (Ostler 2005). Second, slavery played a significant role in several colonial economies, and this ultimately contributed to the number of speakers of European languages. On the Caribbean islands slavery resulted in the emergence of several distinct English-based creoles. Eight school systems in the Caribbean teach British (or American) Standard English as first language because creoles are usually spoken on just one island and this limits their communicative potential while Standard English is usually easy to learn for those who speak these creoles (Rubal-Lopez 1996). On the North American mainland large numbers of immigrants from other European countries who were largely assimilated into the English-speaking majority culture have created significant English-speaking populations. In the United States, English is used as a first language. While most Canadian schools also use English as a first language, French-speaking regions use French as a first language and English as second and both
languages have official standing. European languages are first languages in the New World because contact decimated indigenous populations and languages and subsequent population growth in, and movement of people to, these areas increased the number of speakers of these four languages.

**European Languages in Africa**

A number of countries in Africa use European languages as first languages, because of 19th century colonization. Differences in power between societies, again, allowed core powers to dominate societies outside Europe. European colonization, however, was much briefer here- some areas were under effective European control for as little as two or three decades- and was not focused on settlement (it was Europeans, in the main, who were susceptible to African disease) but the extraction of resources. Some administrative apparatus was needed and later (particularly after World War One) calls for investment in social infrastructure from both Africans and Europeans increased. The result was the construction of state structures and schools (among other institutions) along European lines using European languages. When colonies gained independence legal codes, foreign offices, schools, and other parts of the state functioned in the language of their colonizer, creating considerable institutional inertia. At the same time, most of these societies had (and continue to have) very high levels of linguistic diversity making it difficult to select one indigenous language to take on all official functions because most of the widely spoken languages have connections to regional, cultural, or religious groups (Kachru 1984; Laitin 1992; Mazrui and Mazrui 1998).
Seven countries, mostly in West Africa, use French as a first language. The French had some presence in the region from 17th century, but effective control dates to mid-19th century. Missionaries often set up schools teaching French before areas were officially annexed. French missionaries were Catholic and this embedded them in an organization less tolerant of local variations in practice and that used Latin for some purposes, both of which slowed the spread of French (Manning 1998; Quinn 2000). From about 1900 the colonial state began to standardize education and by the time a single school system encompassing French West Africa was in place in 1918 about one in five primary-aged children was enrolled (Benavot and Riddle 1988). French colonial administrators, however, tended to conflate teaching French with education in general and this meant more academic and less vocational education that might draw more pragmatically minded families and their children into the education system (Craig 1981; Kelly 1991; Quinn 2000). These colonies never saw significant French settlement and the use of French as a first language is because these states made little change in the school systems they inherited at independence (which was generally peaceful). The wisdom of this policy—which means virtually all students are taught in a language they are unfamiliar with—is certainly open to question as six of the ten least literate countries are in this group of former French colonies (UNESCO 2006).

There are only two African states—Sierra Leone and The Gambia—that teach English as a first language. A significant British presence in West Africa was established in the attempt to enforce a ban on slavery from the first decades of the 19th century.

---

6 These countries are: Benin, Burkina Faso, Republic of the Congo, Guinea, Ivory Coast, Niger and Senegal.
Missionaries worked to convert indigenous populations and, significantly, slaves were repatriated to these areas and this added to the numbers of speakers of English-based creoles. This, and desire to differentiate themselves from surrounding Francophone states, is why English was selected as the medium of instruction (Gaily 1965).

Mozambique and Angola teach Portuguese as a first language, and this European language is more widely spoken—estimates range from about a quarter to half of the population in each country—than are colonial languages in other African states. These colonies were established around 1500, and until the mid-1700s Portuguese was a major *lingua franca* for trade around the Indian Ocean. There was also relatively vigorous missionary work over several hundred years, although on balance, Portugal built fewer schools than other European colonizers (Azevedo 1980; Birmingham 1999; Isaacman and Isaacman 1983). Longer periods of exposure seem to mean more speakers of Portuguese but its retention is, as with European languages in other African states, the result of high linguistic diversity frustrating the selection of any one as the national language. The use of European languages as second languages in Africa is because during the 19th century European countries were able to claim and administer these areas.

We will return to European languages in Africa again, but it is important to bear in mind that the differences between teaching a European language here as a first or second language is more a matter of degree than kind. In all of these cases is was the difference in power between European and African societies that allowed European actors to take and hold territory and resources in Africa. The administration of these areas introduced European languages and when colonies gained independence during the 20th
century the basic form and content of the administrative apparatus and school system generally changed little. At the same time, in the period since the end of formal colonization, core actors have promoted their languages through cultural exchange programs, conditions of education aid and the provision of educational materials and language teachers free of cost to less developed nations (Philipson 1992). This situation is possible because of differences in wealth between core and periphery – the former has sufficient resources provide such resources while the later typically lacks sufficient resources to meet all demands.

Arabic

The spread of Arabic is also tied to the expanding power of a group of Muslim polities from the 7th century, initially centered on the Arabian peninsula. Arabic is now used in sixteen countries\(^7\) and it is important to remember that Muslim rulers often integrated nomadic populations and desert hinterlands into their polities before they became incipient nation-states. The mosques that sprang up throughout the region often included schools, generally one teacher holding classes for students of various ages on a covered veranda; there was no specific syllabus beyond a focus on Arabic (Hourani 1991). Islamic scholars led the world from the 8th to the 11th century, but with fragmentation of the Islamic world educational institutions began to stress rote memorization of sectorial doctrines and this carried over to language education where memorization of the Koran took precedence over true understanding of Arabic. These

---

\(^7\) These countries are: Algeria, Bahrain, Chad, Egypt, Iraq, Jordan, Kuwait, Lebanon, Libya, Morocco, Qatar, Saudi Arabia, Sudan, Syria, Tunisia, the United Arab Emirates, and Yemen
religious schools were never knit together in a compressive way and even today still exist in many countries outside of national mass schooling systems (Hilgendorf 2003). At the same time, Arabic began to be used in other domains and merged with the Semitic languages spoken in the Middle East and Levant to form distinct varieties of spoken Arabic. Today, there are multiple forms of Arabic that align with nation-states and may not be mutually comprehensible. The common thread of Islam and the fact these spoken languages are linked in written form, though the written variety employed in the Koran, has meant differences tend to be downplayed. Most Arabic-speaking areas drew on their rich histories and Islamic culture with the rise of nationalism and the formation of national cultures (Bakalla 1984) and Arabic became an official language of these states and the first language of their schools.

Outside the Arab core of the Islamic world, Arabic is not generally part of the curriculum. While Muslim traders spread Islam down the West Coast of Africa, along the Central Asian trading routes and across the Indian Ocean merchants were generally more interested in the practical considerations of doing business, so conversion took a backseat. Even where Islam did win a large number of converts, if languages already in use were very different from Arabic the latter remained a language of prayer or trade and did not move into widespread everyday usage (Ostler 2005). In the formation of curricula, governments seem to show some reluctance to teach a language so closely linked to a particular religion (James 2008).
SECOND LANGUAGES

Within school curricula, second languages are generally understood as providing access to culture and information beyond one’s own (Benavot 2004; de Swaan 2001). That said, the most common reason for a particular language to be studied as a second language is its imposition by a former colonizer and the languages of the most prolific colonizers—namely English, French and Russian—are the most widely studied.

While we will examine each of these languages in turn, about 40% countries do not name one specific second language, providing some degree of choice. In some cases, students have a choice of which language to study at the school they attend. In other
cases, some schools offer one second language while others offer another; choices may be based on academic track, region, or allocation of trained personnel. In situations where there is not a standard second language education policy, national policy documents indicate that English, Spanish, French and Russian are prominent, but so are regionally important languages (such as Arabic, Chinese, Swahili, German or Hindi) and languages of neighboring countries are also common. While the category of “Foreign” includes a number of languages, it does not add substantially to the total number of languages taught because the set of choices is similar from country to country and most of these are already the first languages of at least one country. This kind of second language education policy seems to be gaining popularity, increasing from 14% of countries in 1980 to 32% in 2005. However, it appears that where countries move from teaching a specific language to such a policy, there is stability in what language(s) are actually studied because of student preferences and investment of resources in the materials and staff. For example, several of the states that emerged from the breakup of the Soviet Union were interested in moving away from teaching Russian, yet it took several years to locate enough teachers with sufficient training in other languages (Fodor and Peluau 2003).

In the other cases where there is not a single second language, another national language is studied as a second language. This occurs in states with a small number of major linguistic groups whose languages are institutionalized at the subnational level. For example, in the Flemish-speaking parts of Belgium, French is the second language, while in the French-speaking parts, Flemish is the second language.
English as a Second Language

English is the most commonly studied second language and successive periods of British and US hegemony are key to understanding this. British hegemony is a more important cause because formal colonization was seen as a relatively legitimate form of core domination over peripheral areas during the period of British hegemony and, thus, there are almost 40 countries former British colonies that teach English as a second language (in addition to the 16 that use English as a first language because of British colonization). The main contribution of the Unites States to the spread of English was being the global leader—thus making English an attractive choice as a second language—in the decades when most developing countries formalized curricula and expanded their education system (Crystal 2003). The wide distribution of English as a first and second language has created a significant number of English speakers, suggesting to any student or Minster of Education that studying or teaching English would best contribute to the ability to communicate with others (de Swaan 2001). Although dealt with more in Chapter Five, it can be pointed out here that the linkage between English and science and technology—which again makes it an attractive choice to study—originated in the economic innovation and leadership needed for the British and US to occupy the place of hegemon.

In many ways, India was the most important British colony, and the model of education worked out here was applied to other British colonies. British claims on India date from the 17th century, but education was left to missionaries until the 1830s. Once
the British East India Company and later the state became involved in education what developed was a decentralized primary education system largely consisting of missionary schools using indigenous languages but teaching English as a subject. The state was more involved in secondary education, which was largely in English and oriented toward training Indian men for lower posts in the colonial civil service. The civil services never employed any significant portion of the population and the highest posts were always reserved for Englishmen, but they did open up a relatively high-status career path that depended on learning English (Allender 2007; Fieldhouse 1982). Here, again, a colonial language was retained for at least some official functions because high levels of linguistic diversity made selecting one indigenous language difficult. (These comments also apply to Bangladesh and Pakistan, which emerged from the partition of British India, as well as Nepal, Sri Lanka and Burma, which were administered in conjunction with British India.)

It is difficult to say how many Indians speak English, but 10% is a reasonable estimate and this is 120 million people—about twice the population of the United Kingdom (Crystal 2003).

Southern Africa proved hospitable to European settlement and a mix of settler and administrative colonization means that English is studied as a second language in 12 states in Southern and Western Africa8. Here, as in other places where Europeans settled in large numbers, there were separate school systems for indigenous and European children. The separation of Europeans and Africans was taken to extremes with the emergence of apartheid, and restricted access to European languages was a key

---

8 These countries are: Botswana, Ghana, Kenya, Lesotho, Malawi, Nigeria, Sudan, Swaziland, Tanzania, Uganda, Zambia, and Zimbabwe.
component of the mature apartheid regimes, which remained intact after independence and transfer of power to white governments (Smith 1978). Indigenous education was neglected because there was little need for indigenous administrators and European business interests—particularly in mining—preferred uneducated workers (Wright 2002). Africans, nevertheless, showed interest in learning English and with the end of apartheid, most of these states continued to use various (mostly African) languages as first languages. Most students in these states study English as a second language students (de Klerk 1999; Novick 2010).

There were few settlers British East Africa and missionaries took the lead in establishing schools for non-Europeans (Holmes 1967). The British were less enthusiastic about teaching their language than the French, so British primary schools generally used indigenous languages. This policy was more than just the substitution of an African language for a European one; it often meant developing writing systems for the former and this, in turn, made them more viable means of communication and cultural expression (Laitin 1992; Mazrui and Mazrui 1998). English was used in secondary schools and the effect of these policies was restricted access to English, giving it something of an elite status (Mazrui 2002). At the end of the colonial period, British colonies had higher primary enrollment than any other European colonizer and enrollments expanded more rapidly after independence than in former French colonies. Decentralized school systems, which were more likely to be in tune with local conditions,

---

9 According to Benavot and Riddle (1988), in 1880 British colonies in Africa and Asia enrolled 20% of primary-aged children, as compared to less than 10% for other European colonizers. By 1940, the British enrolled 39% compared to 31% for the Netherlands, 24% for France, 13% for Portugal and 9% for Belgium.
were a key cause of this success (Garnier and Schafer 2006). While Kenya and Tanzania made significant moves toward replacing English with Swahili after independence, English was retained as an official language in all former colonies and also as a second language in schools.\footnote{10}

Nine countries in the Middle East teach English as a second language because of a British presence in the 19th century. First, there is a group of countries\footnote{11} where the British intervened to safeguard passage to India, though the British had little interest beyond this. Missionary activity was minimal because of well-established Islamic institutions and the British became only minimally involved in education after World War Two (Blyth 2003). The second group was the League of Nation Mandate territories—Jordan, Palestine and Iraq—gained from the partition of the Ottoman Empire. In both groups of territories there were already Islamic schools teaching Arabic and little else (Hilgendorf 2003). There were also, particularly in the Mandate Territories, universities that had been created by the Ottoman Empire as well as schools run by missionaries (and in Palestine, schools run by Jewish settlers) that taught European languages. British support for English was more a solidification of existing, if not widespread, policies (Hourani 1991). Upon gaining independence these countries kept English as a second language: some countries retained a special relationship with Britain, some had monarchs that favored English, and most found the United States an important buyer of their oil (Springhill 2001).

\footnote{10} Most countries in Francophone or Lusophone Africa teach English as a second language as a result of work to integrate these large “blocks” of countries in the spirit of Pan-Africanism in the early years independence (David 1975; Treffgarne 1975).

\footnote{11} These countries are: Bahrain, the United Arab Emirates, Yemen, Qatar, Oman and Kuwait.
English is widely studied in the Pacific region. The British also established strategic outposts for trade in Hong Kong and Singapore, where English is now a second language. The British took the German colony of Papua New Guinea during World War One. There were a number of small islands used as British coaling stations or bases for whaling. Interestingly, Australia and New Zealand took responsibilities for many of these islands in the early 20th century, making a total of four English-speaking countries that held colonies (Fieldhouse 1982). Most of these island nations eventually became fully independent states and teach English as a second language. (Interestingly, they all have very small populations and use English as a diplomatic language, thus disproportionately adding weight to English in supra-national organizations where versions of the “one country, one vote” logic are used.) Unlike British colonies in North America or Australia and New Zealand, few of the countries that teach English as a second language saw significant British settlement (although in parts of Southern Africa they were an important minority). The use of English in these areas, then, is largely a result of the need for linguistic standardization within state bureaucracies and the inertia of these institutions, and schools, with the transition to independence.

English is studied in several countries because they were colonized, or at least administered for a time, by the United States. The United States took the Philippines from Spain in 1898 and was ambivalent about holding colonies but justified it rhetorically as “democratic uplift” and this led the United States to take the creation of schools seriously
The United States also administered, at least for a time, most of those areas that Japan had taken during World War Two. The unpopularity of the Japanese and relatively positive feelings toward the United States—coupled with significant material and financial aid and the presence of large numbers of American troops—secured a place for English in the curriculum of several states in the area, although the rise of Communism in the region would disrupt the continuity of some of these policies in Korea and the Republic of China (Kim 1981).

A significant number of countries where English is studied as a second language were never British or American colonies. Indeed, many have commented that from the 1990s there has been an increasing tendency to not see English as associated with a particular English-speaking country but rather as a global language (Barber, Beal and Shaw 2009; Brutt-Griffier 2002; Cha 2007; Fishman, Conrad and Rubal-Lopez 1996). Most significant in this group is China. During the 19th century various European powers carved out spheres of influence, meaning that students in China studied a variety of second languages, but English seems to have been the most popular from the 1930s. The Communists began implementing a policy to teach Russian after coming to power in 1949, but this was no sooner accomplished than a move to teaching English began. Second language education policies are now, however, standardized at the national level and today all 78 million Chinese secondary students study English (Ford 1988; Lam 2002).

---

12 The United States led all colonizers in enrollment in primary schools, with 49% of children enrolled (Benavot and Riddle 1988).
English is also widely studied in Europe. It is somewhat more difficult to characterize second language education policies in Europe because most countries give students choices of languages to study, but English has become the most widely studied language within the last decade. Much of this is driven by shifts in language education policies in Eastern Europe after the fall of the Soviet Union, but it is now more popular than French and German in Western Europe too. It is somewhat ironic that only recently has English become widely studied so close to England (Truchot 2003).

Although there are some places where it would be correct to say that English has been rationally chosen as a subject of study, these choices must be understood in the historical context of a prolific 19th century colonizer and 20th global leader that both have both worked to institutionalize English in the curricula of other states.

*French as a Second Language*

French is studied as a second language in several countries because the French were able to establish a number of colonies. The French made claims in the New World during the 17th century, but restrictions on economic activity and who could settle meant few settlers and slow growth. During the mid-18th century, the French lost control of the area to the British, although a significant French-speaking population remained in Quebec. Canada’s federal structure—created in no small part because of this culturally distinct group—means there are no national level education policies; French is studied by most English-speaking Canadians as a second language. The French also made claims on several Caribbean islands and created French-speaking communities. When the British
took Dominica and Saint Lucia, English became more prominent, although French is retained as the second language as part of a larger compromise between French- and English-speaking groups in these nations. In Haiti a slave revolution ended French rule, and standard French is now taught as a second language because it is closely related to the French-based creole used as a first language (Quinn 2000; Walter 1993).

The French essentially ceased to be a colonial power between the loss of their New World colonies in the early 1800s and the mid-1800s when they began establishing new colonies in Africa. They were able to establish a large number of colonies and probably put more effort into teaching their language than any other colonizer. There are seven former French colonies in Africa that teach French as a second language. Much of what was said about French colonization leading to its status as a first language in West Africa could be repeated, although French is a second language in parts of Central Africa, islands in the Indian Ocean, and Togo and Cameroon, taken from the Germans after World War One. Most of these countries use various indigenous languages as first languages, but continuities remain with the French education system (Garnier and Schafer 2006; Manning 1998), including the strong emphasis given to French: where French is the second language, it takes up 22% of instructional time compared to 11% when the second language is English. French remains important in law, government, education, and the media in each of these national societies, although less than one-third of the population (some places much less) has effective command of French (Simpson 2008).

---

13 The Central African Republic, Chad, Gabon, Madagascar and Mauritania were only French Colonies.
There are also African countries that teach French as a second language because they were Belgian colonies. Little was done to educate indigenous populations in the Belgian Congo until the late 1910s, although considerable efforts were then made and by 1960, more than half of primary-aged children were enrolled. Policies were pragmatic, and several major indigenous languages were commonly taught in schools (Bokamba 2008; Fabian 1986). Belgium also took over the German territories of Rwanda and Burundi, where they created a school system teaching French (Manning 1998). The Belgians seem to have been somewhat naïve about decolonization, granting it to the Congo just a few months after the subject was broached in official circles. They also relied heavily on perceived racial divisions in the administration of indigenous populations. Because of such policies, these countries all experienced a period of civil war, that slowed the expansion of education. The involvement of Belgium or France in those conflicts made the French languages seem less “neutral,” (Grimal 1965) although only Rwanda has abandoned French as a second language.

French is also a second language in parts of North Africa and the Middle East. Algeria was the most important French colony and eventually home to almost a million French immigrants, which led to the creation of a sizable European school system. Attempts at educating Algerians were neglected until the early 20th century because the large number of French citizens negated the need for Algerians in the colonial bureaucracy and, as elsewhere, European business interests tended to prefer an uneducated workforce. The French did eventually make considerable—if belated—efforts to educate native children and brought more Algerian children into school in the final
three decades of colonial rule than they had in the century prior to that (Heggoy 1991). Despite a bloody civil war and the repatriation of most French colonists, the language remains a second language. Morocco and Tunisia became French protectorates in 1881 and 1904, respectively, and were the first African states to gain independence in 1956. French retains a prominent place in national society because of elite interests and because France is a wealthy, close neighbor (Angrist and Lavy 1997; Benrabah 2007; Hourani 1991). Lebanon and Syria were held as French mandates for three decades following the collapse of the Ottoman Empire. These territories were understood to be on their way to independence, and some primary and secondary schools run by missionaries and colleges set up by the Ottoman Empire already taught French. Outside of Algeria, relatively short periods of French colonization resulted in the use of French as the second language although in most places the teaching of French predated colonization (Diab 2005; Fieldhouse 1982; Hourani 1991).

Much of Southeast Asia did come under French control, although only Laos has retained it as a second language. French missionaries were in Vietnam as early as the 17th century, effective control dates to the late 19th century and Vietnam eventually did see some French settlers in the 20th century (Quinn 2000). Extra attention was devoted to creating a system of indigenous education here because the Confucian academies were a major source of resistance to French rule. By 1906, a single, French-run school system was in place, and the contents of these schools focused on the French language and history, as elsewhere. However, portrayals of indigenous culture were particularly derogatory (Kelly 2000). Communists were active in the region from the mid-1930s, and
Vietnam never fully returned to French control after the Japanese took it during World War Two (Smith 1978). The second languages of Vietnam tell much of its recent history: Russian during the Cold War, Chinese when Russian patronage waned and then English as the country reintegrated into the world economy. The French were less involved in Cambodia, but the language was retained as a second language for two decades after independence. When the Khmer Rouge came to power in 1975, schools were closed and those with knowledge of foreign languages were actively persecuted. With the fall of this regime, French again entered in the curriculum, although aid from Australia and the United States has secured a place for English as well (Clayton 2002).

French is also studied in a number of countries that were never French colonies. French is commonly studied in Europe. There are three states with significant French-speaking populations where French is a common second language. With the fall of the USSR, French has regained prominence in some parts of Eastern Europe, although only in Romania is it the most widely studied. French lost its place as the most commonly studied second language in Europe to English in the 1990s (Fodor and Peluau 2003; Truchot 2003). French is a commonly taught second language in South and Central America, partially because French occupied a more prominent place in the global system when these school systems were organized (Chaudenson 2003) and, more recently, because unease about US dominance in the region has led to hesitation to teach English (Hidalgo, Cifuentes and Flores 1996). Anglophone Africa typically studies French as a second language (Chaudenson 2003).

---

14 These countries are: Andorra, Belgium and Switzerland.
French is the second most widely studied European language because the French were an important core power. However discontinuity in colonization and an episode of downward mobility after the Napoleonic period have meant a limited place for the study of French as compared to English; the failure to establish a significant settler colony has meant that, as seriously as the French have taken teaching their language, there were few other actors (besides linguistically fractured Belgium) that tried to spread French.

*Russian as a Second Language*

Russian is studied as a second language because Russia was able to dominate several societies in Central Asia\(^{15}\) form the mid-19th centuries, although here the formation of the USSR meant territories were held until the early 1990s. Russian involvement dates to the 1840s, but administrative supervision was minimal until significant Russian settlement in the 1880s. Assimilation was a priority and education a preferred way of doing so, but Islamic schools and a lack of bureaucratic positions for educated natives kept enrollments of non-Russian children below 5% until after 1917 (Fieldhouse 1982). The Communists saw an important place for education as a means of political indoctrination, and they produced writing systems for about forty Eurasian languages so they could be used in schools (Levin 1963; Shorish 1991). A policy providing a choice of first languages remained in place through several major reforms of the Soviet education system, although in practice the choice was generally between Russian and the most widely spoken language in an area. Where other languages were

\(^{15}\) These countries are: Armenia, Georgia, Kazakhstan, Kyrgyzstan, Tajikistan, Turkmenistan and Uzbekistan
first languages, Russian was studied from the second grade, although most Central Asian parents opted to send their children to secondary schools where Russian was the medium of instruction (Jacoby 1974). Russian is still taught as a second language, and some states have actually increased time spent studying Russian since the fall of the Soviet Union.

The Soviet Union annexed parts of Eastern Europe during the 20th century. These countries already had modern schools using national languages as the first language, and Russian became a mandatory second language. These nations had historical legacies of studying French and German that were never fully abandoned and to which they returned after the fall of the USSR. Belarus and Ukraine are the only nations where Russian in still universally studied as a second language; both have national languages similar to Russian, significant Russian populations, and both maintain close political and economic ties to Russia (Mikhalchenko and Trushkova 2003; Shorish 1991; Sokolsky 1966). As in Central Asia, a major purpose of education was the spread of Soviet orthodoxy, so language education policies were more pragmatic and often took a back seat (Grant 1983).

Dutch as a Second Language

The Dutch established a colonial empire in the 16th century and were the leading core power for time; Dutch, is as a result, one of the few languages studied in more than one country. They seemed, on the whole, more focused on commerce than other colonizers and tended to learn languages common in the markets where they traded as opposed to teaching Dutch. Thus, in Curacao and Aruba the indigenous language
Papiamentu is widely spoken, while Dutch is the second language. In Suriname, Dutch is the first language although spoken by only about two-thirds of the population (Ostler 2005). They pursued the same policy in what would become Indonesia. Where a language of administration was needed in this linguistically diverse region, the Dutch chose a widely spoken indigenous language and, ironically, set the stage for Indonesian to become the national language and first language; for all practicable purposes, the Dutch language has completely disappeared from Indonesia (de Swaan 2001).

The Dutch also established colonies around the Cape of Good Hope. Although eventually subsumed into British holdings in South Africa, this was the one part of the Dutch Empire where settlers outnumbered merchants. As a result, a variant of Dutch, called Afrikaans, has official standing in South Africa and is taught as a first language in schools serving children who speak it at home (Boxer 1965; Grimal 1965). Close links between Afrikaans and the apartheid regime as well as competition from English mean almost no Africans choose to study it as a second language (Wright 2002).

**COLONIAL LANGUAGES NOT RETAINED**

While colonization stands out as a primary cause of second language selection, some colonizers were not as successful in institutionalization their languages, particularly where the colonizer mounted an unsuccessful bid for core leadership. The first counterfactual case is German. The Germans claimed colonies in the late 19th century, but their colonial apparatus was small compared to that of other Europeans and, moreover, placed no particular emphasis on teaching German. They administered their
West African colonies in Swahili as far as possible, and most missionaries were Protestant and developed writing systems for indigenous languages instead of teaching German. As we have already seen, all of Germany’s colonies were transferred to a French- or English-speaking power after World War One (Gann and Knoll 1987). German is a first language in five European countries\(^\text{16}\) and a popular second language in the region but has clearly suffered a loss of prestige as a result of the Nazi era. The European Union, for example, avoids using German unless it is dealing with only German speakers (Ammon 2003; Gardt and Huppauf 2004).

The Italians also participated in colonization in a limited way. In 1911 they secured a concession on the African coast directly south of Italy. The existing population put up significant resistance, and it was not until the early 1930s that they secured control over what is now Libya. Italians did take on large public works projects, but they built very few schools. The Italians lost control of Libya during World War Two. The British held it until 1951, when it gained independence (Segre 1975), and Libya now teaches English as a second language.

A final caveat is that regardless of the language incorporated into the curriculum, studying a language is not the same as speaking it. Most obviously, not everything that is taught is learned. Particularly relevant here is that many former colonies saw large increases in population and slow economic growth, meaning there were more students but the same, or less, money to spend on education. In some parts of Africa, pupil-teacher ratios were as high as 60 to 1 during the 1960s and 1970s (Sunal 1998). Finally, we

---

\(^{16}\) These countries are: Germany, Austria, Switzerland, Belgium and Luxemburg.
cannot simply assume that school systems provide fair and equitable access to these languages. This is a substantive focus of Chapter Three, but where colonial languages continue to play a major role in society (as in parts of Asia and Africa), those groups that already speak them may have an interest in restricting access to them because they function as a kind of social capital (Myers-Scotton 1993).

**CONCLUSION**

While differences in power between groups stand out, these historical sketches suggest several factors that influence whether or not a language will be included in a national school curriculum. At a minimum, there must be a significant number of speakers and the language must have written form. The decimation of indigenous populations in the New World and marginalization of languages with few speakers throughout the world is the major reason there are not thousands of languages taught in the world’s schools: 2,000–3,000 indigenous languages are spoken in North and South America, but all students study one of four European languages and very few study any other language. Having a written form is important and we encountered several cases of written scripts being developed so that a language could be used in schools.

Beyond these minimal conditions, colonization is why European languages are so prominent in curricula globally. First, settler colonization brought Spanish and Portuguese to South America, although relatively large indigenous populations and low levels of immigration meant it took several hundred years before these languages were the most widely spoken in the region. The same mechanism brought English to North
America and the Antipodes, although in most of these areas, indigenous populations were marginalized and immigration rates were higher. The forced movement of people through slavery also tended to create speakers of these European languages. Colonization in other parts of the world—where disease did not decimate indigenous populations or political organization could check European power to some extent—introduced at least one of these languages to virtually every country in Africa and Asia.

Second, nationalism spread with the interstate system, and that ideology strongly suggests one language should represent the population of a state. Where ruling elites and most of the population used a given language, that language generally became the first language of schools. The nominal linkage between nation and state often obscures the fact that significant groups within in these states may not speak these languages. This happened in most European and American countries and in many Asian countries as well. The emergence of nationalism did not always entail deeply felt emotional ties between language and state, but the needs of technical efficiency meant that some language must be selected in which to conduct state business. The languages of colonizers were often retained as official languages—in part, because of institutional inertia and, in part, because they seemed “neutral” in that they were not associated with any particular indigenous, ethnic or religious group. In Africa, European languages remained important in post-colonial societies and states and were kept as first or second languages in schools (although they are not necessarily less important for being second languages). The appearance of the same language in more than one national curricula is not evidence
against the importance of nationalism because where this is the case, the language is generally an official language in all countries that teach it.

There are two other significant aspects of colonization. First, colonizers must have tried to teach their language. The Dutch and Germans did not, and thus these languages disappeared from their colonies when administrators left unless there were significant European populations. Second, the length of colonization also seems to have mattered. The relative absence of French in curricula in the New World is because the French were unable to maintain political control over these areas. This was also the fate of German and Italian. The use of Portuguese in Angola and Mozambique seems to be more a product of 500 years of colonization than any particular effort to provide education in Portuguese.

While missionaries appeared frequently, their influence was mixed. On the one hand, they built schools and often taught European languages even after colonial states took control of education. On the other hand, they also developed writing systems for indigenous languages. (However, they were not particularly effective from a technical point of view because conflicts between denominations meant they often interfered with each other’s work and duplicated efforts.) The spread of Islam clearly is much of the driver behind the spread of Arabic, but there were linguistic reasons for why Arabic was incorporated into daily life and, thereby, became a first language. Casting the net somewhat broader to include the spread of Communist ideology, the results are again mixed in that there was some expansion of Russian but also an awareness that the message was not as important as the medium. Thus, other languages were not replaced.
It is, then, the differences in power between societies—both directly through colonization and indirectly through nationalism—that explains much (although not all) of which languages have been incorporated into national school curricula.
Chapter Three:


ABSTRACT

This chapter examines the relationship between inequality and education, specifically the emphasis given to colonial languages in African primary and secondary school curricula. These languages almost always occupy important places in society yet are not widely spoken as first languages, meaning most people depend on formal education to learn them. A number of case studies suggest that teaching these languages less would restrict access and, thereby, increase inequality. This hypothesis is tested with data on language education policies from 32 African states from 1980 to 2000. Results show that the percent of teaching periods devoted to a colonial language as a subject of study has no effect on income inequality. However, where colonial languages are the medium of instruction, income inequality is significantly higher (net of robust predictors of cross-national inequality). The results indicate, somewhat paradoxically, that very heavy emphasis on such languages actually increases inequality by impeding progress through school, particularly for marginalized groups.
INTRODUCTION

This chapter examines the relationship between inequality and language education in primary and secondary schools in Africa. Here the languages of former colonizers still have important social functions yet most of the population must rely on formal instruction to learn them. This sets up a potential link between inequality and a particular element of the formal curriculum and this is investigated with new data on language education and existing measures of inequality (Gini coefficient for net household income) for 32 African countries in the period from 1980 to 2000. This is in contrast to a more common approach to studying inequality and education by focusing on the “hidden” or “informal” curriculum (Mckeaney and Meyer 2000). Results show no association between emphasis given to the language of the former colonizer as a subject and income inequality. Interestingly, where colonial languages are the medium of instruction income inequality is significantly higher. (Robust predictors of within country inequality are included in all models.) This suggests that where emphasis on colonial languages is very high the language becomes a barrier to further education and creates inequality, but below this (high) threshold emphasis on languages as a subject has no impact on inequality.

The following section describes the place of colonial languages in post-colonial states and summarizes the literature connecting access to inequality. This literature, however, tends to rely on more qualitative case studies, and so the next section deduces empirically testable hypotheses. Subsequent sections discuss data and methods and then present results. Results are interpreted with reference to the high level of linguistic
diversity in most African countries and the conclusion deals with implications for the literature on inequality and education.

**COLONIAL LANGUAGES IN POST-COLONIAL AFRICA**

Understanding the linguistic landscape of Africa will shed light on the place of colonial languages there. There are about 2,000 different languages spoken in Africa, or about one-third of the global total. Most of these languages have relatively few speakers, with the median number of speakers per language just 25,000—meaning most African languages have just a few thousand speakers (Lewis, Simons and Fennig 2013). The ultimate origins of this linguistic diversity are in human prehistory: new languages arose frequently as groups of hunter-gatherers remained isolated for generations and languages changed more rapidly in the absence of writing (Nettle 1999). The high number of languages present in Africa is something of a relative phenomenon in that linguistic diversity has declined more in other parts of the world over the past few hundred years. In Europe, state building meant linguistic consolidation as several related dialects merged into the language of state and then remaining dialects or languages were marginalized (Anderson 1983). Similar dynamics played out in the parts of Asia with relatively strong states and traditions of literacy. In the New World, European contact meant the loss of indigenous populations and languages and their replacement by just a few European languages through settler colonization. In most of Africa, however, traditions of literacy and state building were weaker (although not absent), and indigenous populations were
not decimated by European disease, so linguistic diversity remained high (Ostler 2005; Scanlon and Singh 2006).

With the colonial partition of Africa in the late 19th century, European languages were introduced to administer colonial states and used in educational systems built along European lines while leaving indigenous languages relatively unaffected (Mazrui and Mazrui 1998). With the coming of independence, colonial languages generally retained those functions and frequently became national languages (either officially or de facto), and decades after independence these languages still maintain a strong—and sometimes growing—hold on specific areas of life (Simpson 2008). These outcomes are at least in part because high linguistic diversity creates the need for a common language, yet many of the more widely spoken indigenous languages were not seen as good choices because of ties to particular regional, ethnic, or religious groups in the heterogeneous states created by colonization (Kachru 1984). As official languages, colonial languages are used by governments for internal and external communication, and in several African countries, the colonial language is the only language used in the national legislature and legal system (Brock-Utne 2008). This means they are required for employment in the government civil services that make up a large proportion of white-collar employment in Africa for most of the period under study here (Foster 1980; Mazrui and Mazrui 1998).

Where colonial languages also function as common languages, understanding them is either a formal or informal requirement for working in larger firms that draw labor from outside one community or region. These firms are likely to be in the “modern” sectors of the economy (de Swaan 2001). These languages also tend to dominate sectors
of the economy associated with higher prestige and income, such as medicine (Maher 1986) and science (Hamel 2007). These are seen as valuable where they allow for communication between ethnic or regional groups that speak different languages as well as for communication beyond national borders (Laitin 1992).

Colonial languages play a particularly important role in education. They are almost universally studied as subjects at the primary and secondary level and are typically important on the exams that grant access to higher education. They are sometimes used as a medium of instruction, in some cases from early primary school, although they are more likely to be used this way in higher grades. Colonial languages often dominate education at the post-secondary level as the medium for instruction and communication within universities, either through official policy or informal practice, and it is not uncommon that textbooks and materials for some subjects are available only in European languages. Even in cases in which the colonial language does not dominate tertiary education, it may still be more prevalent among higher-ranked institutions or in more prestigious fields of study (Altbach 1991; Altbach and Kelly 1991; Kelly 1991).

Despite colonial languages being used in these ways, they are generally spoken as a first language by a small percentage of the population in most African nations. As examples, in Gabon and Kenya less than 5% of the population speaks the colonial language as a first language, while in Botswana, Malawi and the Central African Republic, the corresponding figure is less than 1% (Lewis, Simons and Fennig 2013). Even in Mozambique, where almost half the population speaks the colonial languages as
a first language, this group is concentrated in cities, meaning there are socially significant differences between speakers and nonspeakers (Azevedo 1980).

There are a number of case studies that document some connection between colonial languages and inequality in various African countries. In Malawi, English is used extensively in higher education, meaning those who are unable to pass college entrance exams in English are prevented from further education (Kayambazinthu 1998). English is also widely used by the government and those who do not speak it are ineligible for government employment and likely to have difficulty accessing government services (Matiki 2001). Much the same can be said of Tanzania, where those who do not speak English have greatly limited chances for higher education and are unlikely to find employment in the modern sector of the economy (Rubagumya et al. 2011). Apartheid, South Africa, is an interesting case in that education policies specifically focused on limiting the black majority’s access to European languages (Novick 2010). The issue is, however, not just about education and employment opportunities; surveys of individual perceptions of languages and language skills find that the English typical of black South Africans is seen as less prestigious in comparison to the English of whites who speak the language in the home (de Klerk 1999).

This general phenomenon is not particular to British colonies. Portuguese is spoken by about half of the population in Mozambique and Angola, yet there are significant inequalities, largely along urban/rural lines, in access to that language (Mugomba 1980). French is an official language and used as a common language for communication between indigenous groups in The Democratic Republic of the Congo,
although only one-third of the population speaks it, and most of them as a second language (Kamwangamalu 1997). The situation is much the same in the parts of Western Africa colonized by the French: less than one-third of the population has a functional command of French (Simpson 2008), but it is generally both an official language and a common language that must be learned through formal education (Bamgbose 2000; Djite 2000). The situation is somewhat different in North Africa, where French is still prominent even though much of the population speaks Arabic, facilitating communication both within and between countries. French is widely used in the media and in sectors of the economy that are oriented toward trade with Europe (Benrabah 2007; Hassa 2012).

TESTING THE RELATIONSHIP BETWEEN COLONIAL LANGUAGE EDUCATION AND INEQUALITY

While many of the works cited in the previous section were case studies of particular African nations, a hypothesis amenable to empirical testing is easy to induce: less access to colonial languages should lead to higher inequality. As most of the population depends on formal instruction to learn languages where schools spend less time teaching such languages, income inequality should be higher. Facility in colonial languages should mean more than higher grades in a particular subject because those who know the language are more likely to gain access to higher education, government services, and higher status or higher-paying employment.
The first independent variable is the emphasis given to colonial languages as a subject of study, measured as the percent of instructional periods in the primary and secondary curriculum. The total number of periods devoted to that subject is simply divided by the total number of periods; access is treated as a function of total exposure. Within nations, curricula tend to be stable over time but when countries do change curricula and devote more time to teaching this subject this should increase access and reduce inequality. A second independent variable measures where colonial languages are used as a medium of instruction. Where they are the medium of instruction, the entire educational systems may operate in colonial languages from early grades, although the break from primary and secondary is a more common place to change over. It is not uncommon for some subjects (such as math and science) to be taught in colonial languages at earlier grade levels and other subjects (namely other languages, but also civics and history) to never be taught in colonial languages. The dummy variable is created as a proxy for colonial languages as a medium of instruction; the variations just discussed make this a proxy measure, but where colonial languages are taught as a subject in the first or second grade, school systems are attempting to build up skills in such languages to use them as media of instruction (Alidou et al. 2006). Using colonial languages in this way would seem to represent the maximum possible exposure through formal schooling and if more exposure means more learning, this policy should lower inequality.

Inequality is measured with a Gini coefficient for net household income. The Gini coefficient ranges from 0, indicating perfect equality, to 1, indicating perfect inequality.
The Gini coefficient is sometimes multiplied by 100, as it is here. While the prestige associated with colonial languages is not captured by the Gini coefficient it would be difficult to quantify, and prestige is more meaningful where it can be transferred into material advantages. Moreover, the Gini coefficient is available for a large number of countries for many years since 1950 and is a standard measure in research on cross-national inequality.

These expectations are tested in a sample of former colonies in Africa with nationally standardized curriculum. This sample includes only those countries that centralize language education policy at the national level because of the difficulty of locating data for subnational units but also because in a sizable proportion of cases where education has devolved to state or provincial levels, linguistic differences between regions are a major cause. (A case in point is Cameroon, which has a separate educational system for its English- and French-speaking regions (Chumbow and Augustin 1996).)

**OTHER EFFECTS OF COLONIZATION**

The argument linking colonial languages to inequality assumes that the effects of colonization are significant and enduring. It may be wise, then, to control for other effects of colonization. First, there may be differences between colonizers. Colonial school systems were closely modeled to those found in the metropole, and there were marked differences in degree of centralization and latitude for community involvement in school systems found in French versus British colonies (Archer 1979; Garnier, Hage and Fuller 1989; Hage and Garnier 1990). The basic structure of school systems changed little when
they were transferred to national governments at independence. Differences between former French and British colonies persist in educational measures such as enrollment rates (Garnier and Schafer 2006). Given that the basic structure of school systems created by colonizers remains and differences appear to have some consequence, a dummy variable is created to control for the identity of the colonizer.  

Second, there may be differences with regard to how long colonization lasted. There is great variation in the length of colonization because some colonies were established in the 16th century while others were established in the 20th century. Once decolonization began after World War Two, however, the colonial empires disappeared with surprising speed (Fieldhouse 1982). There were strong regional influences, but the characteristics of individual colonies also mattered (Grimal 1965; Strang 1991). Indigenous collaborator elites and European settlers had interests in maintaining colonial rule and, interestingly, also in restricting access to colonial languages (Khasnor 1984). Special efforts were often made to enroll children of indigenous elites—such as tribal chiefs or merchants—in colonial school systems (Brutt-Griffier 2002; Foster 1985), and these groups were overrepresented in the cadre of indigenous bureaucrats that aided colonial administrations (Bray 1997; Smith 1978; Springhill 2001). Large numbers of European settlers often slowed independence either by pressing for continued colonial

---

17 Burundi, Rwanda, Tanzania and Togo were originally colonized by the Germans and after World War One transferred to a French or English-speaking power. These languages—and not German—are treated as the colonial language because German is not taught in any of these countries. Excluding these countries does not substantively affect the results. Determining the identity of the colonizer for some difficult cases, such as Cameroon or South Africa, was a moot point here because missing data for variables used here precluded the inclusion of these countries.

18 Determining the start of colonization is problematic because many of the dates for the establishment of colonies apply to the founding of an enclave and not effective administrative control over the territory that eventually became the eponymous nation-state.
rule or by complicating schemes to transfer government functions to indigenous groups (Grimal 1965; Naylor 2000). These two groups may represent a connection between delayed independence and attempts to restrict access to colonial languages. Effects of colonization are then measured with regards to decolonization, specifically, the number of years separating a given colony’s independence and the year 1956, when the first African colonies (Tunisia and Morocco) gained independence.

CONTROL VARIABLES

Income inequality is widely studied, and it would be best to test the argument here in the context of a more general model of cross-national income inequality. All models below include variables for educational expansion, sector dualism, and population growth as the relationship between these variables and inequality is well understood in theory (Kuznet 1955). These variables are used with some caution because the sample here contains countries at lower levels of development and is not the kind of cross-section of counties in which much of the empirical work on income inequality has been carried out (Alderson and Nielsen 1999; Nielsen 1994).

The expansion of education first increases inequality as the composition of the workforce moves from low-wage, low-skill sectors to higher-wage and higher-skill sectors. Thereafter, increasing numbers of individuals with high levels of education bring down the wage premium on skilled labor, and the distribution of incomes begins trending

---
19 As a case in point, in several British colonies in Southern Africa white settler groups made increasing exclusionary policies—apartheid regimes—that prioritized the interest of white settlers and denied rights to blacks to such a degree that metropolitan governments would not initially recognize their independence.
back toward equality (Barro 1991; Bose, Haque and Osborn 2007; Nielsen 1994; Ram 1990; Sylwester 2002).

Income inequality should increase as the mix of economic activities in a given country shifts over the course of development, namely as it moves away from traditional patterns—particularly subsistence agriculture—in favor of more modern (industrial) types of activities. In the early stages of this process, income inequality increases as individuals leave the former sector where wages are universally low for higher wage sectors. Over time, however, income inequality should decrease as more of the population enters the modern sector (Alderson and Nielsen 1999; Alderson and Nielsen 2002; Lee 2005). Sector dualism is measured as the percentage of the labor force in agriculture minus agriculture’s share of gross domestic product. This captures the extent to which wages in the traditional sector diverge from other parts of the economy.  

Demographics also play a role in income inequality as the shift from high fertility and high mortality to low fertility and low mortality reduces inequality because countries with high birth rates have large numbers of young, nonworking individuals who have no income (Williamson 1991). Natural population growth rate, or the crude birth rate minus the crude death rate, is then also included in the baseline model.

DATA AND METHODS

These hypotheses are tested using pooled time series data on language education policies and inequality in 32 African states, listed in Table 3.4 at the end of this chapter.

---

20 The standard model usually includes a variable for the percentage of the labor force in agriculture. However, this is not included here because of issues of multicollinearity as discussed below.
Observations are made at five-year intervals from 1980 to 2000 (inclusive) for 117 total country-years. Five-year intervals are used because curricula are stable over time and more frequent observations would not significantly increase the range or diversity of values observed. (The total number of observations is limited because less developed countries, such as those in this sample, are less likely to report to data collection agencies for a variety of reasons.) Tests for influential cases revealed that Namibia may exert undue influence on results and observations for this country were dropped.²¹

Key Variables

The variables for language education are taken from National Reports of the Development of Education and World Data on Education reports from the International Bureau of Education. These semiannual reports present nationally reported data in standardized ways. They include intended national curricula timetables, detailing the subjects to be taught in each year of primary and secondary education and indicate how many instructional periods are to be devoted to these subjects. The variable for percent of instructional periods devoted to colonial languages includes the entire primary and secondary curricula. As shown in Table 3.1, percent of periods devoted to instruction in colonial languages increases from about 18% in 1980 to 23% in 2000. (Note, however, the relatively large standard deviations.) The variable for colonial medium is coded “1”

²¹ Influence was accessed using Cook’s D and Namibia’s observations for 1995 and 2000 had a value of 0.047 and 0.044, respectively; both larger than the size adjusted cutoff of 0.034. Namibia is atypical among African countries for gaining its full independence very late. (It was part of British holdings in Southern Africa but effectively remained a colony of apartheid South Africa.) When these observations are included, the coefficient for independence becomes significant in Model 7.
where this language is a subject of study in the first or second year of schooling and “0” otherwise. A little more than half of the countries use colonial languages as the medium of instruction.

The main dependent variable is a Gini coefficient for net household income. These data come from the Standardized World Income Inequality Database (Solt 2009), which is a good compromise between the quality of individual data points and comparability across data points. Table 3.1 shows no trend for the Gini coefficient over time, although the standard deviation indicates that variation across countries persists.

*Colonial Variables*

I include a group of variables that test the effects of colonization. A dummy variable for identity of the colonizer is coded “1” if the country is a former British colony and “0” otherwise. The variable independence is the years between 1956 (when the first African colonies gained independence) and the year a given country gained independence. Data on colonization and decolonization is taken from Henige (1970) and supplemented with other historical materials in some cases. These variables are time invariant for each country and reported only for all time points in Table 3.1. About one-third of observations are from former British colonies and the sample average of just over five years of delayed independence is driven by the large number of French colonies that gained independence in 1960 in conjunction with the formation of the Fifth Republic.
Table 3.1: Descriptive Statistics for Analysis of Colonial Language Education Policies, with Standard Deviations in Parenthesis (n = 117)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gini (net household income)</td>
<td>44.10 (7.56)</td>
<td>45.55 (7.12)</td>
<td>45.37 (8.78)</td>
<td>46.74 (9.00)</td>
<td>45.43 (8.39)</td>
<td>44.16 (6.73)</td>
</tr>
<tr>
<td>Percent of Periods</td>
<td>22.29 (11.40)</td>
<td>17.92 (10.18)</td>
<td>19.90 (11.96)</td>
<td>24.32 (12.45)</td>
<td>24.88 (10.05)</td>
<td>23.46 (11.54)</td>
</tr>
<tr>
<td>Colonial medium</td>
<td>0.56 (0.50)</td>
<td>0.60 (0.45)</td>
<td>0.56 (0.47)</td>
<td>0.56 (0.46)</td>
<td>0.53 (0.44)</td>
<td>0.54 (0.46)</td>
</tr>
<tr>
<td>Dualism</td>
<td>37.42 (17.03)</td>
<td>42.12 (16.23)</td>
<td>39.22 (15.78)</td>
<td>38.93 (17.06)</td>
<td>32.08 (17.71)</td>
<td>35.30 (18.05)</td>
</tr>
<tr>
<td>Secondary Enrollment</td>
<td>27.87 (21.24)</td>
<td>20.39 (16.39)</td>
<td>23.36 (17.27)</td>
<td>23.45 (16.78)</td>
<td>28.28 (19.26)</td>
<td>34.23 (15.32)</td>
</tr>
<tr>
<td>Population Increase</td>
<td>25.87 (5.86)</td>
<td>29.11 (4.30)</td>
<td>28.60 (4.81)</td>
<td>26.77 (4.94)</td>
<td>25.73 (3.91)</td>
<td>24.81 (5.49)</td>
</tr>
<tr>
<td>British Colon.</td>
<td>0.34 (0.46)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Later Indep.</td>
<td>5.23 (5.13)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Control Variables

Sector dualism, secondary enrollment, and population growth are included in the baseline model. The variable for sector dualism is expressed as the absolute value of the percentage of the labor force in agriculture minus agriculture as percentage of GDP and is created with data from the Food and Agricultural Organization of the United Nations (FAOUN 2009) and World Bank’s Development Indicators (World Bank 2011). Secondary enrollment is measured as total enrollment in secondary school as a
percentage of those defined as being of school age. These data come from the World Bank’s EdStats database (World Bank 2011). Population growth is the natural rate of population increase, or the crude birth rate minus the crude death rate (World Bank 2011). Table 3.1 shows a sizable increase in secondary enrollments while dualism and population growth rates decrease. All three show relatively large standard deviations.

Table 3.2: Correlations between Variables for Analysis of Colonial Language Education Policies, All Time Points (n=117)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td>0.033</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td></td>
<td></td>
<td>0.614*</td>
<td>0.480*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td></td>
<td>0.403*</td>
<td>0.185*</td>
<td>0.306*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4)</td>
<td></td>
<td>-0.218*</td>
<td>-0.413</td>
<td>-0.655*</td>
<td>-0.549*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td></td>
<td>0.181*</td>
<td>0.144</td>
<td>0.284*</td>
<td>0.491*</td>
<td>-0.612*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6)</td>
<td></td>
<td>0.318*</td>
<td>-0.529*</td>
<td>-0.242*</td>
<td>0.108</td>
<td>0.111*</td>
<td>0.180*</td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td></td>
<td>0.523*</td>
<td>0.136*</td>
<td>0.220*</td>
<td>0.423*</td>
<td>-0.317*</td>
<td>0.278*</td>
<td>0.376*</td>
</tr>
</tbody>
</table>

Correlations marked with an asterisk * differ from zero at p <0.05

(1) Gini coefficient
(2) Percent of periods devoted to colonial language
(3) Colonial language as medium of instruction
(4) Sector Dualism
(5) Secondary Enrollments (gross)
(6) Population Increase
(7) Former British Colony
(8) Later Independence

Table 3.2 shows correlations between variables. The variable for the colonial medium shows a positive and significant relationship to inequality, although percent of
periods does not. All baseline models are significantly associated with inequality and signed as expected. None of the correlations are high enough to cause issues of multicollinearity.  

*Estimation Procedure*

The individual observations are clustered by country, and this means that observations within clusters are likely to be more similar than observations from different clusters. Where this is the case, as it is here, heterogeneity bias arises and standard regression techniques are inefficient. A random effects regression model is used for a number of reasons. First, these data show more variation between countries than within, suggesting that a random effects model would be appropriate. Second, fixed effects models are not appropriate where time invariant characteristics of a country are used because the estimated effects for these variables would be perfectly collinear with unit-specific dummies. These considerations suggest a random effects model is appropriate and statistical tests indicate that this technique is efficient and unbiased here.

A second issue with pooled time series data is that the data must not trend over time. If they do, the passage of time likely affects the dependent variable, making it difficult to determine whether the independent variables were causing the changes seen.

---

22 The sector dualism model usually includes a variable for percentage of labor in agriculture, which is also used to calculate dualism (recall that dualism is the absolute value of the percent of the labor force in agriculture minus agriculture as percent of GDP). The two are, therefore, highly correlated. While previous work with these two variables finds a high correlation between them (i.e., .888 in Nielsen and Alderson 1995), exploratory data analysis here found an excessively high (.920) correlation. Furthermore, when both were included, the models showed symptoms of multicollinearity.

23 The Hausman test implemented by the “hausman” command in STATA fails to reject the null hypotheses (p = 0.417).
(Sanderson and Kentor 2009). The Fisher test indicates\textsuperscript{24} that these variables are stationary. A final issue in observing the same units over time is that observations for the same unit at one point in time may be correlated with observation for the same unit at another time. Diagnostic tests indicate these data show autocorrelation.\textsuperscript{25} Some of the more common methods for dealing with autocorrelation are not appealing or inappropriate here,\textsuperscript{26} so autoregressive (AR(1)) correction is used.

In summary, the estimation procedure is an RE model with an AR(1) correction\textsuperscript{27} based on the work of Baltagi and Wu (1999), which makes the method suitable for use with unbalanced panel data.

\textit{Results}

Table 3.3 presents results. Model 1 is the baseline model with only control variables. Dualism has a significant positive impact on inequality, as expected, which persists across all models. The baseline model performs somewhat poorly, however. This is likely because the predictions are based on observations of countries at different levels of development and not a group of less developed countries like the sample here. A related explanation is that this group of countries may be moving through the uppermost part of Kuznet’s curve where the line is relatively flat.

\textsuperscript{24} The Fisher test was implemented by the “xtfisher” command in STATA; the null hypotheses of a unit root was rejected for all variables (p > 0.00).
\textsuperscript{25} Serial correlation was tested for with the Wooldridge test as implemented by the STATA command “xtserial” and results indicated there was indeed serial autocorrelation (p > 0.00).
\textsuperscript{26} For example, the Cochrane-Orcutt approach excludes the first observation from each unit, and as the total number of observations here is low, these seem undesirable. Panel-corrected standard errors are another option, but they perform poorly where T is small and N is large.
\textsuperscript{27} Specifically, STATA’s “xtregar” command.
Table 3.3: Regression Models with Income Inequality as Dependent Variable, Random Effects with Corrections for Autocorrelation (N = 117)

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dualism</td>
<td>.215***</td>
<td>.204**</td>
<td>.196**</td>
<td>.196**</td>
<td>.223**</td>
<td>.184**</td>
<td>.158**</td>
</tr>
<tr>
<td></td>
<td>(.091)</td>
<td>(.093)</td>
<td>(.093)</td>
<td>(.085)</td>
<td>(.091)</td>
<td>(.087)</td>
<td>(.06)</td>
</tr>
<tr>
<td>Secondary</td>
<td>.051</td>
<td>.025</td>
<td>.142</td>
<td>.122</td>
<td>.023</td>
<td>.024</td>
<td>.098</td>
</tr>
<tr>
<td>Enrollments</td>
<td>(.082)</td>
<td>(.081)</td>
<td>(.093)</td>
<td>(.097)</td>
<td>(.095)</td>
<td>(.077)</td>
<td>(.084)</td>
</tr>
<tr>
<td>Population</td>
<td>.193</td>
<td>.150</td>
<td>.167</td>
<td>.103</td>
<td>.077</td>
<td>.076</td>
<td>.018</td>
</tr>
<tr>
<td>Increase</td>
<td>(.290)</td>
<td>(.290)</td>
<td>(.293)</td>
<td>(.284)</td>
<td>(.295)</td>
<td>(.210)</td>
<td>(.360)</td>
</tr>
<tr>
<td>Percent of</td>
<td>-.115</td>
<td>-.200</td>
<td>-.043</td>
<td>-.128</td>
<td>-.157</td>
<td></td>
<td></td>
</tr>
<tr>
<td>periods</td>
<td>(.137)</td>
<td>(.117)</td>
<td>(.154)</td>
<td>(.101)</td>
<td></td>
<td>(.079)</td>
<td></td>
</tr>
<tr>
<td>Colonial Medium</td>
<td>13.565**</td>
<td>13.879***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13.786**</td>
</tr>
<tr>
<td></td>
<td>(6.234)</td>
<td>(3.064)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.323)</td>
</tr>
<tr>
<td>British Colony</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.607</td>
<td>1.222</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.509)</td>
<td>(2.201)</td>
</tr>
<tr>
<td>Later</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.514 *</td>
</tr>
<tr>
<td>Independence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(.285)</td>
<td>.117</td>
</tr>
<tr>
<td>Constant</td>
<td>30.644***</td>
<td>34.744***</td>
<td>28.090***</td>
<td>31.721***</td>
<td>32.785**</td>
<td>34.351***</td>
<td>33.945***</td>
</tr>
<tr>
<td>R2</td>
<td>0.16</td>
<td>.016</td>
<td>0.36</td>
<td>0.36</td>
<td>0.22</td>
<td>0.29</td>
<td>0.37</td>
</tr>
<tr>
<td>Rho</td>
<td>0.33</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.31</td>
</tr>
</tbody>
</table>
Model 2 adds only percent of periods devoted to colonial languages and finds it has no significant effect on inequality. This variable has no significant impact on inequality in any model. This is at odds with the expectation that teaching these languages more would mean greater access and, thereby, less inequality.

Model 3 adds only the dummy for colonial language as medium of instruction to the baseline. This variable, unexpectedly, has a significant and positive impact on inequality across models and the coefficient is large. If two countries had comparable values for dualism, secondary enrollments and population growth, and one used a colonial medium of instruction and the other did not, this model would predict a Gini coefficient 13 points higher in the former. The increase in r-squared between Model 2 and Model 3 is large and statistically significant. A more detailed explanation will be provided below, but it is difficult to square our expectation of access reducing inequality with these findings.

Model 4 adds both the percent of periods and dummy for medium of instruction to the baseline model. Percent of periods has no significant effect, while colonial medium significantly increases inequality. Although Model 2 had shown that percent of instructional time was insignificant, there was a positive correlation between the two main independent variables as the medium of instruction is usually a subject to which considerable time is devoted. However, the effects of using the colonial language as a medium remain even when controlling for the percent of periods spent studying it. This suggests that even spending larger amounts of time teaching this subject does not make up for the impact of using it as a medium of instruction. Although an extended discussion
of this will be given below, note that the coefficient for the colonial medium remains quite large in these models.

Model 5 tests for colonizer-specific effects and finds that former British colonies do not differ significantly in their rates of inequality compared to other colonies. Whatever differences remain between school systems built by different colonizers, they do not seem to have an effect on inequality. This variable also captures, to a large extent, the effect of what language is taught; former British colonies in Africa all teach English (although not all countries that teach English are former British colonies). One might argue that because English is much more widely spoken globally—compared to French or Portuguese—English language skills might have a different impact on wages, but this does not seem to be the case. (Analyses not shown use French colonies as the reference category, and results remain insignificant.)

Model 6 adds a dummy for recent independence and finds a positive effect on inequality for countries that emerged from colonization later. Analysis of cases that make up this late independence group indicate that pro-colonial elites and settlers may have delayed independence. However, this is only significant in this model at a relaxed level (p<0.10) and it is not significant in Model 7 so the importance of this finding should not be overemphasized.

Model 7 is a saturated model with all variables included. Dualism significantly increases inequality as in other models. Again, percent of periods has no effect, but using colonial languages as a medium of instruction has a positive sign and large coefficient; holding all the other variables in this model constant, the difference between using a
colonial language as the medium of instruction is more than 13 points on the Gini coefficient. Late independence is not significant and there is no difference between colonizers here. Note that Model 7 has the largest r-square of any model in Table 3.3.

DISCUSSION

Time spent on colonial languages as a subject shows no relationship to inequality but using these languages as the medium of instruction has a positive impact on inequality. This is at variance with the expectation that increasing access would reduce inequality. However, where languages are used as the medium of instruction this does not really represent access to the language; rather the language is being used to teach other subjects and students who have not mastered the language are unlikely to master the material being covered. We know attendance and achievement tend to be lower where there is a mismatch between language of instruction and a student’s first language (Rubagumya et al. 2011). Where students are unable to learn a language in the first few years of schooling its continued use blocks further progress and diminishes prospects for social mobility (Akinnaso 1993; Alidou et al. 2006). (Note the negative and significant correlation between secondary enrollment and the use of colonial medium in Table 3.2.) Akinnaso (1991, 1993) points to several policy “experiments” in Africa (mostly in Nigeria) where the transition to colonial language medium was delayed to the benefit of students’ achievement and persistence, particularly those from rural areas.

Building on this, recall the high levels of linguistic diversity in Africa. Many individuals will grow up speaking a first language that is not widely spoken; this means
they will likely have to learn at least one other indigenous language, which would make colonial languages their third or possibly fourth language (Laitin 1992). The literature on learning point to situations called subtractive bilingualism where studying many languages can prevent effective mastery of any of them (Roberts 1995); learning four languages is harder than learning two. This linguistic barrier to learning colonial languages is distributed, to some extent, in term of social characteristics already salient as basis of inequality. Languages with fewer speakers are associated with ethnic groups that come from isolated and underdeveloped regions (Smits, Huisman and Kruijff 2008) and there is variation in the extent to which different regional or ethnic groups have participated in modern schooling (Foster 1980).

Variation also exists in the quality of education between schools. It is difficult to compare the relative amounts of variation in school systems between countries, but the low end of the distribution in Africa may be very low in absolute terms. The lowest-quality schools here lack basic resources such as textbooks, have teachers with little to no qualifications (Bing 2008), and the quality of foreign language teaching may be especially questionable (Fishman, Conrad and Rubal-Lopez 1996; Nunan 2003). Also, students from rural areas or lower socioeconomic backgrounds are likely to attend such low-quality schools while students from urban areas or higher socioeconomic backgrounds are likely to attend better schools (Blossfeld and Shavit 1993; Buchmann and Hannum 2001; Jacob and Holsinger 2008).

There seems to be a paradox here in which using colonial languages as the medium of instruction- that is, very high levels of exposure- makes completing schooling
more difficult for many students, particularly for students from marginalized linguistic groups or those of lower socioeconomic status. Some have argued that this is not so much an unintended outcome as a mechanism of elite reproduction. Given that colonial languages confer material benefits and status, the small group that can effectively use them may have an interest in restricting access. This group consists primarily of the professional classes that learned the language through education and those that speak the language in the home, generally families of European descent or that have a history of collaboration with colonial regimes (Myers-Scotton 1993). Some have suggested that these groups understood that continuing to use colonial languages as the medium of instruction after independence would cause difficulties for most students and backed such policies because they would mean fewer students from other groups would complete schooling (Akinnaso 1991; Brock-Utne 2001; Watson 1994). There also seems to be an indication that these groups supported colonial administration and may have opposed decolonization (Fieldhouse 1982; Grimal 1965; Naylor 2000; Smith 1978; Springhill 2001). This may explain the positive association between late independence and inequality observed in Model 6.

The identity of the colonizer had no effect on inequality, indicating that the differences between the structures of school system in Anglophone and Francophone Africa are not related to inequality. This variable also captured, to a large extent, what specific language is being taught; thus, it unlikely that the findings are driven by any particular feature of the languages being taught either from a linguistic standpoint (i.e., English being “hard” to learn) or global patterns of language use (i.e., English being a
global language). Rather, it seems that conducting school in languages that are not widely spoken reinforces other kinds of inequality by creating different school experiences for different groups (with the effects being most detrimental to linguistic minorities).

CONCLUSION

The upshot here is that colonial languages do play a role in inequality, not through restricting access to them as a subject of study but rather through their use as the medium of instruction where they become a barrier to continued schooling. For significant portions of the population in most African states colonial languages are a second language and for marginalized linguistic groups they are a third or fourth. Students from lower socioeconomic groups, who are likely to attend lower-quality schools, are also likely to have trouble learning these languages. Each of these disadvantages discourages further schooling and students from rural areas might experience both. At the same time, students from groups that have a history of using colonial languages get substantial exposure where such languages are used as media of instruction, further increasing the chances that they will be able to realize the benefits that come with knowing the language.

One limitation here is that the effects of private education were not controlled for. In many countries, there is a significant private sector, sometimes organized around providing higher-quality education in colonial languages. In Algeria, for example, many wealthy families send their children to schools where French is the medium of instruction, and children who attend these kinds of schools generally end up with a
superior command of that language (Benrabah 2007; Heggoy 1991). While the relative size of the private education sector may have some effect on the statistical results observed here, there is very little good quality data about private education in most African countries. However, this appears to be a relatively direct link between parental financial resources and cultural capital in the next generation and may be worth investigating in cases where data is available.

It is important to remember the usually tight linkage between inequality generating process and formal language education in Africa. While the initial expectations were rooted in an understanding of access to languages it was ultimately the mismatch between language of instruction and the languages students speak that causes inequality. This nationally institutionalized mismatch is not likely to be found outside of Africa. In the Americas the languages of colonizers are widely spoken while in much of Asia indigenous languages are used as the medium of instruction in school systems.
Table 3.4: Countries Included in Analyses in Chapter Three

<table>
<thead>
<tr>
<th>Algeria</th>
<th>Guinea</th>
<th>Sierra Leon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angola</td>
<td>Kenya</td>
<td>Sudan</td>
</tr>
<tr>
<td>Benin</td>
<td>Lesotho</td>
<td>Swaziland</td>
</tr>
<tr>
<td>Botswana</td>
<td>Madagascar</td>
<td>Tanzania</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>Malawi</td>
<td>The Gambia</td>
</tr>
<tr>
<td>Burundi</td>
<td>Mauritania</td>
<td>Togo</td>
</tr>
<tr>
<td>Cape Verde</td>
<td>Morocco</td>
<td>Tunisia</td>
</tr>
<tr>
<td>Central African Republic</td>
<td>Mozambique</td>
<td>Uganda</td>
</tr>
<tr>
<td>Egypt</td>
<td>Niger</td>
<td>Zambia</td>
</tr>
<tr>
<td>Gabon</td>
<td>Rwanda</td>
<td>Zimbabwe</td>
</tr>
<tr>
<td>Ghana</td>
<td>Senegal</td>
<td></td>
</tr>
</tbody>
</table>
Chapter Four:

Loose Coupling of Second Language Education Policies, 1980–2005

ABSTRACT

Language instruction has always been central to formal education, and currently all nations include two languages in their curricula. This is a norm derived from global level understandings of schooling, as is mandating that students attend school for at least several years. However some national school systems allow students to complete all years of mandatory schooling before reaching higher grades where second languages are studied. Where this is true, nations are only ceremonially adopting the elements of the global culture that drive isomorphic processes in educational institutions and, in practice, are exposing few students to second languages. The effect of IGO memberships is somewhat fragile, but the effects of using a global language as a national language and the age of nation-state are more robust predictors. This chapter, then, points to a tendency to overemphasize isomorphism as an outcome and IGOs as a mechanism; larger trends in global integration explain much of the variation here and countries are sensitive to the relative costs and benefits of implementing these policies.
INTRODUCTION

The world polity literature has documented considerable standardization of school curricula across nations. This is true of language education, which has been the historic core of organized education, and since (at least) 1980, all nations have included a second language.\(^{28}\) While the first language is an official language, often a national language studied in only one country, second languages are usually one of just a few modern languages that are widely studied (or, rarely and with decreasing frequency, a classic language) (Cha 1991; Benavot 2004; Benavot, Cha, Kames, Meyer and Wong 1991). The widespread standardization in school systems—including both mandatory attendance laws (Ramirez and Boli 1982; Boli Ramirez and Meyer 1985) and the inclusion of second languages in curricula (Benavot et al 1991)—has convincingly been shown to follow from global level conceptions of the structure and functions of formal education (Meyer et al. 1997; Meyer, Kamens and Benavot 1992).

Like previous cross-national work on curricula, my research reveals much standardization in language education policies. However, second languages are most often studied in later grades in which attendance is not always mandatory. Where this is the case, second languages are loosely coupled and few students may be exposed to second languages. Overlooking this discrepancy overstates the degree of isomorphism. Indeed, student attrition is probably the motivation for this kind of loose coupling: formally adopting both norms would allow central ministries of education to gain legitimacy at the global level while, at the same time, shielding core educational

\(^{28}\) The one exception to the norm of teaching two languages I observed was Libya during the mid-1980s, as discussed in footnote 1.
activities—putting students in classrooms with adequately trained teachers—from the costs and logistical strains of providing second language education to all students (Gamoran and Dreeben 1986).

The world polity argument suggests that fewer connections to the global culture should make loose coupling more likely, but I also hypothesize that teaching a second language will be impacted by the costs and benefits (both relative and absolute) of doing so as well as control for an increase in global integration over time. Multivariate statistical analysis with data for 62 countries from 1980 to 2005 shows that the number of IGO memberships increases the likelihood a nation will include a second language in the mandatory portion of the curriculum. However, the effect of using a global language as an official language is negative and robust, suggesting that the relative benefits of teaching a second language are important. The passage of time is also a robust predictor, suggesting the larger trend toward global integration is important. A nations’ age is also a robust predictor suggesting lasting period effects from the time a nation established its mass school system.

The first section of this chapter reviews the world polity literature and focuses on studies of curricular contents and language education. The second section presents hypotheses on where loose coupling should occur and the third section describes the data and methods used. The fourth major section is devoted to multivariate cross-sectional analysis of second language education policies. The picture that emerges, then, is one in which the overall degree of isomorphism may have been overstated by others and the
effect of IGOs seems to be more of a spurious effect of overall increasing levels of global integration and less a distinct mechanism in its own right.

**LANGUAGE EDUCATION IN A WORLD POLITY**

The modern period, particularly after World War Two, has been a period of increasing global integration. Against this background of political, economic and cultural integration, many have pointed to the emergence, spread and deepening of a global level culture. This culture consists of understandings regarding the nature of individuals and institutions as well as norms about how they should operate. Individuals, as rational actors, are understood as the basic unit of social action (as opposed to, say, mythical beings or kinship groups). Institutions of all kinds are understood in terms of bureaucratization and rational efficiency. The nation-state has become the “taken-for-granted” political unit and its actions are generally legitimated insofar as they are democratic in content and oriented toward economic development. Nation-states are given wide latitude for sovereign action but also exist within a system of such organizations (Boli and Thomas 1997; Meyer 2006; Meyer et al. 1997). Importantly, the world polity argument makes the case that these common understandings lead nation-states toward institutional isomorphism regardless of level of development or factors particular to a given nation (Boli and Ramirez 1986).

Although originating in the West, these understandings are held to be universally applicable, and their enactment is the key mechanism driving the convergence in the structure and content of various national institutions. The system of international
governmental organizations (IGOs) and international non-governmental organizations (INGOs) is a key site for the transmission and enactment of these global norms. IGOs and INGOs enact global culture when they bring together technical specialists and bureaucrats as recognized representatives of particular nation-states that make policy recommendations in terms of the global culture. These organizations are a mechanism for dissemination of the global culture where national delegations transmit cultural elements to their home governments, where IGOs/INGOs have staffs that work with national institutions and where they have ways to enforce agreements (Boli and Thomas 1999; Chabbott and Ramirez 2000).

School systems have been held up as one of the most important sites for global culture impacting national institutions for at least two reasons. First, global level understandings of economic development stress human capital, and where education imparts skills to individuals, schools can be seen as linking the socialization of individuals to national development. Indeed, since the 1950s, statements to this effect become more common in official documents, discussing the aims of national education systems (Fiala 2006; Fiala and Lanford 1987). Second, schools link individuals to the nation-state through civic education. While overt political indoctrination is rare, history classes are likely to present the home nation in a favorable light, highlight accomplishments, and offer a general endorsement of current political arrangements (Chabbott and Ramirez 2000). At the same time, schools link individuals directly to the global culture where key elements of that culture—such as scientific rationalization—are
studied and where attention is paid to other nations in particular or to diversity and cultural awareness in general (Drori et al. 2003; Soysal and Wong 2006).

School systems are also regarded as key sites of the enactment of global norms because the substantial cross-national similarities observed in the structure of national school systems are difficult to explain with reference to level of development, economic structure, or particular national characteristics. Most obviously is that national governments take significant, if not sole, responsibility for education and have marginalized competing conceptions of organized learning, such as apprenticeships, virtually everywhere (Meyer 1992). Global culture holds that schooling is universally relevant to all children and, as a result, there has been a dramatic increase in school participation. In 1900 only one in three children globally was enrolled in primary school but in 2000 the rate was higher than 99% (Benavot and Riddle 1988; World Bank 2011). At the tertiary level, there were only 500,000 enrolled students worldwide in 1900 and the comparable figure for 2000 is about 100 million. The increase in tertiary education is significant because it is observed even in developing nations with few employment opportunities for college graduates (Schofer and Meyer 2005). These global understandings have led to similar organizational practices, and of particular interest here are compulsory attendance laws at the primary and secondary level. While the proximate causes of such laws differed between the early creators of mass school systems (Boli, Ramirez and Meyer 1985; Ramirez and Rubinson 1979), they were quickly implemented in the wave of countries gaining independence after World War Two and have now been universal for some time (Ramirez and Boli 1982). Schools even extend their influence
into children’s out of school time through the use of homework and extracurricular activities in ways that are broadly similar around the world (Baker and LeTendre 2005).

There are clear similarities across nations in the pattern of curricular organization (Kliebard 1992). In general terms, school systems have moved toward delivering a broad academic (as opposed to vocational) education, and six core subjects—languages, math, sciences, social studies, arts/aesthetic education and physical education/sports—are present in similar proportions in all national curricula (Benavot 2004). Much of the remaining diversity in national curricula can be understood as the combination of a few basic patterns (i.e., those that emphasize math and sciences or arts and humanities) that are similar when present (Kamens, Meyer and Benavot 1996).

Studies that examine math, science, and other curricular subjects find general agreement in their content, emphasis and organization as well as a tendency for such similarities to increase over time (Baker and LeTendre 2005; Drori et al. 2003). The same can be said of language education and Aaron Benavot (2004) finds that official and foreign languages as well as literature take up about one-third (37%) of instructional time in the first eight grades but that time spent on official languages decreases and time spent on foreign languages increases as one moves to higher grades. All nations require the study of an official language and most require the study of a foreign language. While there has been an increase in the number of nations that require a foreign language, the amount of curricular time devoted to these subjects has remained stable from the 1980s to the 2000s.
The work of Yun-Kyung Cha addresses long-term cross-national trends in foreign or second languages. First, the number of nations including a classic language (Greek and Latin) has shrunk dramatically from 1850 to 1986 (from almost 100% to under 30%). At the same time, the study of modern foreign languages has gone from widespread (80%) to universal (99%) at the secondary level and has also become common at the primary level (moving from 0% to 63%) (Cha 1991). Second, there is a large increase in nations studying English; English was not studied as a foreign language in any independent nation as late as 1919 but by 2005 it was studied in 72% of nations. While French and German were the most common foreign languages in 1850 (each accounting for just under 50%), German disappeared as a foreign language after World War One while French declined slowly and is still second to English. Spanish is studied in a small number of nations, and this is also true of Russian after World War Two.

Cha also shows that differences in the amount of time devoted to foreign language education decrease from 1945 to 1989 (Cha 1991). Cha analyzes which factors explain variation in time spent on foreign language instruction or the adoption of English in particular. In both cases, observations are grouped into two time points and then parallel analyses are undertaken for each. Ethnolinguistic fractionalization and gaining independence after 1960 predict time spent on foreign languages for earlier time periods (1945–1969) but not for later periods (1970–1986); having a widely spoken language as

---

29 Cha’s focus on only independent nations means some trends are driven by decolonization rather than changes in education policies: where a British colony gained independence, this would appear as an increase in the number of nations teaching English even language education policies did not change.
20 For Cha (1991), widely spoken languages are English, French and Spanish; I include a similar variable in my analysis but include Arabic, as discussed below.
a national language has a negative impact on foreign language teaching in both periods (Cha 1991). Ethnolinguistic fractionalization, IGO membership and trade dependency positively impact the likelihood of teaching English during either the 1945–1969 or the 1970–1989 period. Again, having a widely spoken language as a national language has a significant negative effect at all time periods (Cha 2006). In both sets of analyses, the disappearance of significant predictors over time is argued to mean national characteristics matter less as global norms become more influential over time.

UNDERSTANDING LOOSE COUPLING

School systems have been characterized as loosely coupled organizations in that there is typically a good deal of difference between formal policies and actual practices (Eckel 2008). However, the kind of loose coupling I observe here appears to not have been previously discussed.31 Benavot and Cha were singled out above because we took up similar questions, used the same primary data source, and found many of the same broad patterns,32 but we observe curricula in slightly different ways. Cha (1991, 2006) examines the entire primary and secondary curricula; Benavot (2004) uses the first eight grades; I observe only grades in which student attendance is mandatory. Interestingly, my

---

31 Meyer and Rowan (1977) suggest that loose coupling frees the technical core of an organization from close scrutiny. Other studies that comment on the place of second languages in the curricula have missed that, in practice, there are places where very few students actually study second languages in the classroom: national ministries of education have had some success in escaping scrutiny.

32 As an example, Benavot reports that all language education activities take up 37% of the curriculum in the first eight grades of school for circa 2000. I find that first, second, and third language instruction takes 31% across the grades of mandatory schooling across my data points for 2000 and 2005. My lower figure is because such subjects to take up fewer periods in higher grades, which are more likely to be included in my measurement and to the fact that Benavot seems to always include “literature,” which I did not unless it was clear which language it corresponded to.
method identifies cases in which a second language is in the formal curriculum but instruction does not begin until a grade where attendance is no longer mandatory.

I interpret this as an example of loose coupling, where different elements of formal organizations show some relation to each other but are not fully integrated (Orton and Weick 1990). Adopting the norms that govern the formal operation of schools grants legitimacy to national educational systems (Meyer and Rowan 1977), but carrying out these activities in the functional core of school systems—classrooms where students and teachers interact—requires resources and can be logistically demanding (Coburn 2004; Hallett 2010). Having mandatory attendance laws and teaching a second language grants legitimacy to school systems, but if second language instruction could be delayed until a grade where attendance is no longer mandatory the costs can be significantly defrayed because in many countries most students do not persist beyond the years of mandatory schooling. This is an important, but overlooked, kind of variation between educational systems and understanding where it happens can tell us about the implementation of global norms more generally.

Previous research suggests several hypotheses regarding where to find loose coupling of second languages. Most obviously, the global culture argument suggests that it would result from nations not being adequately exposed to global norms. Given the importance of IGOs in transmitting these norms:

---

33 It would be wise to remember that American enrollment patterns—where a large section of the relevant age group is enrolled in college—are atypical even compared to other high-income countries; in many developing countries only a small percentage of students even completes all mandatory years of schooling (Buchmann and Hannum 2001).
H1) Nations with fewer IGO memberships will be less likely to compel students to study a second language.

It might also be wise to test expectations from a competing understanding of the global order. World-systems theory posits that economically grounded conflict between geographically unequal nation-states is the central global dynamic, and peripheral nations are more constrained in their ability to set policies at variance with global norms. Core nations have also acted in ways that promote their own languages in the periphery, such as making international aid contingent on the recipient country studying the language of the donor (Altbach 1991; Kelly 1991; Phillipson 1992). Thus:

H2) Core nations are less likely to compel students to study a second language.

Another group of explanations for loose coupling is suggested by considering the resources needed to effectively teach a second language (Weick 1976). Obviously, training second language teachers and providing educational materials takes resources that could be used elsewhere in school systems (or in national bureaucracy, more generally). Thus one might expect:

H3) Nations with a lower GDP per capita will be less likely to compel students to study a second language.

Costs can also be relative. There are relatively few languages—such as English, French, Arabic and Spanish—that have large numbers of speakers spread across more than two or
three nations. The benefits of speaking these languages—in terms of access to information and facilitation of communication—are both larger and more certain than for other languages (de Swaan 2001). Nations where these widely spoken languages are already used as the official language would seem unlikely to realize many additional benefits by teaching a second language. Thus:

H4) Nations where the official language is also a widely spoken global language will be less likely to compel students to study a second language.

The costs of language education policies may vary with the level of linguistic diversity. In particular, where there are many indigenous languages, selecting an official language is sometimes politically contentious and, regardless of the language selected, some teachers are likely to need training before they can teach the first language (Kachru 1984). Selecting a second language may entail similar political and economic costs and loosely coupling the second language to the curriculum may defray these costs.

H5) Nations where there are more languages spoken will be less likely to compel students to study a second language.

The age of a nation may be important for understanding the lose coupling of second languages. More established members of the international order might be better able to resist pressures to conform to norms that are not in their interest. At the same time, given the high levels of institutional inertia in school systems, it may also be that
school systems which were established when mandating a second language was less common have only loosely coupled that requirement.

H6) Older nations will be less likely to compel students to study a second language.

I also control for the passage of time. There have been significant increases in global integration— in political, economic and cultural terms— during the period under study (Held, McGrew, Goldblatt and Perraton, 1999) and over a longer historical time frame (Chase-Dunn 1989). It would be difficult to pick out a single measure to address all these trends, yet several of the variables here (including the dependent variable) show clear trends over time. Therefore a variable is included to control for the passage of time.

DATA AND METHODS

These analyses address the period from 1980 to 2005, corresponding to the most recent period of increasing global integration. The population of interest is nations with nationally standardized second language education policies. This excludes those countries where education is a local, state, or provincial prerogative. It is unclear, theoretically, how relevant global level norms are at the local or provincial level and, empirically, there are comparability issues with data from subnational units. Some cases must be excluded because of missing data, as is common with cross-national work, making for a total of 62 nations (with observations for at least two time points), as listed in Table 4.4 at the end of this chapter. Analysis of residuals indicated no problematic cases.
Dependent Variable

Our interest in whether or not it is mandatory to study a second language suggests a dichotomous dependent variable. For a given country-year, if second language instruction begins in a grade lower than the mandatory number of years it is coded as “1”; where instruction begins in a grade where attendance is not mandatory the county-year is coded “0.” The primary source is the International Bureau of Education’s National Development of Education and World Data on Education reports, which contain a variety of self-reported data on national school systems. While there is some difference between official policy documents such as these and actual classroom practice (Benavot and Gad 2004), it is unlikely that second language instruction would begin one or more grades earlier than policy documents indicate. Table 4.1 shows that just over half of the countries required students to study second languages at the beginning of the period here, and this increased to about 90%, but even in 2005, not every country was mandating that second languages be studied.

Independent Variables

Independent variables are selected with reference to the hypotheses discussed above, specifically: (1) the number of IGOs a nation belongs to, (2) world-system position, (3) a national language of wider communication, (4) linguistic diversity, (5) age of country, and (6) gross domestic product per capita. All are measured at five-year intervals, and Table 4.1 presents descriptive statistics for these variables.
Table 4.1: Descriptive Statistics for Analysis of Loose Coupling, with Standard Deviations in Parenthesis) (N =271)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mandatory to study second language</td>
<td>0.79 (0.40)</td>
<td>0.58</td>
<td>0.68</td>
<td>0.69</td>
<td>0.74</td>
<td>0.92</td>
<td>0.93</td>
</tr>
<tr>
<td>IGOs</td>
<td>64.57 (18.31)</td>
<td>50.94</td>
<td>55.87</td>
<td>63.35</td>
<td>65.98</td>
<td>69.82</td>
<td>71.26</td>
</tr>
<tr>
<td>World-System</td>
<td>1.435</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language of Wider Communication</td>
<td>0.41 (0.49)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of languages</td>
<td>24.35 (43.66)</td>
<td>17.22</td>
<td>22.57</td>
<td>24.23</td>
<td>22.88</td>
<td>24.75</td>
<td>27.22</td>
</tr>
<tr>
<td>Age</td>
<td>70.62 (73.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP per capita</td>
<td>6,701 (11,425)</td>
<td>4,126</td>
<td>3,532</td>
<td>6,238</td>
<td>7,238</td>
<td>6,679</td>
<td>9,775</td>
</tr>
</tbody>
</table>

The number of IGO memberships was taken from the Correlates of War dataset (Pevehouse, Nordstrom and Warnke 2004) and the number of memberships was simply summed, with associate memberships counted as one-half. There is a clear upward trend in this variable over time, moving from 50.94 in 1980 to 71.29 in 2005.

World-systems position is measured with Snyder and Kick’s (1979) classic measure, as updated by Bollen and Appold (1993). Nations are assigned to a position based on block modeling of trade flows, treaty memberships, military interventions and
diplomatic relations. This is a trichotomous variable with peripheral nations coded “1,” semiperipheral nations coded “2,” and core nations coded “3.” Although mobility within the world-systems is possible, it is a long-term process so this variable is treated as time invariant here. Two-thirds (65.6%) of observations are from peripheral countries, one-quarter are from semiperipheral countries (25.3%), and about one-tenth (9.1%) are from core nations.

Widely spoken languages are defined here as those with more than 100 million speakers spread across four nations. Ethnologue (Summer Language Institute) was used to find the number and distribution of speakers and the languages of wider communication here are English, Spanish, French, Portuguese and Arabic. Nations that had one of these as an official language were coded as “1”; those that did not were coded as “0.” This is time invariant (no nation here changed official language), and 41% of observations are supplied by nations with languages of wider communication.

Linguistic diversity is the number of languages with more than 10,000 speakers in a given nation and is taken from various editions of Ethnologue (Summer Language Institute). The fact that many languages have few speakers and tend to be concentrated in certain parts of the world makes for pockets of high linguistic diversity—as in India, Indonesia and Nigeria, with more than 250 such languages (Calvet 2006). This variable was logged to reduce skew (skewness = 3.23 and after logging skewness = .62) for the multivariate models although the unlogged version is presented in Table 4.1. The mean
number of languages across all observations is 24.35, and there is some tendency for this to increase over time (although the global trend is toward declining linguistic diversity).34

Gross domestic product per capita is measured in year 2000 US dollars and taken from the World Bank (World Bank 2011). This variable shows right skew (skewness = 2.52) and is logged (after transformation skewness = 0.22). As with languages, the logged version is used in the multivariate models, but Table 4.1 presents descriptive statistics before transformation. There has been considerable growth in per capita GDP, with the mean moving from $4,126 in 1980 to $9,775 in 2005.

The age of a country is coded as the number of years of independence between 1800 and the year of observation. Choosing the year 1800 means that those countries that were never colonized all have the same (relatively large) values. The group of countries in the New World that gained independence in the early 1800s also has large values. There is then a gap in decolonization until after World War One with countries in the Middle East and parts of Asia falling toward the middle of the distribution and relatively lower values for those countries in Africa that did not gain independence until after World War Two. The overall average is about 70 years, and this is only reported for all time points as the mean for this variable simply changes by five years between time points. Date of independence was taken from Henige (1970) and the start year of 1800 determined with reference to historical materials (especially Fieldhouse 1982).

34 National increases are from the movement of people bringing languages to a given nation. The global trend toward declining diversity is from the loss of languages through the assimilation or disappearance of small indigenous groups with unique languages. Said differently, large numbers of languages are disappearing in some nations while the remaining languages are spreading across countries.
I control for the passage of time by including a variable for year, which equals one for 1980 and six for 2005.

Table 4.2 shows bivariate correlations among all variables used here. There are significant positive correlations between IGO memberships and year, indicting that countries that are members of more IGOs are more likely to mandate second languages be studied as are all countries at later time points. There are significant negative correlations between world-system position and age, indicating that countries in the core and older countries are less likely to mandate second languages be studied. Interestingly, IGO memberships show significant positive associations with all other variables here. The correlation between the two variables that address time - year of observation and age of a country- is significant but not large.

\textit{Estimation Procedure}

Logistic regression allows modeling binary data dependent variables—where the range of possible values is restricted to zero or one—with regression techniques. The logit link function is employed here, and all results presented are odds ratios, which can be interpreted as the effect that a one-unit change in that independent variable has on the predicted odds of making the study of a second language mandatory (or the odds of the dependent variable being one instead of zero). An odds ratio less than one means that an increase in that variable \textit{decreases} the predicted odds of making a second language mandatory while values greater than one \textit{increase} the odds of making a second language mandatory.
The logistic model here incorporates a unit-specific random intercept to deal with the correlations between responses. Individual data points are not truly independent observations because they are clustered together by nation. Unobserved variables (such as climate or the lasting effects of specific historical experiences that are difficult to observe) can cause within cluster correlation of the error term generated by standard regression. A random effects model is an appealing way to deal with these difficulties and is used here for several reasons. First, variation is greater between units than within them, suggesting a random effects model may be more appropriate. Second, fixed effects models are often inconsistent in the context of logistic regression because it is not possible to estimate the effects of independent variables for cases where the dependent variable is all “0”s or all “1”s; this problem is more severe for small clusters, and many of the countries here have observations for just four or five years (Rabe-Hesheth and Skrondal 2005; Frees 2004).

Previous offers little guidance on how the variables here should enter models. I include (logged) GDP per capita in all models and then add variables one at a time and in combinations that test the more salient possibilities.

RESULTS AND DISCUSSION

Table 4.3 presents the results of the random intercept logistic regression models predicting the inclusion of a second language in the mandatory curriculum. Models 1 and 2 test the expectations of IGO memberships and world-system position. Larger numbers

---

35 Specifically STATA’s “xtlogit” command.
Table 4.2: Correlations between Variables for Analysis of Loose Coupling, all time points (n=271)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td>-0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>0.196*</td>
<td>0.175*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>-0.341*</td>
<td>0.335*</td>
<td>-0.082</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4)</td>
<td>0.192</td>
<td>0.276*</td>
<td>-0.006</td>
<td>-0.115*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>-0.110*</td>
<td>0.475*</td>
<td>0.380*</td>
<td>-0.135*</td>
<td>-0.080*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6)</td>
<td>0.091</td>
<td>0.296*</td>
<td>0.282*</td>
<td>0.239*</td>
<td>-0.431*</td>
<td>-0.141*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td>0.251*</td>
<td>0.465*</td>
<td>-0.001</td>
<td>0.057</td>
<td>0.035</td>
<td>0.116*</td>
<td>0.152*</td>
<td></td>
</tr>
</tbody>
</table>

Correlations marked with an asterisk * differ from zero at $p < 0.05$

(1) Mandatory to study second language
(2) IGOs
(3) World-System
(4) Language of wider communication
(5) Number of Languages
(6) Age
(7) GDP per capita
(8) Year

of IGO memberships significantly increase the likelihood that studying a second language is mandatory, indicating that IGOs are a mechanism for the transfer of normative elements of a global culture. World-system position has a significant positive effect on the likelihood that teaching a second language is mandatory; core nations are
significantly more likely to compel students to study second languages than peripheral nations. Model 6 includes both of these variables, and neither has a significant effect.

Models 3 and 4 test the relative cost of incorporating a second language into the mandatory curriculum. Having a language of wider communication as an official language significantly decreases the likelihood of including a second language. This confirms the expectation that where many people already speak a language of wider communication the usefulness of teaching a second language is reduced. In Model 4, the number of languages in a nation has no effect on whether a second language is included in the mandatory curriculum, indicating that the political costs associated with selecting a first or official language are not likely to be the same for second languages in school curricula. Model 7 includes both variables and the effects of each remain the same.

Model 5 finds that the age of country has a significant negative effect, meaning that younger countries are more likely to mandate a second language. These school systems were set up at a time before the widespread institutionalization of second language education and have had some success resisting isomorphic pressures.

As for the control variables, GDP per capita is not significant in any model, and this runs against the expectation that the material costs of providing instruction in a second language may influence the likelihood of making it mandatory. The variable for the year is significant and positive in all models, indicating that the likelihood of teaching a second language increases over time net of any other variable. This confirms the

---

36 Kentor (2000) developed a continuous measure of world-system position based on a nation’s difference from the global mean of gross national product, gross domestic product and military spending. This means more variation between nations as well as variation within nations over time. Separate analysis with this variable were substantively similar, showing a significant effect only in Model 1.
expectation that the overall trend towards increasing global integration would affect the outcomes observed here. The effect of this variable seems to blunt much of the impact of IGOs compared to other investigations that use this variable alone.

Model 10 is a saturated model that shows the same basic pattern as results from other models. Speaking a language of wider communication significantly decreases the likelihood and the effects of late independence remain, although no other independent variable is significant.

CONCLUSIONS

This chapter investigated why some nations have implemented global norms for teaching two languages and mandating attendance but have not implemented these policies in such a way that all (or at least most) students remain in school long enough to study the second language. While connections to the global order play a role in explaining where second language education policies are loosely coupled, the passage of time and country-specific factors like the age of the country and other languages used are more robust predictors. These findings, then, make nation-states seem more like agents that weigh the relative costs and benefits of implementation and less like passive enactors of norms. Three issues deserve further comment.
Table 4.3: Logistic Regression with Second Language in the Mandatory Curricula as Dependent Variable, Showing Log Odds (N= 271)

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGOs</td>
<td>1.137**</td>
<td>1.015</td>
<td>1.034</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.178)</td>
<td>(.0447)</td>
<td>(.042)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World-system</td>
<td>12.920**</td>
<td>11.332 *</td>
<td>1.914</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(16.008)</td>
<td>(15.223)</td>
<td>(1.759)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language of wider communication</td>
<td>0.046**</td>
<td>0.020**</td>
<td>0.003**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.059)</td>
<td>(.029)</td>
<td>(.008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of languages</td>
<td>0.823</td>
<td>0.463</td>
<td>0.322</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.373)</td>
<td>(.251)</td>
<td>(.254)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.967**</td>
<td>*</td>
<td>0.961*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.011)</td>
<td></td>
<td>(.011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP per capita</td>
<td>1.158</td>
<td>0.867</td>
<td>1.856</td>
<td>1.272</td>
<td>3.209**</td>
<td>1.823</td>
<td>1.492</td>
<td>1.606</td>
</tr>
<tr>
<td></td>
<td>(.746)</td>
<td>(.423)</td>
<td>(.866)</td>
<td>(.553)</td>
<td>(1.729)</td>
<td>(.422)</td>
<td>(.744)</td>
<td>(1.178)</td>
</tr>
<tr>
<td>Year</td>
<td>2.015**</td>
<td>2.508***</td>
<td>2.194***</td>
<td>2.325***</td>
<td>2.664</td>
<td>2.369**</td>
<td>2.428**</td>
<td>2.098*</td>
</tr>
<tr>
<td></td>
<td>(.558)</td>
<td>(.625)</td>
<td>(.527)</td>
<td>(.554)</td>
<td>(.678)</td>
<td>(.715)</td>
<td>(.617)</td>
<td>(.725)</td>
</tr>
</tbody>
</table>
First, the finding that IGO memberships are not a robust predictor of the implementation of global norms suggests that the growth of IGOs may be more of an outcome of increasing levels of global integration - in economic, political and cultural terms - and less of a distinct driver of the spread of a particular normative order. Simply including the number of IGOs in regression models without accounting for their large increase overtime, as many in the world polity tradition do, risks confounding their effect with increasing levels of global integration of all kinds. At the same time, the finding that core states are more likely to mandate the study of second languages runs counter to the expectation that these states may be able to force weaker states to study their languages. The effects of world-system position are, likewise, fragile. The two theories, however, are linked in that elements of the global culture spread by IGOs originated in the small group of Western countries that has been the core of the world-systems for the past few hundred years.

Second, the age of a country is a robust predictor of lose coupling and older countries are more likely to structure their school systems in this way. An analysis of individual cases reveals that the dynamics of colonization have much to do with this. There are a handful of countries that were not formally colonized - Iran, Saudi Arabia and Turkey - that do not mandate second languages be studied. This policy is also more common among countries - mostly in South America - that emerged from colonization during the 19th century. Conversely, those countries that emerged from colonization most recently are most likely to mandate the study of a second language. When these countries became independent the study of second languages was more common and various kinds
of isomorphic pressures (as well as internal political dynamics discussed in Chapters Two and Three) mean that these nations made it mandatory to study second languages. Ministries of education are sensitive to prevailing norms in an increasingly dense global network, but can also resist those norms.

Third, with regard to the costs of second language education, GDP per capita is robustly insignificant, and this counters a purely resource-driven explanation. Teachers are paid in local currency and few activities in primary and secondary school depend on resources beyond the national level. At the same time, where an official language is a global language, countries are much less likely to teach two languages. Indeed, there is a certain logic to this in that these policies are pursued out of a desire for symbolic legitimacy, and the material costs of tight coupling do not seem as important as the anticipated benefits that might follow for countries whose first language is not widely spoken.

These findings suggest the case for isomorphism may be overstated and that increasing numbers of IGOs is more a product of overall levels of global integration than a distinct mechanism for the transmission of global norms. Country specific factors, particularly age and relative cost, play a significant role in the implementation of global norms here.
Table 4.4: Countries Included in Chapter Four

<table>
<thead>
<tr>
<th>Albania</th>
<th>Iran</th>
<th>Philippines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algeria</td>
<td>Iraq</td>
<td>Poland</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>Japan</td>
<td>Romania</td>
</tr>
<tr>
<td>Bolivia</td>
<td>Jordan</td>
<td>Rwanda</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>Kenya</td>
<td>Saudi Arabia</td>
</tr>
<tr>
<td>Burundi</td>
<td>Kuwait</td>
<td>Sri Lanka</td>
</tr>
<tr>
<td>Cambodia</td>
<td>Laos</td>
<td>Sudan</td>
</tr>
<tr>
<td>Chile</td>
<td>Lebanon</td>
<td>Sweden</td>
</tr>
<tr>
<td>China</td>
<td>Libya</td>
<td>Tanzania</td>
</tr>
<tr>
<td>Denmark</td>
<td>Malawi</td>
<td>The Gambia</td>
</tr>
<tr>
<td>Ecuador</td>
<td>Malaysia</td>
<td>Togo</td>
</tr>
<tr>
<td>Egypt</td>
<td>Mauritius</td>
<td>Tunisia</td>
</tr>
<tr>
<td>El Salvador</td>
<td>Mexico</td>
<td>Turkey</td>
</tr>
<tr>
<td>Finland</td>
<td>Mongolia</td>
<td>Uganda</td>
</tr>
<tr>
<td>France</td>
<td>Morocco</td>
<td>United Arab Emirates</td>
</tr>
<tr>
<td>Ghana</td>
<td>Nepal</td>
<td>Uruguay</td>
</tr>
<tr>
<td>Greece</td>
<td>Netherlands</td>
<td>Zambia</td>
</tr>
<tr>
<td>Guatemala</td>
<td>Nicaragua</td>
<td>Zimbabwe</td>
</tr>
<tr>
<td>Honduras</td>
<td>Norway</td>
<td></td>
</tr>
<tr>
<td>Hungary</td>
<td>Pakistan</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>Papua New Guinea</td>
<td></td>
</tr>
</tbody>
</table>
Chapter Five


ABSTRACT

English is the most widely studied second language in primary and secondary schools globally and this policy is commonly discussed as promoting economic growth. Policy makers are not clear on how, but there seems to be at least two plausible mechanisms. First, English is widely used in international business and where populations have more or better English skills, trade should increase. Second, English is widely used in science and English-speaking countries dominate research and development spending, thus, knowledge of English should aid in the inward diffusion of technology. These expectations are tested with pooled time series and cross-sectional data from a large number of countries where English is not a first language. Results show that time spent on English language education has a significant positive association with GDP per capita. This suggests that the curriculum may be profitably disaggregated in examinations of human capital formation, although the policy implications of these findings are less clear.
INTRODUCTION

The English language is spoken as a second language by several hundred million people—300 to 700 million (depending on the level of proficiency)—spread across every country on earth and is the most widely used language in global organizations: it seems fair to call English the global *lingua franca* (Ostler 2010). Given this fact, it seems reasonable to ask whether there are advantages for those who are able to use English. This chapter tests the hypotheses that teaching English as a second language in national primary and secondary school systems should have a positive effect on gross domestic product (GDP) per capita.

Indeed, several countries have explicitly justified beginning teaching English in terms of economic growth. For example, in 2005 Mongolia switched from teaching Russian to English and specifically linked this policy to economic growth (Brooke 2005). Countries such as Japan, that have long taught English, have justified increasing emphasis on this language in terms of economic growth (Gottlieb 2007). Even countries such as Hong Kong, Singapore, Botswana and the Sudan that teach English for reasons directly linked to colonization now talk about that policy, at least in part, in terms of economic growth (Holsinger and Jacob 2008; Simpson 2007a; Simpson 2007b). Providing English language education to school children has become “taken for granted” in most nations precisely because it has been conceived of as promoting development (Cha 2011). The material benefits of knowing English figure prominently in claims made by those providing English education for a fee (Prendergast 2008). While these claims can be understood as “advertising”, the English language teaching industry was estimated
at approximately $9 billion dollars in the late 1980s (McCallen 1991) and is now four times that (EducationFirst 2011). Clearly somebody is “buying it.”

Neither policy documents nor advertisements are forthcoming about exactly how English leads to the benefits evoked, but there are two plausible links between English and national level economic development. First, inward diffusion of technology has been shown to facilitate growth, and English is clearly the language of global science and technology: English skills may grant access to more technology. Second, English is widely used in international business and appears to be the language used when trading partners share no common language: English skills may mean more trade. Empirical analyses below address the effect of teaching English as well as the effects of increasing time spent on English where it is taught.

This chapter draws on a literature that understands education as creating human capital and facilitating economic growth. There have been relatively few attempts to parse the curricula and measure how emphasis on particular subjects relates to national level outcomes such as growth, so this line of inquiry may also light on the extent to which national level differences in curricula can profitably be disaggregated.

This chapter first reviews the literature linking education to the creation of human capital and the facilitation of growth before fleshing out the two mechanisms named above. The sample is large number of countries where English is not a first language. Data and methods, both cross-sectional and with pooled time series, are described in the third major section. Results show a significant positive impact of time spent on English

---

37 This list can be found in Table 5.6 at the end of the chapter.
language on GPD per capita. The implications of this, in terms of human capital formation and as justification for teaching English, are discussed in the conclusion.

THE LINK BETWEEN ENGLISH LANGUAGE EDUCATION AND GROWTH

The case linking English to growth will be made below, but there is already extensive literature linking education to economic growth. National level economic growth is argued to follow where better-educated and more productive workers increase total output and as higher individual wages aggregate to higher national incomes (Rubinson and Fuller 1992). A positive relation between education and growth is observed when education is measured as enrollment rates or ratios (Barro 1991; Meyer and Hannan 1979), average levels of school attainment (Barro and Lee 1993) and increases in spending on education (Baldacci et al. 2008; Baldacci, Guin-Sui and Mello 2003; Poot 2000). Increasing levels of education also have positive externalities, such as improvements in health, which effect economic growth through indirect channels (McMahon 1998).

This conception of education as a development-inducing panacea has not gone unchallenged to be sure. First, there is a level of analysis problem in that the positive effects of education on individual wage levels do not necessarily translate into macro-economic growth (Rubinson and Browne 2008). Second, education is often measured with enrollment ratios, but this flow of students through schools is not the total stock of education that is of more direct consequence for development (Wobmann 2003). Third, the effects of education are not always found to be uniform across levels of education,
countries, or time periods (Benavot 1992b; Judson 1998; Petrakis and Stamatakis 2002; Psacharopoulos 1994; Sianesi and Van Reenen 2003). Some researchers have shown that it is the quality of schooling, not the quantity, that matters most for economic growth (Hanushek and Kim 1995; Lee and Barro 1997; Sianesi and Van Reenen 2003).

Parsing education in terms of emphasis given to various parts of the curriculum—and not treating it as an undifferentiated process—may resolve some of the uncertainty in the link between education and economic growth. A few studies find a connection between math and science and economic growth (Benavot 1992a; Lee and Barro 1997; Ramirez et al. 2006). Languages can be understood in terms of human capital in that they are skills embodied in individuals that allow them to produce economic value, and there are a number of studies that link individual language skills to higher wages (Grin 1996). The hypotheses here is that by teaching the most widely spoken international language school systems create human capital that drives national level economic development. There is, to my knowledge, no other published work that focuses specifically at the connection between teaching foreign languages and economic growth. However, Lee (2012) uses national averages from tests of English language proficiency and finds significant positive correlations between those scores and national economic growth. There is, then, some evidence supporting the idea that competency in English

---

38 From a historical perspective, there is some evidence that the emphasis given to science and technology education in Germany in the late 19th century played a role in the increased rates of economic growth in that country in the early 20th century (Garnier and Hage 1990).

39 Lee (2012) uses the Test of English as a Foreign Language (TOEFL), but this measure has a high degree of self-selection bias. The exam is taken primarily by those who plan to enroll in a college in an English-speaking country, and the fee to take the test is currently US $160–240 in most countries. Several shifts in format mean there are few consecutive years of comparable data. At any rate, this author had no success in securing access to this proprietary data.
can lead to national economic growth and the following subsections will discuss specific mechanisms.

**Technology**

One path linking foreign language education to economic growth is the diffusion of technology. When understood as instructions on how to use raw materials, technology promotes growth by increasing efficiency or introducing new production processes (Nelson and Phelps 1966; Romer 1990; Romer 1998; Solow 1957). There is evidence that education increases productivity at the national level by speeding technological “catch-up” or allowing developing nations to find, use, and implement more advanced technology from abroad (Benhabib and Spiegel 1994; Rodgers 2004). To the extent that technology depends on ideas that are not wholly proprietary and can be captured in written documents, the ability to access and understand those ideas through the language they are recorded in should facilitate growth. Some researchers have found that sharing a common language positively impacts technology transfer (Guellec and de la Porreri 2001; Keller 2001), and English may be particularly efficacious in this regard.

There are several channels through which knowledge of English may grant access to technology and information. First, English dominates academic publishing. About half of all academic research was published in English in the 1980s and in some disciplines almost all publication is now in English. While there is certainly variation in the propensity of scholars to use of English between disciplines and nations, English is dominate in the physical and natural sciences where it seems most likely that one would
find the kinds of knowledge that could be counted as growth facilitating technology (Crystal 2003; Hamel 2007; Swales 1997). Second, English is particularly important in industrial research and development. These activities are highly concentrated in wealth countries, with the United States alone making up 47% of the total and with other wealthy English-speaking countries (Canada, the United Kingdom and Australia) among the ten largest spenders (Keller 2001). Third, students who study abroad at the tertiary, and especially the post-graduate, level can be conduits for technology transfer and where students develop English skills at the primary and secondary level, they should be more prepared to take advantage of such opportunities. Indeed, just over 40% of internationally mobile post-secondary students attend school in an English-speaking country (Rodgers 2004). Fourth, English may link to useful information through the Internet because 70% of public web pages are primarily in English (O’Neill, Lavoie, and Bennet 2003). Not only would high levels of English skills increase a population’s ability to access this information, but countries with more or better English skills build information technology infrastructures faster (Ono 2005).

*Trade*

Exports as percent of GDP are a robust positive predictor of economic growth and there is evidence that a common language increases trade between countries (Boisso and Ferrantino 1997; Foroutan and Pritchett 1993; Frankel 1997; Guo 2007; Havrylyshyn and Pritchett 1991; Melitz 2007; Rauch 1997). While there is some ambiguity about what exactly promotes trade under these conditions, a shared language presumably lowers
communication costs and allows for interpersonal interactions upon which trust can be built (Fink, Mattoo and Neagu 2005).

The United States, Canada, Great Britain and Australia all use English as a first language; combined, they make up just under one-third of world GDP, making this an important group of countries to trade with (World Bank 2011). English also seems to be the language used when trading partners from different countries share no common language. English proficiency, as measured by national averages of the Test of English as a Foreign Language (TOEFL), positively predicts trade between countries that share no common language (Ku and Zussman 2010). English is also used extensively by international companies and other organizations that span national boundaries, and surveys of international corporations indicate that substantial portions of employees at international corporations use English regularly for internal and external communication (Botting 2010; Louhiala-Salminen and Kankaanranta 2012). Outside of the business field, upward of 80% of international organizations list English as one of their official languages, one-third list it as their only official language, and almost the only organizations that do not are dedicated to the promotion of some other language (Crystal 2003).

Trade may also be an indirect link to technology as developing countries’ total factor productivity—or the total economic output unexplained by traditional measure and presumed to be caused by technological development—is positively related to trade with developed countries (Coe and Helpman 1995; Coe, Helpman and Hoffmaister 1997).
Because of the large research and development budgets in English-speaking countries, trade with these partners is especially likely to lead to technology spillover.

DATA AND METHODS

Sample and Time Frame

The population of interest here is countries with national systems of education. This excludes countries where states or provinces have separate education systems because collecting data on subnational entities raises issues of comparability between such units in different nations, and there are problems of data availability.

Observations are made at five-year intervals from 1980 to 2005 (inclusive). National curricula are slow to change (as evident in Table 5.1) and yearly observations would not increase the range or diversity of values observed on the main independent variable. It was possible to observe which language was taught for 120 countries, but observing how much English is taught is relevant only for the subset of 43 countries that did teach English. This is discussed in the next subsection and indicated in Table 5.6 (at the end of the chapter), showing which countries are included in analyses here.

Key Variables

The dependent variable is GDP per capita, the sum of gross value added by all residents of a country divided by midyear population of the country. Data is from the World Bank and expressed in year 2000 US dollars (World Bank 2011). The raw data show considerable skew and were logged before analysis, except for in Table 5.1, which
shows unlogged GDP per capita. While values do increase over time—from about $2,500 to about $8,500—large standard deviations indicate substantial variation across countries.

The effects of English-language education policies will be modeled with both cross-sectional data and pooled time series. This is measured in ways that distinguish between countries that do and do not teach English and show how much emphasis is given to English where it is taught, but the coding schemes employed are described in detail in relation to each set of analyses below. Data come from the International Bureau of Education’s National Reports of the Development of Education and World Data on Education.

Previous research has indicated that the quality of schooling affects the formation of human capital, although measuring quality presents both conceptual and technical issues (Hanushek and Kim 1995). No suitable measure of English-language education quality could be found, but pupil-teacher ratios are a reasonable measure of education quality in general and are widely available (Lee and Barro 1997). Primary school pupil-to-teacher ratios\(^{40}\) are taken from UNESCO’s Statistical Yearbook (various years). This ratio decreases from about 35 students per teacher in 1980 to 26 in 2005, indicating an improvement in quality.

---

\(^{40}\) There may be a mismatch primary schools’ ratios and second language education as the latter tends to happen at the secondary level, although there are certainly countries where second language education begins at the primary level (Benavot 2004; also Chapter Four here). Primary ratios are available for more countries than secondary ratios are, and the two are highly correlated ($r = 0.78$ with this data).
Table 5.1: Descriptive Statistics (N = 406, except for “Percent” which only applies to those countries that do teach English so N = 149)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP per capita</td>
<td></td>
<td>5,937</td>
<td>2,442</td>
<td>2,142</td>
<td>3,325</td>
<td>5,314</td>
<td>5,554</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10,436)</td>
<td>(3,585)</td>
<td>(3,106)</td>
<td>(5,741)</td>
<td>(8,252)</td>
<td>(8,252)</td>
</tr>
<tr>
<td>Proportion Teaching English</td>
<td></td>
<td>0.51</td>
<td>0.46</td>
<td>0.48</td>
<td>0.44</td>
<td>0.51</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.51)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.50)</td>
</tr>
<tr>
<td>Percent, where taught (no 0s)</td>
<td></td>
<td>9.45</td>
<td>8.16</td>
<td>8.54</td>
<td>9.63</td>
<td>10.08</td>
<td>9.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5.40)</td>
<td>(4.40)</td>
<td>(5.24)</td>
<td>(4.90)</td>
<td>(6.17)</td>
<td>(5.43)</td>
</tr>
<tr>
<td>Pupil Teacher Ratio</td>
<td></td>
<td>30.27</td>
<td>35.09</td>
<td>33.39</td>
<td>32.69</td>
<td>29.11</td>
<td>27.16</td>
</tr>
<tr>
<td>Secondary Enrollments</td>
<td></td>
<td>54.34</td>
<td>42.77</td>
<td>49.07</td>
<td>55.33</td>
<td>61.68</td>
<td>68.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(33.15)</td>
<td>(27.19)</td>
<td>(32.25)</td>
<td>(30.04)</td>
<td>(33.61)</td>
<td>(32.25)</td>
</tr>
<tr>
<td>Savings As GDP</td>
<td></td>
<td>17.64</td>
<td>17.64</td>
<td>15.64</td>
<td>17.30</td>
<td>15.11</td>
<td>17.32</td>
</tr>
<tr>
<td>Trade as GDP</td>
<td></td>
<td>34.60</td>
<td>27.84</td>
<td>25.02</td>
<td>30.25</td>
<td>32.78</td>
<td>37.12</td>
</tr>
</tbody>
</table>

Control Variables

Levine and Renelt (1992) identify some the more robust predictors of economic growth, and the following three variables will be included as control variables in all models. First, the gross secondary enrollment rate is the standard way to account for human capital formation. This is taken from UNESCO Statistical Yearbooks (various
years). Second, savings should have a positive effect on growth rates as increased savings leads to capital accumulation that can be used to finance any number of projects, from infrastructure improvement to upgrades of capital equipment, which would increase GDP. Gross domestic savings is measured as percent of GDP and is taken from the World Bank’s Development Indicators (World Bank 2011). Third, trade should have a positive effect on growth rates because it encourages production and leads to a diversification of the economy for the exporting country. Trade is measured as the value of goods and services exported as percentage of GDP and is taken from the World Bank’s Development Indicators (World Bank 2011). Table 5.1 shows considerable increases in secondary enrollments from 1980 to 2005, while trade also trends upward. There is no particularly clear trend for savings.

Tables 5.2 shows correlations among variables for the 406 observations where data is available for the dichotomous variable and Table and 5.3 for the smaller set of 149 observations where percent of periods devoted to English is not zero. The first independent variable does not show a significant zero-order correlation with logged GDP, while the second is significantly positively correlated. There is a significant zero-order correlation between time spent on English where it is taught and trade, supporting the second mechanism discussed above. Beyond that, the correlations between the baseline variables and the independent variables are generally similar but not significant.
Table 5.2 Correlations between Variables for English Education and Growth (N = 406)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>0.056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>-0.689*</td>
<td>0.084*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4)</td>
<td>0.803*</td>
<td>-0.114*</td>
<td>-0.747*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>0.485*</td>
<td>0.013</td>
<td>-0.347*</td>
<td>0.466*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6)</td>
<td>0.370*</td>
<td>-0.005</td>
<td>-0.295*</td>
<td>0.348*</td>
<td>0.449*</td>
<td></td>
</tr>
</tbody>
</table>

Correlations marked with an asterisk * differ from zero at $p < 0.05$

(1) Logged GDP
(2) English as Second Language (1 = yes, 0 = no)
(3) Pupil teacher ratio (primary)
(4) Secondary Enrollment (gross)
(5) Savings (as percent of GDP)
(6) Trade (as percent of GDP)

Table 5.3 Correlations between Variables for English Education and Growth, with only Observations Where Percent of Periods is Not Zero (N = 149)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>0.204*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>-0.689*</td>
<td>0.014</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4)</td>
<td>0.803*</td>
<td>0.041</td>
<td>-0.747*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>0.485*</td>
<td>0.051</td>
<td>-0.347*</td>
<td>0.457*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6)</td>
<td>0.370*</td>
<td>0.188*</td>
<td>-0.295*</td>
<td>0.348*</td>
<td>0.449*</td>
<td></td>
</tr>
</tbody>
</table>

Correlations marked with an asterisk * differ from zero at $p < 0.05$

(1) Logged GDP
(2) Percent of periods devoted to English language education
(3) Pupil teacher ratio (primary)
(4) Secondary Enrollment (gross)
(5) Savings (as percent of GDP)
(6) Trade (as percent of GDP)
Cross-Section Methods

An ordinary least squares (OLS) regression, with robust standard errors, is estimated with data for 2005 (n = 98) as this year offers the most complete cross-section. Here English education policies are simply measured as percent of periods devoted to English. Coding this way creates numerous zeros for those countries that do not teach English, and the resulting variable has a mean of 4.23% and the highest values clustered just under 20%.

Model 1 finds that this variable has a marginally significant positive effect on GDP per capita. Substantively, this suggests that a 1% increase in English language education raises GDP per capita by 2.6%. Control variables for secondary enrollments and savings are significant and positively signed as expected. Model 2 includes a variable for quality of schooling and finds that this control is insignificant in its effect on GDP per capita but that the effects of English language education are now larger and significant at a more conventional (p<0.05) level. While these models are able to distinguish between countries, they are unable to address how change within countries affects GDP per capita, and, like all cross-sectional methods, they are prone to period effects.

Pooled Time Series Methods

It is also possible to measure the effects of English language education over time. Pooling observations in this way makes it possible to control for unobserved time-invariant characteristics of individual countries. To do this, however, individual countries
must be observed more than once, and this raises the possibility that the observations for a single country at multiple time points may be correlated with each other. Where this is the case, as it is here, heterogeneity bias arises, and standard regression techniques are inefficient. A common way to address this problem is to use a fixed effects model that

41 Specifically the Breush-Pagan/Cook-Weisberg test for heteroskedasticity, using STATA 9.2’s “hettest” command, rejects the null hypotheses of constant variances (p > 0.006).
eliminates country- (or unit-) specific effects by subtracting the unit mean from the observed value for each time point. However, with the independent variable coded as in the cross-sectional analysis, a fixed effects model would lose the ability to distinguish between countries that began teaching a little English and countries that already taught English but increased the time spent on this subject by the same amount. To deal with this, two variables were created. The first, used in Models 3 and 4 below, is a dichotomy that distinguishes between where English is taught (1) and where it is not (0). The second, used in Models 5 through 8, is a continuous variable for the percent of instructional periods devoted to English. The variable for English education in Models 5 and 6 includes all possible observations and codes countries that do not teach English as zero (if this subject is not in the curriculum it takes up zero percent of instructional periods). Models 7 and 8 exclude the cases where English is not taught, so these models have fewer observations and include only those cases whose values on this variable are greater than zero.

Statistical tests\(^{42}\) indicate that a fixed effects model would be preferable to a random effects model here; however, fixed effects models are inefficient when used to estimate the effects of variables that are slow to change over time. These variables show much more variation between countries than within them. Plumper and Troeger (2007) propose a fixed effects vector decomposition model to address situations in which independent variables are time-invariant or nearly so and suggest that where the ratio of variation between units to within units is 2.8 or greater, traditional fixed effects models

\(^{42}\)Specifically, the Hausman test (as implemented by STATA 9.0’s “hausman” command) rejects the null hypothesis that there are no differences between fixed and random effects (p > 0.035).
are inefficient. The ration of between-to within-unit variation is 2.61 for the dichotomy and 4.48 for the percent of time. For the sake of comparability, then, fixed effects vector decomposition will be used for both. This involves three stages. First, it estimates a traditional fixed effects model and finds country-specific error terms. Second, it splits the unit effects into explained and unexplained part by regressing the unit-specific term on those variables that do not change or show very little change—here, the main independent variables for English education—and saves the residuals. Finally, it regresses the dependent variable on (1) the time-invariant and time-varying variables and (2) the decomposed fixed effects (residuals) from the second stage. This procedure is used to estimate all models presented in Table 5.5.\textsuperscript{43}

In the context of a fixed effects model—where country-specific effects are eliminated by subtracting the unit mean from each observation—the dichotomous variable employed in Models 3 and 4 can be interpreted as the effect of beginning to teach English. Model 3 shows that making this kind of change does not have a significant effect on GDP. Model 4 controls for educational quality and finds the same thing. Here, however, lower pupil-teacher ratios are positively associated with the dependent variable. This model can be interpreted to mean that decreasing the national average of students per teacher by one student would increase GDP per capita by 0.8%. The control variables are all significant and signed in the expected direction, and they should also be interpreted as the effect that a one-unit change relative to the national average would have on GDP per capita when multiplied by 100.

\textsuperscript{43} Specifically the “fevd” command in STATA 9.0 with the independent variables—the dichotomy of teaching or percent of periods—used as the invariant variables.
5.5: Fixed Effects Vector Decomposition with Logged GDP per Capita as Dependent Variable (various sample sizes noted for each model)

<table>
<thead>
<tr>
<th></th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teaches English</td>
<td>.076</td>
<td>.066</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.073)</td>
<td>(.072)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of periods (all cases)</td>
<td>.015** .024**</td>
<td>(.007) (.009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of Periods, if taught (no 0s)</td>
<td></td>
<td></td>
<td>.123** .121***</td>
<td>(.044) (.044)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pupil/ Teacher Ratio</td>
<td></td>
<td></td>
<td>-.008** -.015** -.010**</td>
<td>(.004) (.005) (.005)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary Enrollments</td>
<td>.019*** .019*** .023*** .025*** .016*** .017***</td>
<td>(.002) (.002) (.002) (.002) (.002) (.003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Savings</td>
<td>.007** .007** .003*** .004*** .006** .006**</td>
<td>(.003) (.003) (.003) (.004) (.003) (.002)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade</td>
<td>.005** .005** .004*** .004*** .005** .005**</td>
<td>(.002) (.002) (.001) (.001) (.002) (.002)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>5.995*** 6.316*** 5.198*** 5.96*** 6.274*** 6.461***</td>
<td>(.109) (.183) (.102) (.300) (.127) (.249)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>.34</td>
<td>.35</td>
<td>.29</td>
<td>.33</td>
<td>.35</td>
<td>.37</td>
</tr>
<tr>
<td>N</td>
<td>406</td>
<td>406</td>
<td>406</td>
<td>406</td>
<td>149</td>
<td>149</td>
</tr>
</tbody>
</table>

* p < 0.10   ** p < 0.05   *** p < 0.01 (two-tailed tests)

Models 5 and 6 test the effects of teaching English with a continuous variable for percent of periods devoted to this subject. Model 5 finds a positive effect of devoting more time to teaching English. Model 6 finds the same thing while controlling for quality.
of education. These findings indicate that teaching more English has a positive effect on
growth, although a substantive interpretation of the coefficient suggests the effects are
very small. However, both of these include a large number of zeros for the main
independent variable and Models 7 and 8 test the effects of changes in time spent on
English only among those countries that do teach it. Both find a significant positive
effect, and the coefficient is much larger than in Models 5 and 6. These models do not
necessarily include the same countries so care should be taken in assigning substantive
meaning to the differences in coefficients, but the inclusion of zeros for countries that do
not teach English clearly biased estimates of the effects of teaching English downward.
The coefficients in Models 7 and 8 are relatively large—indicating that a 1% increase in
English instruction should mean increase in GDP by about 12%—the standard deviation
for within-unit variation here is 1.27%, so very few countries have increases of more than
1–2%. Model 8 controls for educational quality and, again, finds that lowering pupil-
teacher ratios is significantly associated with increased GDP.44 The control variables are
all significantly associated with GDP per capita and in the direction expected.

Given the basic proposition here- that English language skills can be understood
as human capital- there may be an interaction between the language teaching variables
and secondary enrollments, which is the usual measure of human capital formation.
Additional models (not shown here) with an interaction term between English language

---

44 Parallel analyses used secondary pupil-teacher ratios instead of primary ratios because second language
education is more common in secondary school. In this smaller sample (n = 330, instead of 406), secondary
pupil-teacher ratios do have a marginally significant (p < 0.10) effect on GDP, as one would expect, while
the effect is insignificant in those countries with data on percent of teaching periods (N = 91, instead of
140). In no analyses were the effects of the main independent variables different from those presented here.
education and secondary enrollments find the coefficient for the interaction terms is positively signed but not significant.\textsuperscript{45} Tests for outliers indicated two potentially influential cases\textsuperscript{46} but excluding them did not substantively affect the results.

**CONCLUSION**

These findings indicate that the amount of English taught is positively related to GDP per capita, supporting the conceptualization of English language skills as human capital. The cross-sectional models are able to address differences between countries and show that countries that teach more English have higher GDP per capita. Panel models control for unobserved and lasting differences between countries and show, interestingly, that moving to include English where it was not included previously has no effect on growth. Examining some of the cases that began teaching English sheds lights on the dynamics at play. On the one hand, countries that do not teach English throughout the period have well-established histories of teaching other languages; these are generally former French colonies. On the other hand, there are a few countries that switched to teaching English during this period. For example, Rwanda and Cambodia began teaching English in the aftermath of brutal civil wars when educational systems needed to be rebuilt. China and Vietnam, as other examples, began teaching English as part of a multifaceted policy of opening to the world. In all of these cases, there is evidence that

\textsuperscript{45} Specifically, when the interaction is between the dummy variable for teaches English or not and secondary enrollments the coefficient was .003 although failed to achieve significance at the relaxed level of $p < 0.10$ ($t = .110$). This suggests that those school systems that teach English accumulate human capital (as measured by enrollments) at a higher rate than those that do not, in line with the theory here. The interaction between percent of period (with no zeros) and secondary enrollments was positive but indistinguishable from zero.

\textsuperscript{46} Saudi Arabia and Angola for 1980.
instructional quality is low and, moreover, slow to increase when future teachers must be trained under less-than-ideal conditions (Fernando 1996; Lam 2002).

The results show that increasing time allocated to English where it is taught does facilitate development. Countries that increased the percent of periods devoted to English did so by beginning English instruction in earlier grade levels, most commonly by extending instruction from secondary into primary school grades. There are a diverse group of countries that have increased English education in this way at some point during the period understudy. There are former Anglophone colonies in the Pacific (like Malaysia and the Philippines) Africa (like Zambia and Zimbabwe) that have a history of teaching English. There are also countries in the Middle East (like Kuwait and the United Arab Emirates) and Europe (like Norway and Austria) that have fairly well funded school systems. In both of these groups established patterns of teaching English or resources mean that adequately trained teachers can be produced or acquired. At the same time, increased time spent on English may signal to students and parents that the subject is important, and this, in turn, may motivate additional increases in time spent studying this subject out of school (Baker et al. 2004).

These findings also indicate the role of formal education in the creation of human capital. If human capital is conceptualized in terms of specific skills, then English language education appears to be a skill that can be created when instruction is delivered in sufficient quantity. Interestingly, the positive effect of English on GDP was observed while controlling for secondary enrollments, the more common way to measure “gross” human capital formation, further supporting the idea that English language education
creates a specific skill and that this variable is not a proxy for some more general outcome of schooling. Given that other studies have also found links between math and science and economic growth, disaggregating national curricula and conducting further cross-national research may shed light on how the content of schooling relates to national level outcomes.

While these findings provide some support for claims that teaching English leads to growth, policy implications are ambiguous. First, these results are not able to shed light on how many English speakers or what level of proficiency is needed to realize these benefits. Coordinating flows of large volumes of capital may not require more than a handful of English speakers. Even if large sectors of the population do develop English skills, it may also be that the impact of these skills varies by sector as the level of skill needed to attract tourism revenue, for example, is probably lower than the level needed to attract call centers and back-end processing. Second, it may be that English skills are, or may soon become, widely enough distributed that they are not so much of an advantage but a basic skill (Prendergast 2008).

In summary, then, these findings support the idea that teaching English has some benefits. But for at least a few reasons, these results alone cannot provide strong justification for the idea that all school systems should be spending much more time teaching English.
Table 5.6: Countries included in Chapter Five

All countries are included in the 120 countries for which it was possible to determine what language was taught (for 406 country-year observations in multivariate analyses). The 43 countries marked with an asterisk are the subset for which it was possible to how much English was taught (for 149 country-year observations in multivariate analyses).

| Country                  | Dem. Rep. of Congo | Lesotho * | S. Korea * | Albania         | Algeria       | Angola       | Argentina    | Austria * | Bahrain * | Bangladesh * | Belarus | Belize | Benin        | Bolivia * | Botswana | Brazil | Brunei * | Bulgaria | Burkina Faso | Burundi | Cambodia | Cape Verde | Central African Rep. | Chad | Chile * | China * | Colombia | Comoros | Congo * | Croatia | Cuba * | Cyprus * | Czech Republic |
|--------------------------|--------------------|-----------|------------|----------------|---------------|--------------|--------------|-------------|-----------|-----------|-------------|---------|---------|-------------|-----------|----------|--------|---------|----------|----------|---------|---------|---------|----------|----------|
| Dem. Rep. of Congo      |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Lesotho *                |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| S. Korea *               |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Albania                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Algeria                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Angola                   |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Argentina                |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Austria *                |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Bahrain *                |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Bangladesh *             |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Belarus                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Belize                   |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Benin                    |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Bolivia *                |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Botswana                 |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Brazil                   |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Brunei *                |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Bulgaria                 |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Burkina Faso *          |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Burundi                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Cambodia                 |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Cape Verde               |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Chad                     |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Chile *                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| China *                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Colombia                 |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Comoros                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Congo *                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Croatia                  |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Cuba *                   |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Cyprus *                 |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
| Czech Republic           |                    |           |            |                |               |              |              |             |           |           |             |         |         |             |           |          |        |         |          |          |          |         |         |          |          |         |
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Chapter Six:
Conclusion

This dissertation placed language education policies in a long-term comparative perspective and used rich empirical data to treat contemporary language educational policies as a window on larger processes.

In the larger historical and comparative perspective we saw that what languages became institutionalized in national school systems was largely a result of inequalities between societies. The insertion of European languages into the curricula of every national school system through the expansion of the European world-system is clear evidence of this. The relative power of European societies allowed them to, ultimately, replace indigenous languages in most of North and South America as well as Australia and New Zealand. The English language figured prominently in these analyses because of two, successive, English-speaking hegemons; while there is a certain degree of conjuncture to this, hegemony in the world-system hinges in part on the development of new productive technology. The fact that the blueprints for both the auto loom and the personal computer (to take two archetypal inventions) were in English has had much to do with the place of English at the global level. Languages of other current or former core powers- Spanish, French and Portuguese- are among the small number of languages studied in more than one country.

Where Europeans did not marginalize and replace indigenous languages, however, the spread of the interstate system generally meant that some language needed to be selected to represent the “authentic” cultural core of a nation. However, in many
places, the selection of a national language is related to inequality within society. On the one hand, almost none of the 80% or so of the world’s languages with less than 100,000 speakers are included in the curricula anywhere (Lewis, Simons and Fennig 2013). The groups that speak these languages are generally marginalized within their own country and must learn both nationally and globally prominent languages to participate in schooling, the economy or most any other area of life removed from the extended family or village. On the other hand, in some cases official languages are “foreign” languages brought by colonization and then retained because the selection of an indigenous language to take on such functions was so problematic that it was avoided. This happened in most of Africa and a few Asian countries as well. Without this longer historical and comparative perspective it would be difficult to understand why, for example, so many African schools use French or why virtually all Indians study English.

At the same time, data on what languages are taught and how much has meant it was possible to use variations in language education policies to shed light on other areas of substantive interest. While this research was not the first attempt to disaggregate the curriculum in this way, few empirical analyses do this in a cross-national framework. It seems that some of the ambiguity of the effects of education at the macro level may be because measures such as enrollments or literacy rates are unable to account for the fact that schooling is not an undifferentiated process.

First, with regards to inequality we saw that where schooling is conducted in languages most students do not understand at the beginning of school inequality is much higher. There is a certain irony in that using colonial languages as the medium of
instruction- presumably the highest level of exposure possible- means that many students are not able to complete school, which ultimately precludes their ability to study these languages in higher grades. While it is not entirely clear if this outcome is an unintended consequence or, perhaps, an intentional attempt to bar progress through school for some students, it does point out that simply expanding enrollments- as most developing countries did during the period understudy- will not suffice to reduce inequality. The larger historical and social contexts in which schooling is embedded make a difference.

Second, the relationship between human capital formation and national level economic development was investigated. Time devoted to English language education was associated with higher levels of development, and the argument that this language could be thought of as a kind of human capital was largely supported. This suggests that other subjects may create useful human capital and, by extension, that not all schooling activities contribute to the accumulation of development facilitating skills at the same rate. This is not to say that those subjects that do not promote economic development are worthless and should be removed from the curricula. The argument is, rather, that some of the ambiguity about how schooling relates to developmental processes could be resolved if attention was paid to the contents of schooling.

Finally, the implementation of second language education policies was taken as a way to investigate the spread of global norms. While all countries did include a second language it was those that spoke less widely spoken languages and younger countries which were most likely to make it mandatory for students to study these languages. Overall levels of global integration were significant and this suggests that the network of
IGOs, while not totally unimportant, is itself more of a manifestation of increasing global integration and not, primarily, a driver of that integration.

The perspective on language education developed here, then, shows not only that current policies were shaped by the historical development of the world-system but also that these policies explain some amount of variation in inequality within nations and economic development at present.
Appendix: Data

The data on language education was taken form the International Bureau of Education’s (IBE) National Development of Education reports and World Data on Education. Many of these reports are available on the IBE website, however digitization of their archive is not complete and I traveled to the IBE’s headquarters in Geneva during the summer of 2012 to secure access to many of these documents.

These reports contained a variety of information about national school systems. Of particular interest were curricular timetables (see Figure 1.1) and these served as the primary data source, although the text of reports was also used. These tables (and other parts of the report) were generally easy to understand and, when sufficiently complete, posed few problems for coding because these documents were meant to convey information to others. At the same time, the curricula spelled out in these documents may be better thought of as intentions which do not completely correspond to what actually happens in classrooms. That said, the research questions here concern how features of school systems relate to national level characteristics; neither the student nor the classroom is the unit of analysis.

Coding focused on creating six main variables. The first two are what languages are taught as first and second languages. This was a nominal category in which I matched a particular language (Swahili, English, etc) to a particular curricular subject. It most cases it was very clear what language was taught. There was occasionally some difficulty

identifying the second language. In most cases this was because there was not a single language but students and schools had some degree of choice in what language or languages to study or teach and I coded these as an unspecific “foreign language.”

The other variables are measures of emphasis given to particular curricular subjects. Two are the grade level in which instruction in the first and second language began. For the first language this was invariably the first grade, but for the second language this may have been anywhere from the first to the 12th or 13th grade. (This variable, plus a variable on the number of mandatory or scheduled years, made it possible to determine how many years students must or could study that language.) The other two variables were percent of periods devoted to the first or second language as a subject. I sum all periods across the primary and secondary curriculum to find the denominator. (Curricular timetables were most often expressed number of periods per week, so it was often necessary to multiply those figures by the number of weeks to find yearly totals and then sum across grade levels.) This allowed me to measure time devoted to these subjects (regardless of their contents) as well as match this up to a particular language.

I was able to determine the actual amount of time (in hours and minutes) devoted to first and second languages for about 20% of cases. Not all reports contained this level of detail and even when they did it was not always possible to calculate this figure. That said, the correlations between time and percent of periods spent on a language was high for both first (.79) and second (.85) languages.

It should be noted that the year of a report and the data time point it was used to code were often not identical. Reporting was most frequent in years when IBE hosted a
conference (typically every second or third year) and most reports explicitly stated they covered the prior two or three years. There were some cases where one of the years for which I was coding data was not covered by any specific report. In many of these cases (about 7% of all data points) I used a report from an adjacent year if prior and subsequent reports did not indicate any substantial change in the structure or content of the education system. Given the overall stability in national curricula, it is difficult to see how this strategy for dealing with missing data would introduce any systematic bias.
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